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Abstract—The maximum likelihood estimate of the impulse response of a frequency-selective channel in the presence of phase noise and I/Q imbalance is derived. The complexity of the joint estimator is reduced using approximate cost functions for both phase noise and I/Q imbalance. The proposed estimator is first applied to OFDM transmission in a single-input single-output system and then generalized to multi-input multi-output OFDM systems. The bit error rate performance of popular space-time codes for two and four transmit antennas is evaluated under zero-forcing, minimum mean squared error and maximum likelihood detection rules. An expression for the residual inter-carrier interference variance after phase noise and I/Q imbalance compensation is derived and compared to the uncompensated case. Significant improvement in signal-to-interference-noise is obtained with the proposed algorithm.
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I. INTRODUCTION

MULTI-INPUT MULTI-OUTPUT orthogonal frequency division multiplexing (MIMO-OFDM) is a bandwidth-efficient data transmission scheme which has been widely adopted in several broadband standards such as WLAN IEEE802.11a/g/n [1], WiMAX IEEE802.16, and LTE. Many OFDM receiver front-ends are based on the direct-conversion architecture which enables a low-power and highly-integrated implementation. However, analog circuit imperfections such as phase noise (PHN) and I/Q imbalance distort the received signal [2], motivating digital baseband techniques to compensate for these impairments at practical complexity.

PHN is a result of the random mismatch between the phases of the local oscillator (LO) and the input carrier signal [3] and has two effects on the received signal. The first effect is known as the common phase error (CPE) [4], which is the same random phase rotation in all sub-carriers regardless of their index. The second effect is the inter-carrier interference (ICI) caused by the loss of orthogonality among adjacent sub-carriers [5]. Since PHN changes continuously, it has to be estimated for every sample of an OFDM symbol in a data packet.

I/Q imbalance is the mismatch in amplitude and phase of the in-phase and quadrature-phase branches of the receive path. I/Q mismatch occurs [6] because of the error in the nominally 90° phase shifter and the mismatch between the amplitudes of the LO in-phase and quadrature-phase outputs.

A. Existing Work

The effect of PHN and I/Q imbalance on the performance of OFDM systems has been studied in several papers including [3], [7], [8]. Assuming perfect I/Q imbalance and channel knowledge, CPE estimation and compensation was considered in [4], [9]. Joint iterative estimation and compensation of the channel, CPE and PHN-induced ICI was considered in [5], [10]. In particular, when performing joint PHN and channel estimation in the full-pilot stage1, the channel is estimated using an initial guess for PHN and then re-estimated based on the previous channel estimate. In the data transmission stage, CPE is estimated and removed using scattered pilots followed by data detection. Then, PHN is re-estimated based on the detected data from the previous step (i.e. in a decision-directed manner). These schemes iterate until convergence; hence, latency and implementation complexity are two major issues in these schemes. A time-domain data-aided joint PHN and channel estimation technique was presented in [11] where I/Q imbalance is ignored. Polynomial expansion of PHN is considered in [12] and the maximum likelihood (ML) estimate of the polynomial coefficients is provided. Again, the scheme in [12] is decision-directed and suffers from error propagation. The effects of PHN on OFDM systems are studied in a fast-fading environment in [13], [14], where perfect channel knowledge was assumed in [13].

Assuming perfect PHN, the effect of I/Q imbalance on OFDM systems was investigated in [6], [15], [16] for single-input single-output (SISO) channels and generalized to MIMO channels in [17], where the signal model was presented and the performance of different equalizers was investigated with perfect channel knowledge. Joint estimation of channel and I/Q imbalance parameters was studied in [18] but the interference from adjacent subcarriers due to PHN was ignored. Joint estimation and compensation of PHN and I/Q imbalance was considered in [19], but the channel was assumed known. In [20], [21], an iterative scheme was proposed to jointly estimate PHN, I/Q imbalance and the channel response. This scheme suffers from error propagation if un-coded data at the output of the slicer are used for iteration or from large latency and high implementation complexity if coded data at the output of the Viterbi decoder are used for iteration.

In [22], the channel was initially coarsely estimated in the full-pilot stage by ignoring the I/Q imbalance and PHN. Then, the I/Q imbalance parameters were computed using these channel estimates. The estimated I/Q imbalance parameters were subsequently used to refine the original channel estimate, in a non-iterative manner. In the data detection stage, after removing the I/Q imbalance, only CPE was estimated and compensated for prior to data detection.
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1In packet-based OFDM systems, a number of full-pilot OFDM symbols are transmitted prior to data transmission for synchronization and channel estimation purposes.
B. Our Contributions

1. We develop a low-complexity joint ML estimator of the channel, PHN and I/Q imbalance\(^2\) in a SISO communication system, using the full-pilot OFDM symbol\(^3\) (also known as the preamble) at the beginning of each packet. In contrast to the existing estimators, we derive decoupled expressions for PHN and I/Q imbalance by approximating the joint ML cost function using the assumption of small PHN and I/Q imbalance. Therefore, we are able to provide simple and non-iterative estimators which are practical and well-suited for implementation.

2. Assuming constant channel and I/Q imbalance over one OFDM packet, a phase-interpolation-based technique is proposed to estimate PHN using equally-spaced pilots in data OFDM symbols.

3. The above two algorithms for the SISO scenario are then generalized to the MIMO scenario where more channel taps, I/Q imbalance. This is a valid assumption in most downlink transmission scenarios.

To estimate the PHN vector, the log likelihood function of the received signal in the frequency-domain can be modeled as [22]

\[
\tilde{r} = \mu \hat{H} \tilde{x} + \nu \hat{H}^* \tilde{x}^* + \tilde{z}
\]

where \(\hat{H}\) is the diagonal PHN matrix with \((m, n)\) element given by \(\exp(j\phi(n))\) where \(\phi(n) = \phi(n - 1) + \epsilon\) and \(\epsilon\) is a Gaussian random variable with zero mean and variance \(2\pi / T_s\). The parameter \(\beta\) is the 3 dB PHN bandwidth and \(T_s\) is the OFDM sampling period [26]. Furthermore, \(\tilde{H}\) is the circulant channel matrix, \(\tilde{x}\) is the full-pilot OFDM symbol, \(\tilde{z}\) is the additive white Gaussian noise with variance \(\sigma_z^2\) and \(\mu\) and \(\nu\) are the I/Q imbalance parameters defined as [2]

\[
\mu = \cos(\theta/2) + j \sin(\theta/2)
\]

\[
\nu = \epsilon \cos(\theta/2) - j \sin(\theta/2)
\]

where \(\theta\) is the I/Q phase imbalance and \(\epsilon\) is the amplitude imbalance. Taking the discrete Fourier transform (DFT) of \(\tilde{r}\), we can write the received signal in the frequency-domain as

\[
r = \bar{F} \tilde{r} = \mu \bar{P} \bar{X} \bar{W} \bar{h} + \bar{\nu} \bar{P}^H \bar{F} \bar{F}^T \bar{X}^H \bar{W}^* \bar{h}^* + \bar{z}
\]

where \(\bar{r}\) is the received signal vector, \(\bar{F}\) is the \(N \times N\) DFT matrix, \(\bar{P}\) is the PHN circulant matrix\(^4\) which is constructed from cyclic shifts of the frequency-domain PHN row vector \(\bar{p}\). \(\bar{X}\) is the diagonal matrix of pilot symbols, \(\bar{h}\) is the channel vector in the time-domain with memory \(L\) which is assumed to be less than the cyclic prefix length, and \(\bar{W}\) is an \(N \times L\) submatrix of the DFT matrix. The permutation matrix \(\bar{F} \bar{F}^T\), in (5) selects the image sub-carrier which causes interference due to I/Q imbalance to fold to the desired sub-carrier. Using the Lemma in Section II, the ML estimate of the channel vector can be written as

\[
\bar{h} = \frac{\bar{E}_\bar{x}^{-1}}{c} (\mu^* \bar{W}^H \bar{X}^H \bar{p}^H \bar{r} - \nu \bar{W}^H \bar{X}^H \bar{F} \bar{F}^T \bar{p}^* \bar{r}^*)
\]

Note that to evaluate the ML channel estimate in (6), the receiver requires knowledge of \(\mu, \nu\) and \(\bar{p}\).

B. PHN Vector Estimation

To estimate the PHN vector, the log likelihood function of the received signal vector \(\bar{r}\) given \(\mu, \nu\) and \(\bar{h}\) has to be minimized over \(\bar{p}\). This log likelihood function is the exponent of the conditional PDF (i.e. \(f(\bar{r}|\bar{h}, \mu, \nu, \bar{p}) \propto \exp(-||\bar{r} - \mu \bar{P} \bar{X} \bar{W} \bar{h} - \nu \bar{P}^H \bar{F} \bar{F}^T \bar{X}^H \bar{W}^* \bar{h}^*||^2 / \sigma_z^2))\). Therefore, we have

\[
\bar{p} = \arg \min_\bar{p} ||\bar{r} - \mu \bar{P} \bar{X} \bar{W} \bar{h} - \nu \bar{P}^H \bar{F} \bar{F}^T \bar{X}^H \bar{W}^* \bar{h}^*||^2
\]

Substituting back the channel estimate from (6), the dependence of (7) on the channel is removed. After straightforward algebra, the expression inside the squared norm in (7) can be written as

\[
r - \mu \bar{P} \bar{X} \bar{V}^H \bar{H} \bar{h}^*
\]

\[
= \frac{\bar{E}_\bar{x}^{-1}}{c} (||\mu^* \bar{A}_1^T \bar{r} - \nu^2 \bar{A}_2^T \bar{r} + \mu \nu \bar{A}_3^T \bar{r}||^2)
\]

where

\[
A_1 = \bar{P} \bar{X} \bar{V} \bar{V}^H \bar{X}^H \bar{P}^H
\]

\[
A_2 = \bar{P}^H \bar{F} \bar{F}^T \bar{X}^H \bar{V} \bar{V}^H \bar{X} \bar{P} - \nu \bar{P} \bar{X} \bar{V}^H \bar{X} \bar{P}
\]

\[
A_3 = \bar{P}^H \bar{F} \bar{F}^T \bar{X}^H \bar{V} \bar{V}^H \bar{X} \bar{P}^T
\]
where $F = [W|V]$ is the DFT matrix. The expression in (8) can be approximated using two assumptions. First, for small I/Q imbalance, $|\alpha|^2$ is close to zero\footnote{Even for unrealistically large I/Q imbalance, this approximation is still valid. As a numerical example, let $20 \log_{10}(1 + \epsilon) = 1$ dB and $\theta = \pi/30$ which corresponds to large I/Q imbalance, then we have $|\alpha|^2 = \epsilon^2 \cos^2(\theta/2) + \sin^2(\theta/2) = 0.021 \ll 1$.} and, therefore, the second term in the right hand side (RHS) of (8) is negligible compared to the first term since $\|A_1r\|^2 = \|A_2r\|^2$. Second, $A_3$ is a close-to-zero matrix and, therefore, $\nu A_3$ in the third term of the RHS of (8) is close to zero. To show that $A_3$ is a near zero matrix, assuming $L \ll N$ we have $V \approx F$. Then $A_3 \approx E_x (P^H F F^* P - P F F^* P^*) = E_x (F E^H E^* F - F E^* F^*) = 0$. Therefore, for the PHN estimation we use the following approximation

$$r - \mu P X W \hat{h} - \nu P^H F F^* X W^* \hat{h}^* \approx E_x[|\mu|^2] A_1 r$$

(10)

The log-likelihood function in (7) can then be written as

$$\hat{p} \approx \arg \max \mu r^H A_1^H A_1 r$$

(11)

where $R$ is a circulant matrix constructed from $r$. Using the approximate cost function in (11), the PHN vector $p$ can be estimated regardless of $\mu$, $\nu$ and $\hat{h}$. The quadratic form in (11) is maximized subject to the small PHN constraint i.e. $\delta \times \Re(p)^T = 1$ where $\delta$ is the $1 \times N$ unit row vector with first entry equal to one and zeros otherwise and $\Re(p)$ is the real part of $p$. The solution to this optimization problem is given by

$$\Re(p)^T = \Lambda^{-1} (\Lambda^T S + I) \delta^T \ ; \ \Im(p)^T = \lambda S \delta^T$$

(12)

where $\Gamma$ and $\Lambda$ are the real and imaginary parts of the Hermitian matrix $M$, $\Re(p)$ is the imaginary part of $p$ and $S = [I + (\Gamma^{-1} A)]^{-1} T^{-1} \Lambda^{-1}$. The Lagrange multiplier can be found by satisfying the constraint which gives

$$\lambda = [\delta (\Gamma^{-1} A^T S + I^{-1}) \delta^T]^{-1}$$

(13)

The complexity of the above estimator can be further reduced by considering only the most significant elements of $p$ and setting the rest to zero. In particular, $p$ can be well approximated by estimating its $(d+1)$ elements only, i.e., $p(N/d), \ldots; p(0), \ldots; p(d/2)$ since PHN can be modeled as a low-pass random process [26] where $d$ is the number of dominant PHN spectral components. Therefore, all the matrices in the estimator of (12) can be reduced in size accordingly.

C. I/Q Imbalance Parameter Estimation

Now that the receiver has the PHN estimate, $\hat{p}$, the log-likelihood metric in (7) is updated using the PHN matrix estimate and is differentiated with respect to $\alpha = \nu / |\mu|^2$. The cost function of (7) can be written after substituting from (8) as follows

$$\hat{\alpha} = \arg \min_\alpha \|A_1 r - |\alpha|^2 A_2 r + \alpha A_3 r^*\|^2$$

(14)

where $A_1$, $A_2$ and $A_3$ are evaluated using $\hat{p}$. Differentiating (14) with respect to $\alpha^*$ produces the desired estimate of $\alpha$. However, since $|\alpha|^2$ is assumed to be close to zero, the third and the forth powers of $\alpha$ are ignored in the optimization expression of (14) yielding the following approximate cost function

$$J(\alpha) \approx r^H A_1^H A_1 r + |\alpha|^2 (r^H A_1^H A_2 r - r^H A_2^H A_1^H A_2 r + r^H A_2^H A_1^H A_3 r^* + \alpha^* r^H A_3^H A_1 r)$$

(15)

Differentiating with respect to $\alpha^*$ and solving for $\alpha$ yields

$$\hat{\alpha} = \frac{-r^H A_3^H A_1 r \nu r^T A_3^H A_1 r - 3(1 + \tan^2(\theta/2)) + j(e^2 - 1) \tan(\theta/2)}{1 + 3 |\hat{\alpha}|^2}$$

(16)

Based on $\hat{\alpha}$, we can compute the approximate values of $\mu$ and $\nu$ as follows

$$\hat{\mu} = \frac{\nu^*}{\mu} = \frac{\cos(\theta/2) - j \sin(\theta/2)}{\cos(\theta/2) - je \sin(\theta/2)}$$

$$\approx \frac{\epsilon(1 + \tan^2(\theta/2)) + j(e^2 - 1) \tan(\theta/2)}{1 + 3 |\hat{\alpha}|^2}$$

(18)

(19)

From (18) and (19), $\mu$ and $\nu$ are estimated by direct substitution into (4). The channel estimate is computed by substitution of $\hat{\mu}$ and $\hat{\nu}$ and $\hat{p}$ into (6). The estimation algorithm is summarized as follows

Step 1. After receiving $r$ corresponding to the full-pilot OFDM symbol, $p$ is estimated using (12) independent of $\mu$, $\nu$ and $\hat{h}$.

Step 2. The I/Q imbalance parameters $\mu$ and $\nu$ are estimated using (16), (18) and (19) independent of $\hat{h}$ and by using the estimated PHN from Step 1.

Step 3. The channel vector is estimated by substituting $\hat{p}$, $\hat{\mu}$ and $\hat{\nu}$ into (6).

D. Complexity Analysis

As multiplication dominates the overall implementation complexity compared to additions, the number of real multiplications of the proposed scheme is compared with (6), (12), and (16). PHN estimation in (6) requires $8(N^2 + 1)^3 + 3(N^2 + 1)^2$ multiplications since it involves matrix inversion of size $d/2 + 1$. I/Q imbalance estimation in (12) requires $32(N^2 + 1)^2 N^2 + 32(\frac{N}{2} + 1) N + 4$ multiplications since it requires matrix vector multiplications of size $N$. Channel estimation in (6) requires $8(N^2 + L + 2) + 8L$ multiplications depending on the time-domain channel length $L$. The sum of all these multiplications is compared with [11] and [21] in Fig. 12, which shows significant reduction in implementation complexity especially for large $N$.

IV. SISO DATA DETECTION

Data detection is performed assuming that the channel vector and the I/Q imbalance parameters are constant for the entire OFDM packet while the PHN process changes from one OFDM symbol to the next; therefore, the estimated channel vector and I/Q imbalance parameters in the full-pilot stage can be used for data detection, but the PHN matrix is re-estimated for each data OFDM symbol. The received data OFDM symbol in the $q$th time slot, $\bar{r}^q$, and its complex conjugate are given by

$$\bar{r}^q = \mu E^H H x^q + \nu E^H H^* x^* + z^q$$

$$\bar{r}^q* = \mu^* E^H H^* x^q* + \nu E^H H x^q + z^q*$$

(20)
The image signal can be removed by combining \( \hat{r}^q \) and \( \hat{r}^{qs} \)
\[
\hat{y}^q = \frac{1}{|\mu|^2 - |\rho|^2} (\mu^{*} \hat{r}^q - \rho^{*} \hat{r}^{q}) = \hat{E}^q \hat{H} \hat{x}^q + \hat{z}^q
\]  
(21)
where \( \hat{z}^q \) is due to the I/Q imbalance estimation error. Taking the DFT of \( \hat{y}^q \) we have
\[
y^q = F \hat{y}^q = P^q H x^q + z^q
\]  
(22)
where \( H \) is the diagonal channel matrix in the frequency-domain. Since the channel estimate is available from the full-pilot stage, the equi-distant pilots in \( x^q \) are used to estimate the diagonal element of \( P^q \) at the pilot positions. The average of all these estimates is used as the CPE estimate of the qth data OFDM symbol i.e. \( \hat{y}^q \). The generalized form of the CPE estimate will be presented when we extend our scheme to the MIMO case. Instead of detecting the data using \( \hat{y}^q \) only as in the conventional receiver, the qth OFDM symbol is stored and the CPE of the next data OFDM symbol, \( \hat{y}^{q+1} \), is computed and a linear interpolation between \( \hat{y}^{q} \) and \( \hat{y}^{q+1} \) is performed. This simple operation helps reduce the ICT level and improves the BER performance compared to the conventional approach of using \( \hat{y}^q \) only. After estimating the PHN matrix using this interpolation technique, the data symbols are detected as follows
\[
x^q(k) = \frac{1}{H(k,k)} \sum_{i=-d/2}^{d/2} \hat{p}^{qs}(i) y^q(k-i)
\]  
(23)
To keep the complexity low, no more than one OFDM symbol is stored for interpolation. Moreover, the convolution in (23) is performed over few PHN spectral components due to the “approximately” banded structure of \( P\).

V. EXTENSION TO MIMO SCENARIOS

The extension to MIMO scenarios is carried out using the following three assumptions:
1. In the channel estimation stage, full-pilot OFDM symbols are transmitted from different transmit antennas. To minimize the mean squared error of the MIMO channel estimate [25], the full-pilot OFDM symbols are designed such that the transmitted pilots from different transmit antennas are orthogonal to each other. Moreover, the number of time slots over which the full-pilot OFDM symbols are transmitted should be greater than or equal to the number of transmit antennas to avoid having an under-determined system of equations.
2. In the data transmission stage, OFDM symbols are transmitted according to a predefined space-time encoding scheme.
3. The channel impulse response vectors are spatially independent, i.e. the elements of the MIMO channel matrix are independent samples of complex Gaussian random variables and there is no correlation neither between the transmit antennas nor the receive antennas [27].

A. Channel Estimation

Assume that the number of transmit and receive antennas are \( n_T \) and \( n_R \), respectively, where \( n_R \geq n_T \) and that the maximum number of channel taps across any of the paths between receive and transmit antennas is \( L_{\text{max}} \). Assume also that \( Q \) OFDM training symbols are transmitted in the full-pilot stage from the \( i \)th transmit antenna for \( i = \{1, \cdots, n_T\} \) and are collected and processed at the \( m \)th receive antenna for \( m = \{1, \cdots, n_R\} \). We define \( \hat{h}_{im} \) as the time-domain channel vector from the \( i \)th transmit to the \( m \)th receive antenna which is considered to be constant during one packet of OFDM symbols. The corresponding signal model for the MIMO case can be written by generalizing (5) as follows
\[
r_m^q = F r_m^q = \mu_m P_m^{q_t} \sum_{t=1}^{n_T} X_t^q W h_{im} + \nu_m P_m^{q_t} F F^T \sum_{t=1}^{n_T} X_t^H W^* h_{im}^* + z_m^q
\]  
(24)
where \( r_m^q \) and \( P_m^{q_t} \) are the received vector and the PHN circular matrix in the \( m \)th receive branch at the \( q \)th time slot in the frequency-domain, \( X_t^q \) is a diagonal matrix of pilot symbols transmitted from the \( i \)th transmit antenna at the \( q \)th time slot and \( \mu_m \) and \( \nu_m \) are the I/Q imbalance parameters for the \( m \)th receive branch, respectively. Given that \( Q \) is large enough so that the channels from the \( m \)th receive antenna to all transmit antennas can be estimated separately from the other receive branches. To write the system of equations for the \( m \)th receive antenna, we define \( r_m = [r_{m}^1 \cdots r_{m}^{QN}]^T \) which is a size \( QN \times 1 \) vector constructed by concatenating the received vectors over \( Q \) time slots and \( h_{im} = [h_{im}^1 \cdots h_{im}^{n_T}]^T \) as a size \( n_T L_{\text{max}} \times 1 \) channel vector in the time domain which is to be estimated. The input-output model can be expressed as follows
\[
r_m = \mu_m \mathcal{P}_m \mathcal{W} h_m + \nu_m \mathcal{P}_m^{jH} \mathcal{J} \mathcal{X}^* W^* h_m^* + z_m
\]  
(25)
where \( \mathcal{P}_m = \text{diag}([P_m^1 \cdots P_m^{QN}]) \), \( \mathcal{W} = \{I_{N_T} \otimes W \}, \mathcal{J} = \{I_Q \otimes F F^T \} \) and
\[
\mathcal{X} = \begin{bmatrix}
X_1^1 & \cdots & X_{N_T}^1 \\
\vdots & \ddots & \vdots \\
X_1^Q & \cdots & X_{N_T}^Q
\end{bmatrix}_{QN \times N_T}
\]  
(26)
where \( \otimes \) is the Kronecker product between two matrices and \( \text{diag}\{\cdot\} \) is the operation which constructs a diagonal matrix from its vector input or a block diagonal matrix from its matrix input.

The frequency-domain signal model in (24) assumes that there is an independent oscillator for each receive branch. Although the PHN processes at the LO output are in practice correlated, considering their joint probability density function would increase the complexity of the estimation algorithm significantly and, therefore, they are estimated separately. There are \( n_R \) different sets of I/Q imbalance and PHN parameters to be estimated. Over the full-pilot OFDM symbol transmission stage, the total number of unknowns to be estimated is \( n_R n_T L_{\text{max}} + n_R Q N + 2 n_R \) complex variables. The total number of available equations, however, is just \( n_R Q N \) complex equations. Since this system of equations is under-determined, only few spectral components of the PHN process are estimated. Assuming \( d \) off-diagonal elements of \( P_m^{q_t} \) are estimated, then the following condition must be satisfied
\[
n_T L_{\text{max}} + Q (d+1) + 2 \leq N Q
\]  
(27)
This condition is satisfied for typical values of \( n_T \) and channel memory lengths since the DFT size \( N \) is large. Following the same procedure for channel estimation in the SISO case, the estimate of \( h_{im} \) is given by
\[
\hat{h}_{im} = \frac{E^{-1}}{c_m} (\mu_{im}^* W H \mathcal{P}_m \mathcal{W} h_m - \nu_{im} W H \mathcal{P}_m \mathcal{W} h_m^*)
\]  
(28)

\footnote{Since the frequency-domain PHN matrix is circulant, orthonormal and approximately banded, PHN compensation consists of a simple FIR matched-filtering operation by the same short FIR filter for all sub-carriers.}
where \( c_m = |\mu_m|^2 - |\nu_m|^2 \). Substituting (25) into (28) we find that 
\[
\hat{h}_m = h_m + \bar{z}_m
\]
if and only if the pilot matrix \( X \) satisfies
\[
X^H X = \mathbb{E}_x I \quad \text{or} \quad \sum_{q=1}^{Q} X_i^H X_j^q = \begin{cases} 
\mathbb{E}_x I_n & i = j \\
0 & i \neq j 
\end{cases}
\]
where \( \bar{z}_m \) is the equivalent noise vector given by
\[
\bar{z}_m = \frac{\mathbb{E}_x}{c_m} (\mu_m^* W^H X^H \mathcal{P}^H \bar{z}_m - \nu_m W^H X^H \mathcal{J} \mathcal{P}_m^* \bar{z}_m) 
\]
Note that the condition in (29) produces the channel estimate with the minimum mean square error [25].

B. PHN and I/Q Imbalance Parameters Estimation

Using the same procedure given in Subsections III-B and III-C, we show that the ML estimator has the same quadratic form as in (11) as follows
\[
\hat{p}_m \approx \arg \max_{p_m} \left\| P_m X V V^H X^H P_m^H r_m \right\|^2 = \arg \max_{p_m} p_m \mathcal{M} P_m^H 
\quad : \quad m = 1, \ldots, n_R
\]
where \( p_m = [p_1^m \cdots p_Q^m] \) and \( p_m^* \) is a row vector and \( V = \{ I_{N_r} \oplus V \}_{N_r \times N_r (N-L_m)} \). Estimating only \( (d+1) \) elements of \( p_m^* \), the complexity of this algorithm is reduced from computing the inverse of a \( QN \times QN \) matrix to that of a \( Q(d+1) \times Q(d+1) \) matrix. The constraint to solve (31) is the same as the constraint in (11). Now that the receiver has the estimates for every PHN vector over \( Q \) time slots for each receive antenna, the I/Q imbalance parameters for the \( n_R \) receive branch can be computed. Following the derivations in (14)-(19) for the SISO case and defining \( \alpha_m = \nu_m / \mu_m \), the approximate ML estimate of \( \alpha_m \) is obtained as follows
\[
\tilde{\alpha}_m = \frac{-\mu_m^T \mathcal{A}_{m_3} A_{m_1} r_m}{\mu_m^T \mathcal{A}_{m_3} A_{m_2} A_{m_1} r_m - \mu_m^T \mathcal{A}_{m_3} A_{m_2} A_{m_3} r_m}
\]
where \( A_{m_i} \) for \( m = 1, \ldots, n_R \) are the same as the expressions in (9) evaluated for the \( n_R \) receive branch PHN process. The I/Q imbalance parameters are computed using the same procedure in (17)-(19) and then used in (28) to produce the channel estimate.

C. Data Detection Stage

The effect of I/Q imbalance for every received vector \( r_m \) yields
\[
y_m^q = \frac{\tilde{p}_m^* y_m^q}{|\tilde{p}_m|^2 - |\mu_m|^2} = \mathbb{E}_x \sum_{i=1}^{n_T} \hat{H}_{i m} x_i^q + \bar{z}^q_m \tag{33}
\]
where \( \hat{H}_{i m} \) is the time-domain channel matrix from the \( i \)th transmit to the \( m \)th receive antenna. Transforming to the frequency-domain, (33) can be written as
\[
y_m^q = F y_m^q = P_m^* \sum_{i=1}^{n_T} H_{i m} x_i^q + \bar{z}_m^q \tag{34}
\]
Collecting the received vectors for \( m = 1, \ldots, n_R \) and \( q = 1, \ldots, Q \) and stacking them in a vector, (34) can be written as
\[
y = \mathcal{P} \mathcal{H} x + \tilde{z} = \mathcal{P} \mathcal{H} G s + \tilde{z} \tag{35}
\]
where \( \mathcal{H} \) is the frequency-domain MIMO channel and
\[
y = [ y_1^T \cdots y_L^T ] \quad \mathcal{P} = \text{diag}(\{ P_1^1, \cdots, P_Q^1, \cdots, P_R^Q \}) \quad \mathcal{H} = \text{diag}(\{ H_{11}, \cdots, H_{Q,Q} \})
\]
The equally-spaced pilots in every \( x_i^q \) are used to estimate the CPE term of \( P_m^q \). Then, linear interpolation as in (31) is employed (separately for each receive branch) to connect these CPEs over all transmission time slots (i.e. \( q = 1, \ldots, Q \)).

Using (34), the \( k \)th frequency-domain sample of the \( q \)th OFDM symbol at the \( m \)th receive antenna is given by
\[
y_{m_k}^q(k) = p_m^q(0) \sum_{i=1}^{n_T} x_i^q(k) H_{i m_k}(k, k) + IC_{m_k}(k) + \bar{z}_{m_k}^q(k) \tag{37}
\]
The CPE estimate of the PHN process in the \( q \)th OFDM symbol at the \( n_R \)th receive branch is computed by averaging over all pilot sub-carriers as follows
\[
\tilde{\phi}_m^q = \text{angle}\{ p_m^q(0) \} = \text{angle}\left\{ \sum_{k \in \text{pilot}} \sum_{i=1}^{n_T} y_{m_k}^q(k) H_{i m_k}(k, k) x_i^q(k) \right\} \tag{38}
\]
After estimating the CPE term, \( \tilde{\phi}_m^q \) for \( q = 1, \ldots, Q \) are assigned as the PHN estimates for the middle samples of their corresponding OFDM symbols. These points are then connected using lines which determine the estimate of the time-domain PHN process over all the intermediate OFDM samples between consecutive OFDM symbols. After PHN estimation and interpolation, the effect of \( \mathcal{P} \) is compensated for by multiplying \( y \) by \( \mathcal{P}^H \) as follows (see (35))
\[
\mathbf{u} = \mathcal{P}^H \mathbb{Y} = \Omega \mathcal{H} G \mathbb{S} + \mathcal{P}^H \tilde{z} \tag{39}
\]
where \( \Omega = \mathcal{P}^H \mathcal{P} = I_{n_R} \otimes \Omega_R + \Omega_R \) and \( \Omega_R \) is the residual PHN after multiplying the received signal vector with \( \mathcal{P}^H \). The data information symbols are detected in every sub-carrier using the minimum mean square error (MMSE), zero-forcing (ZF) or ML receiver on the equivalent channel \( \mathcal{H} G \), in each sub-carrier. Note that the achievable BER performance depends on the choice of \( \Omega \) at the transmitter and the equalizer type at the receiver.

D. Residual Inter-carrier Interference and Noise (ICIN) Variance

The performance of our proposed scheme is analyzed in this subsection based on the ICIN variance. Assuming that the I/Q imbalance and PHN are present in the system and are ignored in the data detection stage, the noise and interference term in the \( n_R \)th receive antenna over the \( Q \) time slot can be written as
\[
\text{ICIN}^q_{m_k} = (\mu_m^q \mathcal{P}_m^H - I_N) x_{h} + \nu_m^q \mathcal{P}_m^H \mathcal{J} \mathcal{P}^H x_{h} + z^q_m \tag{40}
\]
where \( x_{h} = \sum_{i=1}^{n_T} X_i^q h_{i m} \) and \( h_{i m} \) is the frequency-domain channel vector from the \( i \)th transmit to the \( m \)th receive antenna. Averaging over \( n_R \) receive antennas and \( Q \) time slots, the variance of the noise and the interference term in (40) can be computed as (see Appendix II for details)
\[
\sigma_{\text{ICIN}}^2 \approx 2 \mathbb{E}_x n_T \sum_{i=1}^{n_T} \frac{1}{|\mathcal{H}_i|^2} |1 - N \pi \beta T_s| \cos(\theta_{\mathcal{H}_i}/2) + \sigma_z^2 + \sigma_x^2 \tag{41}
\]
where \( E[|h_{in}|^2] = \sigma^2 h N \), \( \theta_{\text{max}} \) is the maximum phase imbalance and \( \sigma^2 \) is the variance of the amplitude imbalance averaged over all receive branches. If our proposed estimation and compensation method is used, the noise and interference terms can be written from (39) as

\[
\text{ICIN}_{\text{proposed}} = \Omega_n \mathcal{P} G s + \mathcal{P} H \tilde{z}
\]  

(42)

The variance of the expression in (42) is approximated by (see Appendix II for details)

\[
\sigma^2_{\text{proposed}} \approx 2 \beta \sigma_n^2 |\sigma h|^2 = 2 \beta \sigma_n^2 \sigma^2 h (N + N_c) T_s + \sigma^2 \sigma^2 c + \sigma^2
\]

(43)

where \( N_c \) is the cyclic prefix length. At high SNR, if \( N_c \ll N \) and \( \sigma^2 \rightarrow 0 \), then \( \sigma^2_{\text{proposed}} \approx \frac{2}{3} \sigma^2_{\text{muc}} \).

VI. SIMULATION RESULTS

In this section, the performance of our proposed joint estimation and compensation algorithm is studied for both SISO and MIMO scenarios. The channel impulse response taps are generated as complex Gaussian random variables with variance \( \sum_{n=1}^{L_{\text{max}}} |h_{in}(n)|^2 = \sigma^2 h \) with an exponential power delay profile. The channel memory is assumed to be less than the cyclic prefix length (i.e. \( L_{\text{max}} < N_c \)) which is 16. The DFT size is 64, the OFDM signal bandwidth is 20MHz and the number of equally-spaced pilots in the data OFDM symbols is 4. These parameters are adopted from the IEEE 802.11a/n standards [1].

Fig. 1 shows the channel MSE versus SNR in a SISO configuration. When the receiver suffers from PHN only, the MSE of our proposed scheme is very close to the scheme in [11]. In the presence of both I/Q imbalance and PHN, the amount of performance loss when using our proposed scheme is much less than that of [11]. Note that our proposed scheme starts to work reliably after SNR of around 7 dB. This is the result of 180° phase ambiguity in the estimated channel at low SNR due to unreliable estimates of I/Q imbalance parameters. This phenomenon is well studied in estimation theory as the threshold effect [32]. The phase mismatch \( \theta \) is modeled as a uniformly-distributed random variable over the range \( \pm \pi/40 \) radians and the maximum amplitude mismatch is \( 2 \log_{10} (1 + e) = 1 \) dB. The 3 dB bandwidth of the PHN is \( \beta = 1 \)KHz [7].

Fig. 2 shows the un-coded BER performance for the SISO case with 16-QAM and 64-QAM signal constellations. Significant performance improvement is observed when applying our proposed joint compensation scheme compared to the uncompensated case. The number of off-diagonal elements of the PHN matrix, \( d \), is chosen to be 2 in this simulation. The coded BER performance for the SISO scenario is shown in Fig. 3. The coding rate is 1/2 and the WLAN standard convolutional encoder [133, 171] with constraint length of 7 is used. The Viterbi decoder uses the soft information at the output of the detector in (23) with a decoding depth equal to five times the convolutional encoder constraint length.

The un-coded BER performance of our algorithm is compared to that of [22] and [21] in Fig. 4 for 16- and 64-QAM signal constellations. As it can be seen from the figure, since [22] ignores PHN in the full-pilot stage and estimates CPE only during the data detection stage, it suffers significant performance loss. On the other hand, since [21] uses hard-decision data for iterations, loss of information is incurred and the algorithm suffers from error propagation. The coded BER performance of our scheme is also compared with [22] and [21] in Fig. 5. From the figure, after one iteration, the scheme proposed in [21] achieves similar performance to our scheme but the receiver of [21] has to wait until the data at the output of the Viterbi decoder is ready for feedback. This increases the system latency, which may not be acceptable in many packet-based systems.

Fig. 6 depicts the channel estimation MSE for the \( 2 \times 2 \) MIMO case. During the full-pilot OFDM transmission stage, the pilots are chosen from a BPSK constellation and are designed such that they satisfy (29). As it can be seen, our proposed scheme performs close to the case of perfect I/Q parameter knowledge and estimated PHN after the threshold SNR. Similar to Fig. 1, the channel MSE of the scheme in [11] is presented. As it can be seen from the figure, this scheme has a significant loss in the presence of I/Q imbalance.

Fig. 7 shows the un-coded BER performance for the \( 2 \times 2 \) system. The transmission rate is set to be 4 bits per channel use (bpcu) for the Alamouti and the Golden codes. The detector for the Golden code is linear MMSE to keep the decoding complexity comparable to the Alamouti code. The linear MMSE compensation scheme for the Golden code does not mitigate the RF impairments satisfactorily since it is highly sub-optimal (compared to the ML detector) for the Golden code. However, application of the proposed linear compensation algorithm to the Alamouti code improves the BER performance significantly. Moreover, as it can be seen from the figure, using [11] for estimation and compensation in the Alamouti case is not as effective as our proposed scheme since [11] ignores I/Q imbalance.

The BER performance of the SM and Golden codes with ML decoding and 4-QAM signal constellation are compared in Fig. 8. It can be seen that our proposed joint channel, I/Q and PHN estimator becomes very effective when combined with the ML detector for both SM and the Golden code. However, [11] is less effective than our proposed scheme in reducing the ICI and therefore, suffers from a large error floor.

The coded BER performance of a \( 4 \times 4 \) system is depicted in Fig. 9 and Fig. 10 for different values of \( \beta \). Following IEEE 802.11n, two parallel Alamouti codes (AA) or one Alamouti code and one SM (AS) are transmitted in two time slots which are shown in Fig. 9 and Fig. 10, respectively. Also shown in these figures, is the BER performance of the AA and AS codes when the compensation scheme in [21] is used with one iteration. As it can be seen from these figures, using the scheme in [21], more than one iteration is required to further reduce the error floor which corresponds to more latency and higher complexity.

The variances of the ICI and noise terms derived in Subsection V-D for the compensated and uncompensated cases in the MIMO scenario are plotted in Fig.11. It can be seen from the figure that for different values of \( \beta \), \( \sigma^2_{\text{proposed}} < \sigma^2_{\text{muc}} \) in the high SNR regime. Therefore, our proposed algorithm reduces the ICI term due to PHN and I/Q imbalance significantly compared to the uncompensated case.

The complexity of the proposed estimation scheme is presented in Fig. 12 in terms of the total number of real multiplication as a function of the DFT size \( N \). In this figure, \( d = 2 \), \( L = 4 \) and the number iterations in [21] is \( i = 1 \). As it can be seen from the figure, our scheme has much lower computational complexity especially for large \( N \).

VII. CONCLUSION

We proposed a novel joint ML I/Q imbalance, PHN and channel estimator for OFDM systems. We reduced the complexity of our proposed estimator by approximating its cost functions under small PHN and I/Q imbalance assumptions. In addition, we generalized our estimator to the MIMO scenario and investigated its un-coded and coded BER performance for different MIMO transmission schemes. Furthermore, we derived approximate expressions for the variance of the residual ICI and noise with
APPENDIX I

PROOF OF (2)

The PDF of the random vector \( \hat{r} \) given \( \mu, \nu, \hat{D}_1 \) and \( \hat{D}_2 \) according to (1) can be written as
\[
p(\hat{r} | \mu, \nu, \hat{D}_1, \hat{D}_2) \propto \exp[-(\hat{r} - \mu \hat{D}_1 \hat{x} - \nu \hat{D}_2 \hat{x}^*)]^H K_z^{-1} \times (\hat{r} - \mu \hat{D}_1 \hat{x} - \nu \hat{D}_2 \hat{x}^*)
\]
(44)

Defining the log-likelihood function for \( \hat{x} \), we have
\[
\mathcal{L}(\hat{x}) = -\log \left( p(\hat{r} | \mu, \nu, \hat{D}_1, \hat{D}_2) \right)
\]
(45)

\[
= (\hat{r} - \mu \hat{D}_1 \hat{x} - \nu \hat{D}_2 \hat{x}^*)^H K_z^{-1} (\hat{r} - \mu \hat{D}_1 \hat{x} - \nu \hat{D}_2 \hat{x}^*)
\]

The ML estimator of \( \hat{x} \) can be written as
\[
\hat{x} = \arg \min_{\hat{x}} \mathcal{L}(\hat{x}) = \arg \min_{\hat{x}} \{(\hat{r} - \mu \hat{D}_1 \hat{x} - \nu \hat{D}_2 \hat{x}^*)^H

\times K_z^{-1} (\hat{r} - \mu \hat{D}_1 \hat{x} - \nu \hat{D}_2 \hat{x}^*)\}
\]
(46)

For the special case of uncorrelated noise i.e. \( K_z = \sigma_z^2 I \), differentiating (46) with respect to \( \hat{x} \) and \( \hat{x}^* \) and setting the results to zero, the system of equations can be arranged as
\[
\begin{bmatrix}
\hat{T} \\
\Sigma
\end{bmatrix} \begin{bmatrix}
\hat{x} \\
\hat{x}^*
\end{bmatrix} = \begin{bmatrix}
\nu^* \hat{D}_1^H & \nu \hat{D}_2^H
\end{bmatrix} \begin{bmatrix}
\mu \hat{D}_1 \\
\mu \hat{D}_2
\end{bmatrix}
\]
(47)

where \( \hat{T} = \frac{1}{|\nu|^2} (\hat{D}_1^H \hat{D}_1 + |\nu|^2 \hat{D}_2^H \hat{D}_2) \) and \( \Sigma = \mu^* \nu \hat{D}_1^H \hat{D}_2 + |\nu|^2 \hat{D}_2^H \hat{D}_1^* \). Therefore, the estimate of \( \hat{x} \) is
\[
\hat{x} = (\hat{T}^* \hat{\Sigma}^* - \Sigma \hat{\Sigma}^*)^{-1} \times (\hat{T}^* \mu \hat{D}_1^H \hat{x}^* - \Sigma \nu \hat{D}_2^H \hat{x}^* + \hat{T}^* \nu \hat{D}_2 \hat{x}^* - \Sigma \mu \hat{D}_1 \hat{x}^*)
\]
(48)

Substituting for \( \hat{T} \) and \( \Sigma \) into (48) and simplifying (2) is derived.

APPENDIX II

DERIVATION OF (41) AND (43)

A. Derivation of (41)

Taking the trace of the expected value of (40) multiplied by its complex conjugate we get
\[
\sigma_{\text{sn}}^2 = \frac{1}{N} \text{Tr}(\mathbb{E}[\text{ICIN}_m^q H \times \text{ICIN}_m^q]) \approx \frac{\mathcal{E}_x n_T \sigma_n^2}{N} \times (49)
\]

\[
(\text{Tr}(\mathbb{E}[\mu_m \mathbb{P}_m^q - I_N]^H (\mu_m \mathbb{P}_m^q - I_N)]) + N |\nu_m|^2 + \sigma_z^2 = \mathcal{E}_x n_T \sigma_n^2 [1 + |\nu_m|^2] + \frac{2}{N} \text{Tr}(\mathbb{E}[\mu_m \mathbb{P}_m^q]^2) + \sigma_z^2
\]

The approximation in (49) follows from the assumption that the I/Q imbalance parameters are uncorrelated i.e. \( \mathbb{E}[\mu_m \nu_m^*] = 0 \). Since \( |\mu_m|^2 + |\nu_m|^2 = 1 + |\nu_m|^2 \) (see (4)) and by averaging over all receive antennas and all transmission time slots we get
\[
\sigma_{\text{sn}}^2 \approx \mathcal{E}_x n_T \sigma_n^2 [2 - \frac{2}{N} \sum_{m=1}^{N} \text{Tr}(\mathbb{E}[\mu_m \mathbb{P}_m^q]^2)] + \sigma_z^2
\]

We can approximate the trace operation as
\[
\text{Tr}(\mathbb{E}[\mu_m \mathbb{P}_m^q]) \approx \cos(\theta_m/2) \sum_{n=0}^{N-1} \mathbb{E}[e^{j\phi_m(n)}]
\]
(50)

The approximation in (50) follows from the fact that \( \mathbb{R}[(\mu_m \mathbb{P}_m^q)] \approx \mathbb{R}(\mu_m) \mathbb{R}(\mathbb{P}_m^q) \). Substituting (50) into the expression for \( \sigma_{\text{sn}}^2 \), results in (41).

B. Derivation of (43)

Following the same steps to derive (41) and assuming that \( |\nu_m|^2 \) is close to zero, we can write
\[
\sigma_{\text{new}}^2 = \frac{1}{n_R N Q} \text{Tr}(\mathbb{E}[\Xi H^H \Xi])
\]
(51)

\[
= \frac{\mathcal{E}_x n_T}{n_R N Q} \text{Tr}(\mathbb{E}[HHG^H H | \mathbb{E}[\Omega_R^H \Omega_R]]) + \sigma_z^2 (1 + \sigma_z^2)
\]
(52)

\[
= \frac{\mathcal{E}_x n_T \sigma_n^2}{n_R N Q} \text{Tr}(\mathbb{E}[\Omega_R^H \Omega_R]) + \sigma_z^2 (1 + \sigma_z^2)
\]

where \( \Xi = \Omega_R \mathcal{H} G \mathcal{H}^* + \mathcal{P}^H \mathcal{H} \). Note that (a) holds because the channel and PHN vectors are independent and (b) follows from the fact that \( \mathbb{E}[HHG^H H] \) is diagonal because the channel taps are assumed spatially uncorrelated and the channel is time-invariant over each packet. The trace of the residual PHN in (51) can be computed as follows
\[
\text{Tr}(\mathbb{E}[\Omega_R^H \Omega_R]) = n_R Q \text{Tr}(\mathbb{E}[\phi_m^q - \phi_m^q]^2)
\]
(52)

\[
= n_R Q \text{Tr}(\mathbb{E}[\epsilon_m^q - \mathcal{I} u|^2])
\]

where \( \phi_m^q = [\phi_m^q(0), \ldots, \phi_m^q(N + N_c - 1)]^T \) is the time-domain PHN vector, \( \mathcal{I} \) is the linear interpolation matrix of length \( N + N_c \) and \( u \) is a vector containing CPE estimates. Assuming that the CPE estimation error is negligible compared to the interpolation error, we can simplify (52) as
\[
\text{Tr}(\mathbb{E}[\Omega_R^H \Omega_R]) = n_R Q \text{Tr}(\mathbb{E}[\epsilon_m^q - \mathcal{I} u|^2]) + n_R Q \text{Tr}(\mathcal{I} u - \mathcal{I} u)^2)
\]
(53)

\[
\approx n_R Q \text{Tr}(\mathbb{E}[\epsilon_m^q - \mathcal{I} u|^2]) = \frac{2}{3} n_R Q (N + N_c) \pi \beta T_s
\]

where \( u \) is the vector containing the exact CPE values. The derivation in (53) is carried out following the results in [7]. Substituting (53) into (51) results in (43).
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Fig. 2. Un-coded BER performance for the SISO scenario with $\beta = 1$ kHz. This figure illustrates the effectiveness of our proposed estimation and compensation technique compared to the uncompensated case.

Fig. 3. Coded BER performance for the SISO case. The code rate is 1/2 with the constraint length 7 convolutional encoder [133, 171]. $\beta = 1$ kHz.

Fig. 4. Un-coded BER performance comparison for the SISO scenario with $\beta = 1$ kHz. The number of iterations is one for the scheme in [21].

Fig. 5. Coded BER performance comparison for the SISO case. The code rate is 1/2 with the constraint length 7 convolutional encoder [133, 171]. $\beta = 1$ kHz.

Fig. 6. Channel estimation MSE in the $2 \times 2$ MIMO scenario. The MSE spike in the proposed algorithm is the threshold effect in our estimator. The presented MSE result is averaged over all the paths from the $i \text{th}$ transmit to the $m \text{th}$ receive antennas. $\beta = 1$ kHz.

Fig. 7. Un-coded BER performance in the $2 \times 2$ MIMO scenario. The transmission rate for both cases is 4 bpcu. Linear MMSE detection is used to decode the Golden code and simple matched filtering is used to decode the Alamouti code. $\beta = 2$ kHz.
Fig. 8. Comparison of un-coded BER performance in the $2 \times 2$ MIMO case for SM and the Golden code. Maximum likelihood is used for decoding. Constellation size is 4-QAM for both cases. $\beta = 2kHz$.

Fig. 9. Coded BER performance of a $4 \times 4$ AA system with $\beta = 1kHz$ and 500Hz. Note that a spectral efficiency of 8 bpcu which corresponds to 16 QAM for all information symbols in the AA scheme is used.

Fig. 10. Coded BER performance of a $4 \times 4$ AS system with $\beta = 1kHz$ and 500Hz. Note that a spectral efficiency of 8 bpcu corresponds to 16 QAM for Alamouti code and 4 QAM for SM in the AS case, respectively.

Fig. 11. ICI and noise variance comparison for compensated and uncompensated cases in $2 \times 2$ MIMO scenario for different values of $\beta$.

Fig. 12. Complexity of the proposed scheme compared to that of schemes in [11] and [21]. The number of iterations in [21] is one.