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Abstract—In this paper, we propose a robust STBC transmission scheme to combat timing synchronization errors over frequency-selective multiple-access channels. We start by deriving the equivalent channel model in the presence of timing synchronization errors. Based on this correlated equivalent channel model, the statistical channel power gain profile is analyzed and shown to exhibit unequal channel power gains on different sub-carriers. Furthermore, a robust statistical bit loading algorithm is proposed to optimize the BER performance in scenarios where link adaptation based on instantaneous channel information is infeasible or undesirable. Simulation results show that our proposed scheme is robust to timing synchronization errors, providing around 7.5dB SNR advantage at the BER of 10^{-4} over the conventional scheme in various channel environments.

Index Terms—STBC, OFDM, bit loading, asynchronous, multiple-access, ISI.

I. INTRODUCTION

MULTIPLE-INPUT-MULTIPLE-OUTPUT (MIMO) systems can utilize the spatial diversity and multiplexing gains using spatially-separated antennas in a multipath scattering environment. In broadband systems, space-time block codes (STBC) have been integrated with orthogonal frequency division multiplexing (OFDM) by implementing STBC at a block level in a structure commonly known as ST-OFDM [1]. Since wireless communications is challenged by limited spectral resources, multi-user spatial multiplexing has recently received considerable attention. Multi-user MIMO systems can significantly improve system throughput via transceiver signal processing if the number of transmit antennas is much larger than the number of receive antennas [2]. In this context, a space-time transceiver was investigated in [3] over flat-fading channels assuming two perfectly-time-synchronized users. However, in practical systems, it is very difficult, if not impossible, to achieve perfect synchronization among all up-link users. In [4], the authors considered an equivalent channel model for a flat-fading system with synchronization errors in a cooperative network. Since the channels are usually frequency-selective in broadband systems, this motivates us to investigate the multi-user MIMO transceiver with synchronization errors over frequency-selective channels in spacially-multiplexed ST-OFDM systems.

By exploiting the special structure of the statistical channel profile of the equivalent channel model in the presence of timing synchronization errors, we propose a robust transmission scheme to combat the synchronization errors. The proposed scheme is appealing to scenarios where link adaptation based on instantaneous channel information is infeasible or undesirable.

This paper is organized as follows. In Section II, the system set-up and the equivalent channel model with synchronization errors are presented. The statistical power profile of the equivalent channel model and a robust statistical bit loading algorithm are presented in Section III. In Section IV, simulation results are presented, and conclusions are drawn in Section V.

II. SYSTEM MODEL

A. System Setup

In this paper, we consider an uplink system in which two users access the base station at the same time within the same bandwidth using spatial division multiple access (SDMA). Each user has N_t transmit antennas, and there are N_r receive antennas at the base station. Each user implements orthogonal space-time block codes (OSTBC) [5] on each sub-carrier over adjacent OFDM symbols each consisting of N sub-carriers. At the base station, the FFT is first applied and then an interference cancelation scheme is employed in the frequency domain on each sub-carrier to decode the independent information streams from different users. In this paper, we assume that all the receive antennas at the base station operate with the same clock and transmissions on all the transmit antennas at each user are also synchronous. In addition, the arrival delays from different transmit antennas of the same user are assumed to be the same. However, the arrival delays can vary from user to user. Then, the base station has to decide on a single sampling time reference point for the two users with different arrival delays, which induces a timing synchronization error for each user.

B. Equivalent Channel Model

In this subsection, we will derive the equivalent multipath channel model with synchronization errors. The distributions of the channel taps between different transmit and receive antenna pairs are assumed to be the same. Without loss of generality, in the following, we analyze the equivalent channel between the jth antenna of the ith user and the first receive...
antenna. The original channel between the $j$th antenna of the $i$th user and the first receive antenna is

$$g_{i,j}(t) = \sum_{l=1}^{L_{i,j}} g_{i,j,l} \delta(t - t_{i,j,l}),$$  \hspace{1cm} (1)$$

where $L_{i,j}$ is the number of channel taps, $g_{i,j,l}$ and $t_{i,j,l}$ are the channel tap gain and the delay of the $l$th channel tap, respectively. For notation simplicity, we neglect the subscripts $\{i,j\}$ in the following. Denote the combined transmit and receive pulse shaping filter as $p(t)$. Let $\tau$ denote the timing error with respect to the ideal samples for the $n_{i,j}$th symbol of the $j$-th antenna of the $i$-th user. Then, the equivalent channel is given by

$$h_n(t) = g(t) \otimes p(t + \tau) = \sum_{l=1}^{L} g_l p(t + \tau - t_l),$$  \hspace{1cm} (2)$$

where $\otimes$ denotes the linear convolution operation.

The equivalent discrete-time channel is

$$h_n(nT_s) = \sum_{l=1}^{L} g_l p(nT_s + \tau - t_l),$$  \hspace{1cm} (3)$$

where $\frac{1}{T_s}$ is $N$ times the sub-carrier spacing. The equivalent channel vector is defined as

$$h = [\ldots, h_n(-2T_s), h_n(-T_s), h_n(0), h_n(T_s), h_n(2T_s), \ldots]^T.$$  \hspace{1cm} (4)$$

**Special Case:**

Let $p(t)$ be the raised cosine pulse shape function given as

$$p(t) = \frac{\sin(\pi t / T_s)}{\pi t / T_s} \cos(\alpha \pi t / T_s) \frac{1}{1 - 4\alpha^2 t^2 / T_s^2},$$  \hspace{1cm} (5)$$

where $\alpha$ is the roll-off factor. For the truncated pulse shape function with the first-order side lobes only, $p(t)$ is nonzero only within $-2T_s \leq t \leq 2T_s$.

For $0 < \tau < T_s$, and $t_l = (l - 1)T_s$, where $l \geq 1$ is an integer, define $p_0 = p(\tau - T_s)$, $p_1 = p(\tau)$, $p_2 = p(\tau + T_s)$ and $p_3 = p(\tau + 2T_s)$. Then, the equivalent channel vector can be constructed from the original channel taps as

$$h = P g,$$  \hspace{1cm} (6)$$

where

$$P = \begin{pmatrix} p_3 & 0 & 0 & 0 & \ldots & 0 & 0 \\ p_0 & p_3 & 0 & 0 & \ldots & 0 & 0 \\ p_1 & p_0 & p_3 & 0 & \ldots & 0 & 0 \\ p_2 & p_1 & p_0 & p_3 & \ldots & 0 & 0 \\ 0 & p_2 & p_1 & p_0 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \ldots & p_0 & p_3 \\ 0 & 0 & 0 & 0 & \ldots & p_1 & p_0 \\ 0 & 0 & 0 & 0 & \ldots & p_2 & p_1 \\ 0 & 0 & 0 & 0 & \ldots & 0 & p_2 \\ 0 & 0 & 0 & 0 & \ldots & 0 & 0 \\ \end{pmatrix}$$

and

$$g = \begin{pmatrix} g_1 \\ g_2 \\ g_3 \\ \vdots \\ g_L \\ \end{pmatrix}.$$  \hspace{1cm} (7)$$

It can be seen from (10) that the average power does not change with the exact value of $g_l$ and only varies with the total energy of all the taps, i.e., $\sum_{l=1}^{L} E(g_l^2)$.

The early-late gate synchronizer is a simple and practical method that is widely used for symbol synchronization and

$$h = P' g,$$  \hspace{1cm} (8)$$

where

$$P' = \begin{pmatrix} p_0' & 0 & 0 & 0 & \ldots & 0 & 0 \\ p_1' & p_0' & 0 & 0 & \ldots & 0 & 0 \\ p_2' & p_1' & p_0' & 0 & \ldots & 0 & 0 \\ p_3' & p_2' & p_1' & p_0' & \ldots & 0 & 0 \\ 0 & p_3' & p_2' & p_1' & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \ldots & p_0' & p_1' \\ 0 & 0 & 0 & 0 & \ldots & p_2' & p_1' \\ 0 & 0 & 0 & 0 & \ldots & 0 & p_2' \\ 0 & 0 & 0 & 0 & \ldots & 0 & 0 \\ \end{pmatrix}.$$  \hspace{1cm} (9)$$

It can be seen from (10) that the average power does not change with the exact value of $g_l$ and only varies with the total energy of all the taps, i.e., $\sum_{l=1}^{L} E(g_l^2)$.

**III. ROBUST STATISTICAL BIT LOADING SCHEME**

In this section, we first analyze the statistical power profile of the equivalent channel model and then design a statistical bit loading algorithm which utilizes this channel power profile knowledge.

**A. Statistical Channel Power Profile**

Let $P(F)$ and $G(F)$ denote the Fourier transforms of $p(t)$ and $g(t)$, respectively. Let $H = [H(1), H(2), \ldots, H(N)]^T$ denote the frequency-domain sub-carrier channel gains of the equivalent correlated channel tap vector $h$. Then, we have the following proposition:

**Proposition 1:** If $|P(F)| \geq 0$ only for $|F| \leq KF_s$ ($K$ is an integer and $F_s = \frac{1}{T_s}$) and $E\{|g_l|^2\} = 0$ for $l \neq l'$, then the average channel power gain on the $n$th sub-carrier, denoted as $C_{n,n}$, is

$$C_{n,n} = F_s^2 \sum_{k_1=-K}^{K} |P((nN - k_1)F_s)|^2 \sum_{l=1}^{L} E\{|g_l|^2\}$$

$$+ 2F_s \sum_{k_1=-K}^{K} \sum_{k_2=-K}^{K} |P((nN - k_1)F_s)||P((nN - k_1 - k_2)F_s)|$$

$$\times \left\{ \sum_{l=1}^{L} E\{|g_l|^2\} \cos(2\pi k_2(\tau + t_l)F_s - \theta_1 + \theta_2) \right\},$$  \hspace{1cm} (10)$$

where $\theta_1$ is the phase of $P((nN - k_1)F_s)$ and $\theta_2$ is the phase of $P((nN - k_1 - k_2)F_s)$. Note that if $p(t)$ is symmetric as typically used in practice, $\theta_1 = \theta_2 = 0$.

**Proof:** The proof is given in Appendix I.

If $t_l = (l - 1)T_s$, (9) becomes

$$C_{n,n} = \left\{ \sum_{l=1}^{L} E\{|g_l|^2\} \right\} F_s^2 \sum_{k_1=-K}^{K} |P((nN - k_1)F_s)|^2$$

$$+ 2\sum_{k_1=-K}^{K} \sum_{k_2=1}^{K-1} |P((nN - k_1)F_s)||P((nN - k_1 - k_2)F_s)|$$

$$\times \cos(2\pi k_2\tau F_s - \theta_1 + \theta_2) \right\} .$$  \hspace{1cm} (11)$$

The early-late gate synchronizer is a simple and practical method that is widely used for symbol synchronization and
sampling at the receiver [6]. Define \( \tau_1 \) and \( \tau_2 \) as the arrival delays of Users 1 and 2, respectively. It is shown in [4] that the sampling time decided by the early-late gate synchronizer is about \( \frac{\tau_1 - \tau_2}{2} \) behind the ideal time for one signal and \( \frac{\tau_2 - \tau_1}{2} \) behind the ideal time for the other, i.e., \( \tau = \frac{\tau_1 - \tau_2}{2} \) for User 1 and \( \tau = -\frac{\tau_2 - \tau_1}{2} \) for User 2. Without loss of generality, we now assume \( 0 \leq |\tau_1 - \tau_2| \leq T_s \). In practical systems, \( \tau \) is unknown at the receiver. Assume that \( \tau \) is a random variable with probability density function (pdf) \( f(\tau) \). Then, given \( g_l \) and \( t_1 \), the average channel power profile is obtained by averaging (9) over \( \tau \) as follows

\[
\bar{C}_{n,n} = \int_{-\infty}^{\infty} C_{n,n}(\tau) f(\tau) \, d\tau. \tag{11}
\]

Note that if \( t_1 \) is not fixed, we have to average (11) over \( t_1 \) to obtain the average power profile.

**Special Case Revisited:**

If the pulse shaping filter is the raised cosine function given in (4), then

\[
P(F) = \begin{cases} 
T_s \left[ 1 + \cos \left( \frac{\pi F (\frac{T_s}{2}) }{2} \right) \right], & 0 \leq |F| < \frac{(1-\alpha)}{2T_s}, \\
0, & \frac{(1-\alpha)}{2T_s} \leq |F| < \frac{(1+\alpha)}{2T_s}, \\
|F| \geq \frac{(1+\alpha)}{2T_s}, & 0.
\end{cases}
\tag{12}
\]

and \( K = 1 \) in the Proposition 1, and hence the average channel power gain on the \( n \)th sub-carrier can be easily calculated from (9). For \( t_1 = (l - 1)T_s \), the numerical results of the average channel power gain obtained from (10) are shown in Fig. 1 with the assumption of \( \tau \) being uniformly distributed over \([0, \frac{T_s}{2}]\) and \( N = 64 \). From Fig. 1, we can see that the larger the timing synchronization error is, the smaller is the lowest channel power gain. Thus, larger timing synchronization errors cause more serious power unbalance among all the sub-carriers. Note that if a long pulse shape truncation length is used, it can be well approximated by the untruncated pulse for which (9) yields an easy computation of the channel power gains. For the equivalent channel vector given in (5) which only considers the first-order side lobes of the pulse shape (i.e., a short truncation length), the average power profile with \( t_1 = (l - 1)T_s \) can be obtained from (10) by evaluating the Fourier transform of the time-domain truncated pulse shaping function. However, this involves the convolution of the raised cosine function with the sinc function, which is very complicated to evaluate. Thus, we analyze the power profile from the time-domain equivalent channel vector. From (5), the average channel power gain on the \( n \)th sub-carrier is given by

\[
C_{n,n} = \sum_{k=1}^{l} \sum_{m=1}^{L} R_{n,k,n,m} \bar{V}_{n,m}^* = \sum_{m=1}^{L} R_{n,m} + \sum_{k=1}^{l} \sum_{m=0}^{L} R_{n,k,m} e^{j2\pi(n-1)/(k-\delta)}, \tag{13}
\]

where \( V_{n,m} = e^{-j2\pi(n-1)/(k-\delta)} \), \( R_{n,m} \) is the \((m,k)\)-th element of \( R \), and \( R = E(\mathbf{h}^H \mathbf{h}) = \mathbf{P} \mathbf{E}(\mathbf{g}^H \mathbf{g}) \mathbf{P} \). Then, we have the following proposition:

**Proposition 2:** The average power gain profile for the equivalent channel vector given in (5) for \( 0 < \tau < T_s \) and \(-T_s < \tau < 0 \) are respectively given as

\[
C_{n,n} = \sum_{l=1}^{L} E(|g_l|^2) \left\{ \sum_{l'=0}^{3} p_{l'}^2 + 2\cos \left( \frac{2\pi(n-1)}{N} \right) \right\}, \tag{14}
\]

and

\[
C_{n,n}' = \sum_{l=1}^{L} E(|g_l|^2) \left\{ \sum_{l'=0}^{3} p_{l'}^2 + 2\cos \left( \frac{2\pi(n-1)}{N} \right) \right\}, \tag{15}
\]

Proof: See Appendix II.

Regarding the above derivation, the following two remarks are in order:

- We have assumed that the timing error is \( 0 < |\tau_1 - \tau_2| < T_s \). When the timing error is \( D = d T + \tau_1 - \tau_2 \), where \( d \) is an integer and \( 0 < \tau_1 - \tau_2 < T_s \), the frequency-domain-based results in (9) and (10) still hold. The time-domain-based approach for a short pulse shape truncation length can also be applied with appropriate modifications.

- When there are more than two users, our derivation for the channel power gain profile given a specific timing error \( \tau \) still holds. However, the value of \( \tau \) may depend on the exact synchronization algorithm used in the system and the arrival delays of different users.

In Figs. 2 and 3, (14) and (15) are evaluated numerically for \( N = 64 \) with the assumption of \( \tau \) being uniformly distributed over \([0, \frac{T_s}{2}]\) and \([-\frac{T_s}{2}, 0]\), respectively. We observe that the truncated pulse shaping function results in a slightly larger imbalance of channel power gains across the subcarriers compared with the non-truncated case shown in Fig. 1.
B. Statistical Bit Loading Algorithm

In the previous subsection, the statistical channel power gain profile was derived. In this subsection, we will present a statistical bit loading algorithm to fully exploit it. A bit loading scheme, typically used in multicarrier wireline systems, assigns a high data rate to sub-carriers with high SNR and a low data rate to sub-carriers with low SNR [7]. In wireless systems, it is difficult to obtain the instantaneous channel information at the transmitter for fast time-varying channels and thus it is infeasible to adopt an adaptive bit loading algorithm. However, as shown in Fig. 1, the average channel power gain profile has a very special structure. Although we do not know the instantaneous channel information, it can be seen that there are some sub-carriers which have less average channel power gain than the other sub-carriers. With this average power profile, we propose a statistical bit loading scheme. In [8], a statistical bit loading scheme was proposed to maximize the overall spectral efficiency and minimize the transmission power requirement while maintaining the target BER level. However, in this paper, our objective is to develop a transmission scheme where all sub-carriers have the same smallest bit error rate (BER) given total power and total data rate constraints.

1) Approximate BER Expression for Each Sub-carrier:

Here, we will derive the BER performance for each sub-carrier, where a maximum likelihood (ML) receiver is used at the base station as an interference cancelation detector. With ML receiver, the diversity order of each user in the multi-user case in SDMA is the same as the diversity order in the single-user case, and for analytical tractability, we neglect interference among users in the BER expression used in our bit loading algorithm.

Since the channel response on each sub-carrier is a flat-Rayleigh-fading channel with variance \( G_{n,n} \), it is equivalent to derive the BER performance for a single user using OSTBC with \( N_t \) transmit antennas and \( N_r \) receive antennas under Rayleigh flat-fading channels. A MIMO fading channel with OSTBC transmission can be transformed into an equivalent Gaussian SISO channel [9]. Then, on the \( n \)th sub-carrier, the OSTBC rate and the noise variance, user case in SDMA is the same as the diversity order in (18).

\[
P_e |_{\gamma_n} \approx \frac{0.2}{2^{k_n}-1} = \frac{0.2}{2^{k_n}-1} \frac{S_n C_{n,n}}{N_t N_r} \N_{t} \N_{r}.
\]

Let \( 2^{k_n} \) denote the constellation size on the \( n \)th sub-carrier. Then, the BER on the \( n \)th sub-carrier is given by

\[
\phi_{\gamma_n} (s) = \int_0^\infty e^{-s \gamma_n} p_{\gamma_n} (\gamma_n) d\gamma_n = (1 + s \gamma_n)^{-N_t N_r},
\]

respectively, where \( \gamma_n = \frac{S_n C_{n,n}}{N_t N_r} \). The quantities \( S_n \), \( \xi \) and \( N_0 \) are the total transmit power (over all transmit antennas) on the \( n \)th sub-carrier, the OSTBC rate and the noise variance, respectively. The authors in [9] also gave the exact symbol error probability of OSTBC for flat-Rayleigh-fading channels. However, the expression is too complicated to use in the bit loading scheme. Here, we will derive an approximation BER expression.

A simple approximate BER expression for square MQAM 1with Gray bit mapping in additive white Gaussian noise (AWGN) channels is given in [10] as

\[
P_e |_{\gamma_n} \approx 0.2 e^{\frac{-1.6 \gamma_n}{2^{k_n}-1}}.
\]

Let \( 2^{k_n} \) denote the constellation size on the \( n \)th sub-carrier. Then, the BER on the \( n \)th sub-carrier is given by

\[
P_e |_{\gamma_n} = \int_0^\infty P_e |_{\gamma_n} p_{\gamma_n} (\gamma_n) d\gamma_n = \int_0^\infty 0.2 e^{\frac{-1.6 \gamma_n}{2^{k_n}-1}} p_{\gamma_n} (\gamma_n) d\gamma_n
\]

\[
= 0.2 \phi_{\gamma_n} \left( \frac{1.6}{2^{k_n}-1} \right) = \frac{0.2}{(1 + \frac{1.6}{2^{k_n}-1} \frac{S_n C_{n,n}}{N_t N_r}) N_t N_r}.
\]

2) Statistical Bit Loading Algorithm: Our statistical bit loading algorithm solves the following optimization problem:

\[
\arg \min_{R_n, S_n} P_e = \frac{0.2}{1 + \frac{1.6}{2^{k_n}-1} \frac{S_n C_{n,n}}{N_t N_r}} N_t N_r, \forall n
\]

subject to

\[
\begin{align*}
(a) & \sum_{n=1}^N k_n = R_T \\
(b) & \sum_{n=1}^N S_n = S_T \\
(c) & P_e |_{\gamma_n} = \text{the same for all } n = 1, \ldots, N.
\end{align*}
\]

1For analytical tractability in the bit loading algorithm, we use this expression for non-square MQAM as well.
From (20), we know that minimizing $P_e$ is equivalent to maximizing
\[
y = \frac{S_n C_{n,n}}{2^{k_n} - 1}.
\] (21)
From (21), we obtain
\[
S_n = \frac{y(2^{k_n} - 1)}{C_{n,n}}.
\] (22)
Substituting (22) into Constraint (b) of (20), we obtain
\[
y = \frac{S_T}{\sum_{n=1}^{N} 2^{k_n} - 1} = \frac{S_T}{\sum_{n=1}^{N} 2^{k_n} - 1}.
\] (23)
Thus, maximizing $y$ is equivalent to minimizing $\sum_{n=1}^{N} 2^{k_n}$. Performing the Lagrange optimization under Constraint (a) of (20), we obtain
\[
k_n = \frac{R_T}{N} - \frac{1}{N} \log_2 \left( \prod_{m=1}^{N} (C_{m,m}) \right) + \log_2 (C_{n,n}).
\] (24)
We summarize the proposed statistical bit loading algorithm in the following five steps:

- **Step 1:** Select active sub-carriers
  \[
k_n = \frac{R_T}{|I|} - \frac{1}{|I|} \log_2 \left( \prod_{m=1}^{N} (C_{m,m}) \right) + \log_2 (C_{n,n}).
\] (25)

Initially, $I = \{1, 2, ..., N\}$ where $|I|$ denotes the size of the set $I$. If $k_n < 0$, then remove sub-carrier $n$ from $I$. This is done iteratively until all rates of the remaining sub-carriers are positive.

- **Step 2:** $k_n$ is quantized to $Q_n$ as
  \[
  Q_n = \begin{cases} 
  R_{\text{max}} : k_n > R_{\text{max}} - 0.5 \\
  \text{Floor}(k_n + 0.5) : 0.5 < k_n < R_{\text{max}} - 0.5 \\
  0 : k_n < 0.5,
  \end{cases}
\] (26)

where $R_{\text{max}}$ is the predefined maximum signal constellation size on a sub-carrier.

- **Step 3:** If $\sum_{n\in I} Q_n < (>) R_T$, the rate of the channel with the largest (smallest) $\Delta k_n = k_n - Q_n$, is incremented (decremented). The initial bit allocation stops if $\sum_{n\in I} Q_n = R_T$.

- **Step 4:** If the number of sub-carriers with $Q_n = 1$ is odd, to adjust it to be even, we reduce the constellation size of the sub-carrier with the smallest average channel power gain among those with the largest constellation size by ‘1’ bit. Based on the results from Step 3, adjust the bit allocations on the sub-carriers with $Q_n = 1$ such that half of these sub-carriers with the higher (lower) channel power gain profile are assigned $Q_n = 2$ ($Q_n = 0$) so that $\sum_{n\in I} Q_n = R_T$.

- **Step 5:** Transmit power is assigned to the sub-carriers recorded in the set $I$ such that all sub-carriers achieve the same error probability, i.e.,
  \[
  S_n = \frac{S_T (2^{Q_n - 1})}{\sum_{l\in I} 2^{Q_l - 1}},
\] (27)
where $S_T$ is the fixed total transmit power.

IV. SIMULATION RESULTS

In our simulations, the channel statistics between different transmit antennas and different receive antennas are assumed to be the same, each of which is modeled as the following four types of channels:

- 3-tap Rayleigh fading channel with an exponential power delay profile (the tap variance decays at 3dB/tap) and $t_l = (l-1)T_s$.
- 3-tap Rayleigh fading channel with a uniform power delay profile and $t_l = (l-1)T_s$.
- 7-tap Rayleigh fading channel with an exponential power delay profile (the tap variance decays at 3dB/tap) and $t_l = (l-1)T_s$.
- 3-tap Rician fading channel with an exponential power delay profile (the tap variance decays at 3dB/tap) and $t_l = (l-1)T_s$. The first tap is Rice distributed, where the real part has a Gaussian distribution of mean $\sqrt{0.4}$ and the imaginary part has a Gaussian distribution of zero mean. Since the complicated BER expression for Rician fading channel introduces an analytical obstacle in the statistical bit loading algorithm, we use the algorithm derived based on the Rayleigh fading channel in Section III for the Rician fading channel as well. This will reflect performance sensitivity of the proposed scheme to channel model mismatches.

The equivalent channels impaired by the timing synchronization errors are assumed to be perfectly known at the receiver\(^2\). Note that the transmitters do not have knowledge of the instantaneous channel gains. The difference of the arrival delays from Users 1 and 2 are assumed to be uniformly distributed over $[-T_s, T_s]$. We consider two transmit antennas at each user and two receive antennas at the base station. In both cases, there are $N = 64$ sub-carriers. The ML detector is implemented on each sub-carrier to decode the source information.

\(^2\)In practice, they are obtained using channel estimation techniques.
Fig. 5. BER performance comparison with/without statistical bit loading for 7-tap Rayleigh fading channels with exponential power delay profile.

Figs. 4, 5, and 6 present the BER performance comparison of our proposed scheme and the conventional scheme without statistical bit loading assuming two transmit antennas for different channel types. Also, the performance without synchronization errors is given as a benchmark, in which the average channel power gains on all sub-carriers are the same and no statistical bit loading scheme is needed. The results show that the proposed scheme is not sensitive to the channel type. Our proposed algorithm improves the robustness to timing synchronization errors, yielding an SNR advantage of around 7.5 dB at BER = 10^{-4} in the channels considered.

V. CONCLUSIONS

A novel STBC-OFDM transmission scheme robust to timing synchronization errors over frequency-selective multiple-access channels is proposed in this paper. The analysis of the statistical power gain profile of the correlated equivalent channel model shows that the average channel power gains on some sub-carriers are always less than the others. A robust statistical bit loading algorithm is proposed to exploit this average channel power profile resulting in an appreciable performance improvement. This algorithm is appealing to systems where link adaption based on instantaneous channel information is infeasible or undesirable.

APPENDIX A

PROOF OF PROPOSITION 1

From (2), we obtain

\[ H_a(F) = P(F)G(F)e^{-j2\pi F t}. \]  

(28)

Let \( h(n) = h_a(nT_s) \). Then, its frequency domain representation is given by [11]

\[ H(f) = F_s \sum_{k=-\infty}^{\infty} H_a[(f-k)F_s], \]  

(29)

where \( f = \frac{f}{T_s} \), representing the relationship between the frequency variables \( F \) and \( f \) of the corresponding analog and discrete-time signals, respectively.

If \( |P(F)| \geq 0 \) only for \( |F| \leq KF_s \), then

\[ H(f) = F_s \sum_{k=-K}^{K} P((f-k)F_s)G((f-k)F_s)e^{-j2\pi(f-k)F_s t}. \]  

(30)

Since there are \( N \) sub-carriers, the frequency response on the \( n \)th sub-carrier is

\[ H\left(\frac{n}{N}\right) = F_s \sum_{k=-K}^{K} P\left(\frac{n}{N}-k\right)F_s G\left(\frac{n}{N}-k\right)F_s e^{-j2\pi\left(\frac{n}{N}-k\right)F_s t}. \]  

(31)

Let \( x(k) = P\left(\frac{n}{N}-k\right)F_s G\left(\frac{n}{N}-k\right)F_s e^{-j2\pi\left(\frac{n}{N}-k\right)F_s t} \). Then, the average channel power gain on the \( n \)th sub-carrier is given as

\[ C_{n,n} = E\left[|H\left(\frac{n}{N}\right)|^2\right] = F_s^2 \sum_{k_1=-K}^{K} \sum_{k_2=1}^{K-k_1} 2\Re\{E[x(k_1)x^*(k_1+k_2)]\} \]  

(32)

\[ + F_s^2 \sum_{k_1=-K}^{K} E(|x(k_1)|^2). \]

Let \( g(t) = \sum_{l=1}^{L} g_l \delta(t-t_l) \). Then

\[ G(F) = \int_{-\infty}^{\infty} g(t)e^{-j2\pi Ft} dt = \sum_{l=1}^{L} g_l e^{-j2\pi F t_l}. \]  

(33)

Since \( E\{g_l g_{l'}\} = 0 \) for \( l \neq l' \), we have

\[ E\left[G((\frac{n}{N}-k_1)F_s)G^*(\frac{n}{N}-k_1-k_2)F_s]\right] = E\left[\sum_{l_1=1}^{L} g_{l_1} e^{-j2\pi(\frac{n}{N}-k_1-k_2)F_s t_{l_1}} \sum_{l_2=1}^{L} g_{l_2}^* e^{j2\pi(\frac{n}{N}-k_1-k_2)F_s t_{l_2}}\right] \]

\[ = E\left[\sum_{l=1}^{L} |g_l|^2 e^{-j2\pi k_2 F_s t_l}\right] = \sum_{l=1}^{L} E\left[|g_l|^2 e^{-j2\pi k_2 F_s t_l}\right]. \]  

(34)
Therefore,
\[
E[x(k_1)x^*(k_1 + k_2)] = |P((\frac{n}{N} - k_1)F_s)| |P((\frac{n}{N} - k_1 - k_2)F_s)| e^{j\theta_1} e^{-j\theta_2} 
\times \left\{ \frac{L}{\sum_{l=1}^{L} E[|g_l|^2] e^{-2\pi j k_2(\tau + t_l)F_s}} \right\},
\]
(35)
where \( \theta_1 \) is the phase of \( P((\frac{n}{N} - k_1)F_s) \) and \( \theta_2 \) is the phase of \( P((\frac{n}{N} - k_1 - k_2)F_s) \). Then,
\[
\Re\{E[x(k_1)x^*(k_1 + k_2)]\} = |P((\frac{n}{N} - k_1)F_s)| |P((\frac{n}{N} - k_1 - k_2)F_s)| \times \left\{ \frac{L}{\sum_{l=1}^{L} E[|g_l|^2\cos(2\pi k_2(\tau + t_l)F_s)]} \right\}.
\]
(36)
Substituting (36) into (32) gives (9).

**APPENDIX B**

**PROOF OF PROPOSITION 2**

Denote \( p = |k - m| \geq 1 \). From (13), we have
\[
C_{n,m} = \frac{R_{m,m}}{p}
+ \sum_{p=1}^{L} \left[ \frac{L-p}{\sum_{m=1}^{L} R_{m,m}+p e^{j2\pi(n-1)p} + \sum_{m=1}^{L} R_{m,m,0} e^{j2\pi(n-1)l}} \right].
\]
(37)
Since \( R \) is a Hermitian matrix, \( R_{m+p,m} = R_{m,m+1}^* \). We have
\[
\sum_{m=1}^{L-p} R_{m,m+p} e^{j2\pi(n-1)p} + \sum_{m=1}^{L-p} R_{m+m,0} e^{j2\pi(n-1)p} = \sum_{m=1}^{L-p} \left[ 2\Re(R_{m,m+p}) \cos \left( \frac{2\pi(n-1)p}{N} \right) \right.
+ 2\Im(R_{m,m+p}) \sin \left( \frac{2\pi(n-1)p}{N} \right) \right].
\]
(38)
Thus, (37) becomes
\[
C_{n,m} = \sum_{m=1}^{L} R_{m,m} + \sum_{p=1}^{L-1} \cos \left( \frac{2\pi(n-1)p}{N} \right) \sum_{m=1}^{L-p} \Re(R_{m,m+p})
+ \sum_{p=1}^{L-1} \sin \left( \frac{2\pi(n-1)p}{N} \right) \sum_{m=1}^{L-p} \Im(R_{m,m+p}).
\]
(39)
If all the elements of \( R \) are real, e.g., a channel with uncorrelated zero-mean channel taps, then (39) becomes
\[
C_{n,m} = \sum_{m=1}^{L} R_{m,m} + \sum_{p=1}^{L-1} \cos \left( \frac{2\pi(n-1)p}{N} \right) \sum_{m=1}^{L-p} \Re(R_{m,m+p}).
\]
(40)
Since \( R = P R_{g} P^H \) and \( R_{g} = \text{diag}\{E(|g_1|^2), E(|g_2|^2), ..., E(|g_L|^2)\} \) with \( P_{i,j} \) denoting the \((i,j)\)-th element of \( P \), we have
\[
R_{m,k} = \sum_{l=1}^{L-p} \sum_{r=1}^{L} P_{m,l}^* R_{g}(r,l) P_{l,k}^* = \sum_{l=1}^{L} P_{m,l}^* E(|g_l|^2) P_{l,k}^*.
\]
(41)
Thus,
\[
\sum_{m=1}^{M} R_{m,m} = \sum_{l=1}^{L} E(|g_l|^2) \sum_{m=1}^{L} |P_{m,l}|^2.
\]
(42)
From (6), we get
\[
\sum_{l=1}^{L} |P_{m,l}|^2 = p_0^2 + p_1^2 + p_2^2 + p_3^2, \quad l = 1, 2, ..., L,
\]
(43)
and (42) becomes
\[
\sum_{m=1}^{L} R_{m,m} = (p_0^2 + p_1^2 + p_2^2 + p_3^2) \sum_{l=1}^{L} E(|g_l|^2).
\]
(44)
From (41), we get
\[
\sum_{m=1}^{L-p} \Re(R_{m,m+p}) = \sum_{l=1}^{L-p} E(|g_l|^2) \sum_{m=1}^{L-p} P_{m,l}^* P_{m+1,l}^*.
\]
(45)
From (6), we know that
\[
\sum_{m=1}^{L-p} P_{m,l}^* P_{m+1,l}^* = \begin{cases} p_0 p_1 + p_1 p_2 + p_3 p_0 & , p = 1 \\ p_0 p_2 + p_3 p_1 & , p = 2 \\ p_3 p_2 & , p = 3 \\ 0 & , \text{otherwise} \end{cases}
\]
(46)
Thus, (40) becomes (14). Similarly, we can obtain \( C_{n,m} \) for \(-T_s < \tau < 0\) from (8) as in (15).
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