Locating the initial stages of speech–sound processing in human temporal cortex
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It is commonly assumed that, in the cochlea and the brainstem, the auditory system processes speech sounds without differentiating them from any other sounds. At some stage, however, it must treat speech sounds and nonspeech sounds differently, since we perceive them as different. The purpose of this study was to delimit the first location in the auditory pathway that makes this distinction using functional MRI, by identifying regions that are differentially sensitive to the internal structure of speech sounds as opposed to closely matched control sounds. We analyzed data from nine right-handed volunteers who were scanned while listening to natural and synthetic vowels, or to nonspeech stimuli matched to the vowel sounds in terms of their long-term energy and both their spectral and temporal profiles. The vowels produced more activation than nonspeech sounds in a bilateral region of the superior temporal sulcus, lateral and inferior to regions of auditory cortex that were activated by both vowels and nonspeech stimuli. The results suggest that the perception of vowel sounds is compatible with a hierarchical model of primate auditory processing in which early cortical stages of processing respond indiscriminately to speech and nonspeech sounds, and only higher regions, beyond anatomically defined auditory cortex, show selectivity for speech sounds. © 2006 Elsevier Inc. All rights reserved.
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Introduction

Processing in the ascending auditory pathway of the primate is largely sequential and hierarchical up to and including auditory cortex with its core, belt and parabelt regions (Rauschecker, 1998; Kaas and Hackett, 2000). Speech is recoded by the auditory nuclei of the brainstem and thalamus before it reaches auditory cortex (Irvine, 1992; Eggermont, 2001; Frisina, 2001), and both the anatomical and physiological literature suggest that the recoding involves processing of acoustic features relevant to speech. However, these nuclei seem to apply general processes to all sounds independent of their source, and there is no indication that speech-specific processing begins before auditory cortex.

Neuroimaging evidence indicates that, in humans, information is processed in a hierarchical manner in auditory cortex, and that this hierarchical organization extends into the multimodal regions beyond auditory cortex (Hall et al., 2001, 2003; Wessinger et al., 2001; Patterson et al., 2002; Scott and Johnsrude, 2003). It is clear that speech sounds have to pass through primary auditory cortex (PAC), which is active in the presence of speech sounds (e.g., Belin et al., 2002; Ahissar et al., 2001). But the corresponding area in nonhuman mammals (A1) is also active in the presence of speech sounds (Steinschneider et al., 2003; Versnel and Shamma, 1998), so this activity appears to represent general auditory processing of acoustic features rather than speech-specific processes. Regions well beyond PAC, in the superior temporal sulcus and middle temporal gyrus, are sensitive to the intelligibility of sentences, particularly in the left hemisphere (Davis and Johnsrude, 2003; Narain et al., 2003; Scott et al., 2000; Giraud et al., 2004). However, intervening between PAC and these middle temporal regions, there are at least three anatomically differentiable regions that appear to be predominantly auditory, and the connectivity of these regions suggests at least three stages of processing (the human homologues of belt and parabelt cortex, and the upper STS region TAA); Kaas and Hackett, 2000; Seltzer and Pandya, 1991). We hypothesize that the earliest stages to show some specialization for the processing of speech will be within these three regions.

A large number of imaging studies have investigated temporal-lobe involvement in speech-specific processing (e.g., Binder et al.,...
Materials and methods

Stimulus development

In creating synthetic vowels, we adhered to the following constraints: (1) Their spectra exhibit three to four relatively narrow, formants in the frequency region below 4000 Hz. (2) Stimuli are presented in sequences, where the individual elements within each sequence occur at a rate of about three per second. (3) The spectra of successive vowels within a sequence differ, but they all appear to come from the same vocal tract (e.g., they are different vowels spoken by the same person). All three constraints serve to enhance the speech-like quality of the vowel sequences. We created randomly ordered triplets of synthetic vowels with the three basic constraints described above, and they are always perceived as sequences of vowels.

For current purposes, vowels are streams of glottal pulses filtered by the vocal tract above the larynx. Each glottal pulse excites the four main resonances (or formants) of the vocal tract, and the response of each resonance to each glottal pulse is like a ‘damped sinusoid’, that is, a sinusoid with a decaying exponential envelope (Patterson, 1994). If the speaker is a man and the vowel is /a/, the four main formants will be around 730, 1090, 2400 and 3300 Hz, and the four streams of glottal pulses will look like those in the upper left-hand panel of Fig. 1. The amplitudes of the upper formants have been reduced relative to the lower formants as they are in normal speech. When summed, the four repeating damped sinusoids produce the wave shown in the lower part of this panel, and this wave is perceived as the vowel, /a/, as in the word ‘paw’. In this example, the period of the wave is 12 ms which corresponds to a pitch of 83 Hz.

To simulate sequences of these vowel sounds and matched controls, we developed a computer algorithm that constructs vowel sounds by calculating damped sinusoids with the appropriate carrier frequencies on a cycle-by-cycle basis, and which adds the component damped sinusoids to produce the vowel. We generated the five strong vowels /a/ (caw, dawn), /e/ (ate, bait), /i/ (beat, peel), /o/ (coat, wrote) and /u/ (boot, pool); the duration of the stimuli was 400 ms. These are referred to as ‘damped’ vowels (dv) and they elicit a clear speech percept (Patterson et al., 2000), especially when presented in sequences where the vowel type is varying.

The same algorithm was then used to create three classes of control stimuli, all of which had the same overall energy and the same long-term spectral and temporal characteristics as the vowel stimuli. These controls were produced by violating one spectral constraint of normal vowel production, one temporal constraint of normal vowel production or both. In natural vowels, formant frequencies are relatively stable, varying only slowly from cycle to cycle (spectral constraint), and the damped sinusoids all repeat regularly with the same period (temporal constraint). We violated the spectral constraint by randomizing the carrier frequency of each damped sinusoid at the start of each cycle over about an octave range around the formant frequency. We violated the temporal constraint by randomizing the start times of the individual damped sinusoids within each ‘cycle’, that is, within each 12-ms time segment.

When both constraints are violated simultaneously (as shown in the lower right-hand panel of Fig. 1), the resulting stimuli sound like a rapid spatter of overlapping tone pipes, with an unusual but pleasant rain-like quality. We refer to the stimulus as ‘musical rain’ (mr) to mark the fact that it does not produce a perception of speech (as documented in the next section). This is the crucial control stimulus in the design: as the results will show, it is sufficiently like the damped vowels physically to produce the same level of activation in all centers in the auditory pathway up to and including the primary receiving areas of auditory cortex in HG and PT—areas which it is argued deal primarily with the basic physical features of the sound. At the same time, musical rain is sufficiently different from damped vowels perceptually to produce differential activation in regions just beyond the primary receiving areas of cortex.

If the temporal constraint is preserved and the damped sinusoids all start at the same time (as in the lower left-hand panel of Fig. 1), the dominant perception is still one of musical rain but there is also a low buzzy pitch in the background. These stimuli are also not perceived as speech, and so, we refer to this stimulus as ‘musical rain with pitch’ (mp). The imaging contrast between mp and mr should reveal any activation specific to the presence of a fixed voice-pitch in the absence of formants. Finally, if the spectral constraint is maintained but the temporal constraint is still violated...
(as in the upper right-hand panel of Fig. 1), the perception of speech persists and the vowels are identifiable, but their voice quality is degraded. They have a raspy whispered quality with no pitch, as if the larynx was damaged. These are referred to as “raspy vowels” (rv). The imaging contrast between dv and rv should reveal any activation specific to a fixed pitch in the presence of formant structure. Basically, however, the purpose of these two extra conditions was to increase the variability of the stimuli within the speech and nonspeech classes, since this increases the power of the experiment. Example stimuli can be downloaded from http://medi.uni-oldenburg.de/members/stefan/phonology_1.

Fig. 1. Four classes of stimuli constructed from sets of isolated formants (damped sinusoids). Top left: “damped” vowel, dv, with regular envelope onsets and fixed formant frequencies. Top right: “raspy” vowel, rv, with fixed formants but randomized envelope onsets. Bottom left: damped sinusoids with synchronous onsets (which produces a pitch), but carrier frequencies which are randomized from cycle to cycle. It sounds like a gargle with a pitch (“musical rain with pitch”, mp) Bottom right: both onsets and carrier frequencies are randomized from cycle to cycle, producing “musical rain”, mr. (B) Spectrograms of the same stimuli: top left: dv; top right: rv; bottom left: mp; bottom right: mr. Example stimuli can be downloaded from http://medi.uni-oldenburg.de/members/stefan/phonology_1.

Documenting the perceptual distinction between the speech and nonspeech stimuli

A paired-comparison experiment was performed with nine normally hearing listeners to ensure that there was a clear-cut perceptual distinction between the ‘speech’ and ‘nonspeech’
sounds, with the former unambiguously more speech-like. We used
the Bradley–Terry–Luce technique (David, 1988) which converts
paired-comparison data into a relative perceptual scale—in this
case a scale of ‘speechlikeness’. This technique requires that the
stimulus set includes a reasonable diversity of perceptual con-
ditions. We therefore constructed 14 different forms of synthetic
vowel and other nonspeech sounds to compare with the four types
of stimuli used in the imaging experiment. In some forms, the
carrier sinusoids were replaced with narrow bands of noise, making
them more like whispered speech. In some, the envelopes of the
carrier sinusoids were not modulated, producing different versions
of “sinusoidal speech” (Remez et al., 1981). In others, the number
of formants was lowered to two or even one to reduce the speech-
like quality of the sound. The forms are listed in Table 1 with a
brief description of the manipulation used to produce them.

A two-interval, forced-choice task was used to gather the
paired-comparison data. Each interval contained a sequence of
different sounds for each track, regular timing
three examples of one stimulus type (chosen at random). The
sounds had durations of 400 ms and they were separated by 200-
ms gaps. The onset of each interval was marked by a light and the
listeners were asked to choose the interval that sounded most
vowel-like. In the case of two completely nonvowel-like sounds,
they were asked to choose the one that was more like speech. All of
the stimuli were scaled to have the same intensity (RMS level). The
sounds were played diotically via headphones (AKG 240D) at 50
dB HL by a TDT system II with sampling frequency of 20 kHz,
through a low-pass filter with a cut-off frequency of 8 kHz. During
the experiment, each condition was compared with each of the
other conditions twice, once with the order A–B, and once with
the order B–A, for a total of 306 trials. The order of the trials was
randomized, and the experiment lasted approximately 1 h.

### Table 1
Summary of sound conditions used in the perceptual experiment

<table>
<thead>
<tr>
<th>Condition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>dmp_vow</td>
<td>Damped vowels, four tracks of damped sinusoids at formant frequencies</td>
</tr>
<tr>
<td>dmp_two</td>
<td>As dmp_vow, but only first and second formant</td>
</tr>
<tr>
<td>dmp_fst</td>
<td>As dmp_vow, but first formant only</td>
</tr>
<tr>
<td>dmp_snd</td>
<td>As dmp_vow, but second formant only</td>
</tr>
<tr>
<td>flt_vow</td>
<td>As dmp_vow, but no lowpass slope in spectrum</td>
</tr>
<tr>
<td>jit_vow</td>
<td>As dmp_vow, 10% jitter in envelope timing</td>
</tr>
<tr>
<td>rsp_vow</td>
<td>As dmp_vow, irregular envelopes (100% jitter in timing), i.e., no pitch</td>
</tr>
<tr>
<td>noi_vow</td>
<td>As dmp_vow, but narrow bands of noise as carriers of triangles</td>
</tr>
<tr>
<td>sin_vow</td>
<td>Four sinusoids at formant frequencies, no damped envelope</td>
</tr>
<tr>
<td>sin_two</td>
<td>As sin_vow, but only first and second formant</td>
</tr>
<tr>
<td>sin_fst</td>
<td>As sin_vow, but first formant only</td>
</tr>
<tr>
<td>sin_snd</td>
<td>As sin_vow, but second formant only</td>
</tr>
<tr>
<td>noi_pit</td>
<td>Four tracks of damped noise bands, one octave wide</td>
</tr>
<tr>
<td>noi_ran</td>
<td>As above, but irregular envelope (no pitch)</td>
</tr>
<tr>
<td>frx_pit</td>
<td>Four tracks of damped sinusoids, random change of carrier frequencies within limited bandwidth, regular timing</td>
</tr>
<tr>
<td>frx_ran</td>
<td>As above, but random timing (no pitch)</td>
</tr>
<tr>
<td>mus_pit</td>
<td>* Complete randomization of carrier frequencies for each track, regular timing</td>
</tr>
<tr>
<td>mus_ran</td>
<td>* Randomization of carrier frequencies and timing</td>
</tr>
</tbody>
</table>

The sounds shown in Fig. 1 are marked with an asterisk.

To be effective as control stimuli in the neuroimaging experi-
ment, the critical property of the nonspeech sounds (the two forms of
musical rain) is that they have the same energy as the damped and
raspy vowels, and similar spectro-temporal profiles; that is, similar
distributions of energy over frequency and time. The fact that this
preliminary behavioral study showed such strong differences in
speechlikeness indicates that it is the internal structure of the sound,
and, in particular, the presence of formant frequencies that are fixed
for the duration of the sound, that is crucial to the perception of a
vowel sound. Neural centers that are not concerned with these
specific aspects of the stimulus can be expected to produce the same
degree of activation to the two classes of sounds, and thus they will
not appear in the speech–nonspeech contrasts.

### Functional magnetic resonance imaging experiment

#### Subjects

Ten right handed listeners between 20 and 50 years of age were
scanned (three women and seven men). Volunteers were without
any history of neurological illness, head injury or hearing
impairment. The study was approved by the Addenbrooke’s Local
Research Ethics Committee (Cambridge, UK), and written
informed consent was obtained from all subjects.

#### Scanning procedure

We acquired imaging data using a Medspec (Bruker, Ettlingen,
Germany) 3-T MRI system with a head gradient set. Echo-planar

---

Fig. 2. Relative scale of preference for synthetic vowel and nonvowel
sounds from the paired-comparison experiment. Damped vowels and
musical rain have similar long-term distributions of energy in time and
frequency, so they should activate primary auditory areas in a similar way.
At the same time, they sound very different, so areas in the brain that are
sensitive to the difference in their internal structure should show a strong
contrast between these conditions.

---

imaging (EPI) volumes (192 in total) were acquired over four 8-min sessions. Each volume consisted of 21 slices (resolution 1.95 × 1.95 × 5 mm; echo time, 27 ms; acquisition time, 3.02 s). Acquisition was transverse oblique, angled away from the eyes and covered all of the brain except in a few cases; the very top of the superior parietal lobule, the anterior inferior edge of temporal cortex and the inferior aspect of the cerebellum were omitted in volunteers with larger brains. These areas were not included in the group analyses.

We used a sparse imaging technique (Edmister et al., 1999; Hall et al., 1999). On each trial, there was a 7-s stimulus interval followed by a 3-s scanning interval, making a total repetition time of 10 s. A sequence of 16 sounds from one of the experimental conditions was present on each trial; the tokens were selected randomly (with replacement) from the set that defined the condition and there were short gaps between the vowels. The complete sequence was approximately 9 s in duration, so it filled the stimulus interval and ran on into the start of the scanner noise to de-emphasize the abrupt onset of the scanner noise (see Fig. 3). The sparse imaging technique minimizes the interference of scanner noise on brain activity because the hemodynamic response to the experimental stimulus builds up while the scanner noise is off, and then the response is captured at its maximum strength by the scanner before the response to the scanner noise builds up. The technique has been shown to maximize statistical power in studies with auditory stimuli (Hall et al., 1999).

The volunteers heard five different kinds of stimuli, which consisted of the four conditions displayed in Fig. 1 and a condition with natural vowels (nv) produced by a native speaker of British English (author DN); the pitch of the natural vowels was the same as for the damped vowels (83 Hz). There was also a rest condition in which no sound was presented. Each of these six experimental conditions was repeated 32 times.

The volunteers were told at the outset that they would be hearing sequences of complex sounds, and they were asked to perform a level monitoring task to encourage them to remain alert throughout the course of the experiment. Every so often, two consecutive sounds would be presented at a lower level than the rest of the sounds in the sequence, and the volunteers were requested to press a button with their right hand when this occurred. These level targets (which were attenuated by 10 dB compared to other items in the sequence) were presented once every four trials on average. The execution of the task was monitored by the operator. The behavioral data were not recorded, however, since the purpose of the task was solely to encourage subjects to attend to the stimuli.

Four scanning sessions of 48 trials were performed. Sequences were presented in a pseudorandom order, which was the same for each listener. Subjects heard the sounds through high-quality electrostatic earphones mounted in sound-attenuating ear defenders (Palmer et al., 1998). Participants reported that the scanner noise was unobtrusive and that sounds were presented at a comfortable listening volume and at equal levels in both ears. Custom software (Palmer et al., 1998) was used to present the stimuli.

**Analysis of fMRI data**

The data processing and analysis were accomplished using Statistical Parametric Mapping (SPM99; Wellcome Department of Cognitive Neurology, London, U.K. http://www.fil.ion.ucl.ac.uk/spm). The BOLD time series was aligned to the first image of the series and then the structural image was co-registered with the BOLD series and resampled to 2 × 2 × 2 mm resolution. The realigned BOLD images were normalized to the standard SPM EPI template (ICBM 152, Brett et al., 2002) using affine and smoothly nonlinear spatial transformations, masking regions of susceptibility artifact to reduce tissue distortion (Brett et al., 2001). T1-weighted structural images were also spatially normalized. The resulting images are in standardized, "Talairach-like" space, the ICBM-152 template creates images that are a few millimeters displaced from the Talairach brain (Talairach and Tournoux, 1988), particularly in the superior—inferior (z) dimension (Brett et al., 2002). Finally, the functional data were spatially smoothed using a Gaussian kernel whose full-width, half-maximum was 5 mm (Worsley et al., 1992). All six conditions (five speech/nonspeech plus the rest condition) were entered separately into the design so that scan-to-scan movements identified in the realignment stage could be included as ‘covariates of no interest’ to further reduce the effect of movement on activation. Fixed-effects analyses were conducted on each listener’s data (192 scans), and across the whole group of subjects (with a total of 1728 scans) using the general linear model. Data from one subject were not used owing to excessive motion artifact in the single-subject fixed-effects analysis. The threshold for activation was P < 0.05 corrected for multiple comparisons across the whole volume using the false discovery rate (FDR) correction procedure (Genovese et al., 2002).

The description of the stimuli summarized in Fig. 1 gives the impression that the experiment is a balanced 2 × 2 factorial design: speech vs. nonspeech, and pitch vs. no pitch. However, this is not
the case for the experiment itself, because within the sequence that defines a trial, the vowel type (/a/, /e/, /i/, /o/, /u/) varied from sound to sound, whereas the pitch did not. This difference had the effect of making the vowel perception dominant and reducing the pitch perception to a component of the background. Nevertheless, in the analysis of the fMRI data, we included an analysis for the presence of a pitch effect because, in previous work, we had identified a bilateral region on lateral Heschl’s gyrus (most probably an auditory belt region) that is sensitive to pitch salience in tonal stimuli (Griffiths et al., 2001; Patterson et al., 2002).

**Results**

**Activation in response to sound**

When each of the five sound conditions was contrasted with silence, similar patterns of activation were observed (Fig. 4). The activation was largely confined to the temporal lobes, bilaterally, and there were always two main foci of activation in auditory cortex; one towards the medial end of Heschl’s gyrus and one towards the lateral end of HG. These two foci are highly consistent in their locations across conditions.

**Main effect of speechlikeness**

No significant regions of activation were observed when any of the three vowel conditions was contrasted with each other. Activation for the two synthetic vowel classes was indistinguishable from the vowels produced by a human speaker. The fact that raspy vowels produce just as much activation as damped vowels and natural vowels suggests that the perception of these sounds as

---

**Fig. 4.** Axial projection of group activation onto “glass brains”, showing the response to individual stimulus conditions when compared to silence. Top row left to right: natural vowels (nv) minus silence (sil); damped vowels (dv) minus sil, and raspy vowels (rv) minus sil. Bottom row: musical rain with pitch (mp) minus sil (left) and musical rain (mr) minus sil (right). The arrows mark the approximate location of Heschl’s gyrus in the two hemispheres. There are two activation foci on the long axis of Heschl’s gyrus (posteromedial and anterolateral) in each contrast. Thus, these five types of sound produce activation in essentially the same cortical areas when contrasted with silence. In this and subsequent figures, the left hemisphere is on the left of the image in the coronal and horizontal slices.
vowels is the dominant feature for these regions of auditory cortex, not the particular realization of these vowel sounds.

Contrasting the three vowel conditions with the two nonspeech conditions revealed a highly significant bilateral region of activation in the superior temporal sulcus (STS) inferior to Heschl's gyrus (Fig. 5, left column, yellow; see Table 2). There were several other foci of activation observed bilaterally in anterior STS, on the superior temporal gyrus (STG), and in the mid-dorsolateral, precentral/premotor region, but their level of significance was much lower. Vowel stimuli did not produce differential activation in HG, either medially or laterally (Fig. 5). This was confirmed using the mean labeled volume of HG across subjects as a small volume within which we searched for significant activation in the contrast of vowels (three conditions) vs. nonspeech (two conditions). This revealed only a single activated voxel, in the left hemisphere (−54, −8, 2, \( P = 0.031 \) corrected for the small volume).

The reverse contrast, nonspeech (two conditions) vs. vowels (three conditions), yielded small regions of activation on left medial HG, the left superior temporal planum posterior to HG and the depths of the circular sulcus bilaterally (see Table 3).

We also compared the two synthetic-vowel conditions (damped vowels and raspy vowels) with the two nonspeech conditions to ensure that the activations observed for all three vowel conditions also held when the contrast was fully matched acoustically—that is, by removing the natural-vowel condition, which has no acoustically matched control condition, from the contrast. The results were essentially identical to the contrast with three vowel conditions (see Table 4). The reverse contrast, nonspeech vs. the two synthetic vowel conditions, revealed a single activation focus in left medial HG (−43, −18, −2, \( P = 0.002 \) FDR whole-brain corrected level of significance), possibly as a result of rapid frequency transitions between cycles in the mp and mr stimuli (Zatorre and Belin, 2001).

**Location of the activation specific to speech sounds**

The left column of Fig. 5 shows three sections of the mean structural scan for the nine listeners in this study. The average location of HG in these subjects is shown in white. Activation maps of the main contrasts rendered on this brain are given in the figure in different colors. Activation specific to vowel sounds is clearly outside HG, inferior to the main area of activity in response to sound. Whereas this activation appears bilateral and symmetric in the group, it was not consistently bilateral in individual listeners, as shown in Fig. 6.

**Main and simple effect of pitch**

Griffiths et al. (2001) and Patterson et al. (2002) identified a bilateral region in lateral Heschl’s gyrus that is sensitive to the presence of pitch in sound. This has been corroborated in MEG studies by Gutschalk et al. (2002) and Krumbholz et al. (2003), and also by Penagos et al. (2004) using fMRI. We examined the effect of pitch for the four conditions shown in Fig. 1, by comparing the activation for damped vowels plus musical rain with pitch with the activation for raspy vowels plus musical rain (without pitch). We employed a small-volume correction using a 10-mm sphere in the right and left hemisphere, centered on the peak pitch-sensitive voxels of Patterson et al. (2002); left: −55, −13, 2; and right: 57, −9, −2) but no significantly activated voxels were observed.

The effect of pitch was, however, significant within these small-volume-corrected regions in a number of contrasts in which single conditions with pitch (including natural vowels, damped vowels, and musical rain with pitch) were compared to musical rain (without pitch); see Table 5. Natural vowels compared to musical rain yielded significant activation in the pitch region bilaterally; damped vowels compared to musical rain yielded significant pitch activation in the left hemisphere but not in the right. Comparing musical rain with pitch to musical rain without pitch yielded a significant activation in the pitch region in the right hemisphere, but only when a sphere of 5 mm around the activation focus reported by Patterson et al. (2002) (and not 10 as for the other contrasts) was used as the small volume. Interestingly, comparing either natural or damped vowels (with pitch) to pathological
vowels (without pitch) did not yield significant activation in this pitch-sensitive region, again indicating that for these stimuli it was the perception of vowels per se, that was the dominant factor, and not the presence or absence of a pitch.

Interaction of speechlikeness and pitch

We also examined the brain for regions in which the pitch effect was greater for speech than for nonspeech stimuli, using the contrast (damped vowels − raspy vowels) − (musical rain with pitch − musical rain). This interaction analysis yielded no activation at a whole-brain corrected level of significance. As in the previous comparison, we used spheres of 10-mm radius around the peak voxels identified by Patterson et al. (2002) as a small-volume correction: this yielded significant activation in the pitch-sensitive region in the left hemisphere but not in the right (−54, −12, 12; \( P = 0.026 \), see Table 5).

Discussion

In this imaging study, volunteers heard natural vowels produced by a human speaker and four classes of synthetic sounds that were closely matched to each other in terms of the distribution of energy over frequency and time. The two conditions with speech-like carrier frequencies (formants) were perceived as vowels. The two conditions perceived as nonspeech were produced from these synthesized vowels by simple manipulations in the time and frequency domains. When the speech conditions were compared to the nonspeech conditions, they were found to produce a pronounced region of differential activation in the superior temporal sulcus, bilaterally, midway along the temporal lobe in the anteroposterior direction, inferior to the location of Heschl’s gyrus. It is difficult to say with certainty how similar the location of these activation foci in the two hemispheres is to those observed by others conducting speech–nonspeech contrasts. The STS is anatomically highly diverse, consisting of more than a dozen cytoarchitectonically and homologically distinguishable regions in the macaque monkey (e.g., Seltzer and Pandya, 1989a; Padberg et al., 2003). Although the applicability of this parcellation scheme to humans is highly uncertain and the microanatomical parcellation in humans is only now being established (Morosan et al., 2005), preliminary work by Morosan and colleagues demonstrates that, on a single coronal slice, at least 5 distinct cytoarchitectonic regions can be distinguished within the STS (Schleicher et al., 2005). This indicates that, as in nonhuman primates, the STS region in humans

Table 2

Vowel stimuli (natural vowels, nv; damped vowels, dv; and raspy vowels, rv) contrasted with nonspeech sounds (musical rain, mr; and musical rain with pitch, mp)

<table>
<thead>
<tr>
<th>Location</th>
<th>( P ) (FDR corrected)</th>
<th>( Z ) score</th>
<th>( x )</th>
<th>( y )</th>
<th>( z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left STS</td>
<td>0</td>
<td>Inf</td>
<td>−66</td>
<td>−20</td>
<td>0</td>
</tr>
<tr>
<td>Left posterior middle temporal gyrus</td>
<td>0.001</td>
<td>4.62</td>
<td>−54</td>
<td>−28</td>
<td>−2</td>
</tr>
<tr>
<td>Left STG</td>
<td>0.004</td>
<td>4.14</td>
<td>−66</td>
<td>−12</td>
<td>10</td>
</tr>
<tr>
<td>Left posterior STG/supramarginal gyrus</td>
<td>0</td>
<td>5.09</td>
<td>−54</td>
<td>−44</td>
<td>24</td>
</tr>
<tr>
<td>Left anterior STG</td>
<td>0</td>
<td>5.03</td>
<td>−64</td>
<td>−4</td>
<td>4</td>
</tr>
<tr>
<td>Left precentral/premotor region</td>
<td>0.001</td>
<td>4.39</td>
<td>−50</td>
<td>−2</td>
<td>52</td>
</tr>
<tr>
<td>Left anterior STS</td>
<td>0.009</td>
<td>3.92</td>
<td>−60</td>
<td>−2</td>
<td>−8</td>
</tr>
<tr>
<td>Left postcentral gyrus</td>
<td>0.01</td>
<td>3.87</td>
<td>−48</td>
<td>−6</td>
<td>40</td>
</tr>
<tr>
<td>Left precentral/premotor region</td>
<td>0.018</td>
<td>3.72</td>
<td>−56</td>
<td>4</td>
<td>38</td>
</tr>
<tr>
<td>Left anterior STG</td>
<td>0.018</td>
<td>3.71</td>
<td>−64</td>
<td>−4</td>
<td>2</td>
</tr>
<tr>
<td>Left STG</td>
<td>0.034</td>
<td>3.52</td>
<td>−54</td>
<td>−8</td>
<td>2</td>
</tr>
<tr>
<td>Right STS</td>
<td>0</td>
<td>Inf</td>
<td>66</td>
<td>−22</td>
<td>−2</td>
</tr>
<tr>
<td>Right posterior STS</td>
<td>0</td>
<td>Inf</td>
<td>48</td>
<td>−34</td>
<td>4</td>
</tr>
<tr>
<td>Right STG</td>
<td>0</td>
<td>Inf</td>
<td>60</td>
<td>−32</td>
<td>2</td>
</tr>
<tr>
<td>Right precentral/premotor region</td>
<td>0.001</td>
<td>4.69</td>
<td>58</td>
<td>0</td>
<td>44</td>
</tr>
<tr>
<td>Right anterior STG</td>
<td>0.001</td>
<td>4.58</td>
<td>58</td>
<td>0</td>
<td>−4</td>
</tr>
<tr>
<td>Right anterior STS</td>
<td>0.001</td>
<td>4.56</td>
<td>62</td>
<td>4</td>
<td>−10</td>
</tr>
<tr>
<td>Right anterior STS</td>
<td>0.027</td>
<td>3.58</td>
<td>62</td>
<td>8</td>
<td>−18</td>
</tr>
<tr>
<td>Right anterior STS</td>
<td>0.01</td>
<td>3.89</td>
<td>58</td>
<td>14</td>
<td>−22</td>
</tr>
<tr>
<td>Right precentral/premotor region</td>
<td>0.012</td>
<td>3.83</td>
<td>58</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>Right globus pallidus</td>
<td>0.015</td>
<td>3.77</td>
<td>24</td>
<td>−4</td>
<td>0</td>
</tr>
<tr>
<td>Right posterior middle temporal gyrus</td>
<td>0.023</td>
<td>3.64</td>
<td>68</td>
<td>−50</td>
<td>18</td>
</tr>
<tr>
<td>Right posterior STS</td>
<td>0.023</td>
<td>3.65</td>
<td>44</td>
<td>−46</td>
<td>20</td>
</tr>
</tbody>
</table>

All significant peak activations more than 8 mm apart (\( P < 0.05 \) corrected for multiple comparisons). Italics indicate subpeaks within a cluster. Abbreviations: STG—superior temporal gyrus; STS—superior temporal sulcus.

Table 3

Nonspeech sounds (mp and mr) contrasted with vowel stimuli (nv, nvdv, rv)

<table>
<thead>
<tr>
<th>Location</th>
<th>( P ) (FDR corrected)</th>
<th>( Z ) score</th>
<th>( x )</th>
<th>( y )</th>
<th>( z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left medial Heschl’s gyrus (HG)</td>
<td>0.002</td>
<td>5.56</td>
<td>−46</td>
<td>−16</td>
<td>0</td>
</tr>
<tr>
<td>Left superior temporal plane posterior to HG</td>
<td>0.005</td>
<td>5.07</td>
<td>−40</td>
<td>−16</td>
<td>14</td>
</tr>
<tr>
<td>Left circular sulcus (depth)</td>
<td>0.035</td>
<td>4.37</td>
<td>−40</td>
<td>−22</td>
<td>−6</td>
</tr>
<tr>
<td>Right circular sulcus (depth)</td>
<td>0.006</td>
<td>4.95</td>
<td>38</td>
<td>−24</td>
<td>0</td>
</tr>
</tbody>
</table>

All significant peak activations more than 8 mm apart (\( P < 0.05 \) corrected for multiple comparisons).
is anatomically highly diverse, which makes comparison of activation foci across studies rather problematic given the spatial resolution of existing techniques (Price et al., 2005). Binder and colleagues (2000) calculated the center-of-mass location of peaks obtained in their study and in three previous studies (Binder et al., 1997; Demonet et al., 1992; Zatorre et al., 1992). The average locus of activation across all four studies was within the STS bilaterally, but these peaks were about a centimeter medial to the

<table>
<thead>
<tr>
<th>Location</th>
<th>P (FDR corrected)</th>
<th>Z score</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left STS</td>
<td>0</td>
<td>Inf</td>
<td>−64</td>
<td>−22</td>
<td>−2</td>
</tr>
<tr>
<td>Left posterior middle temporal gyrus</td>
<td>0.009</td>
<td>4</td>
<td>−58</td>
<td>−32</td>
<td>0</td>
</tr>
<tr>
<td>Left anterior STG</td>
<td>0</td>
<td>4.89</td>
<td>−64</td>
<td>−4</td>
<td>4</td>
</tr>
<tr>
<td>Left posterior STG/supramarginal gyrus</td>
<td>0.003</td>
<td>4.25</td>
<td>−52</td>
<td>−44</td>
<td>24</td>
</tr>
<tr>
<td>Left STG</td>
<td>0.011</td>
<td>3.93</td>
<td>−66</td>
<td>−12</td>
<td>12</td>
</tr>
<tr>
<td>Left precentral/premotor region</td>
<td>0.016</td>
<td>3.83</td>
<td>−48</td>
<td>−2</td>
<td>52</td>
</tr>
<tr>
<td>Left anterior STS</td>
<td>0.037</td>
<td>3.59</td>
<td>−58</td>
<td>−2</td>
<td>−6</td>
</tr>
<tr>
<td>Left precentral/premotor region</td>
<td>0.05</td>
<td>3.49</td>
<td>−56</td>
<td>4</td>
<td>38</td>
</tr>
<tr>
<td>Right STS</td>
<td>0</td>
<td>Inf</td>
<td>64</td>
<td>−24</td>
<td>−2</td>
</tr>
<tr>
<td>Right posterior STS</td>
<td>0</td>
<td>7.72</td>
<td>60</td>
<td>−32</td>
<td>2</td>
</tr>
<tr>
<td>Right precentral/premotor region</td>
<td>0</td>
<td>7.72</td>
<td>48</td>
<td>−34</td>
<td>4</td>
</tr>
<tr>
<td>Right anterior STG</td>
<td>0.001</td>
<td>4.57</td>
<td>58</td>
<td>0</td>
<td>44</td>
</tr>
<tr>
<td>Right precentral/premotor region</td>
<td>0.01</td>
<td>3.97</td>
<td>64</td>
<td>4</td>
<td>−10</td>
</tr>
<tr>
<td>Right anterior STG</td>
<td>0.021</td>
<td>3.75</td>
<td>58</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>Right precentral/premotor region</td>
<td>0.038</td>
<td>3.58</td>
<td>56</td>
<td>−2</td>
<td>−2</td>
</tr>
<tr>
<td>Right precentral/premotor region</td>
<td>0.039</td>
<td>3.57</td>
<td>52</td>
<td>4</td>
<td>38</td>
</tr>
<tr>
<td>Right inferior temporal sulcus</td>
<td>0.046</td>
<td>3.51</td>
<td>54</td>
<td>−24</td>
<td>−16</td>
</tr>
</tbody>
</table>

All significant peak activations more than 8 mm apart (P < 0.05 corrected for multiple comparisons). Italics indicate subpeaks within a cluster. Abbreviations: STG—superior temporal gyrus; STS—superior temporal sulcus.

Fig. 6. Activation for three contrasts in individual listeners (n = 9) rendered on sections of their individual structural images, shown in coronal (top) and horizontal (bottom) slices through the peak of the vowel-nonspeech activation in each case. The left hemisphere is on the left of each image. The labeled volumes of Heschl’s gyri in each individual (see Materials and methods) are highlighted in white. Blue: mp and mr (nonspeech) vs. sil; yellow: vowel conditions (nv, dv, rv) compared to nonspeech conditions (mp, mr); red: nonspeech compared to vowels.
peaks reported here and thus plausibly in a separate region in the fundus of the sulcus.

In a previous study (Griffiths et al., 2001; Patterson et al., 2002), we observed a region on lateral Heschl’s gyrus, most probably an auditory belt region, that is sensitive to pitch. However, in the current study, the comparison of the two synthetic-sound conditions with pitch and the two without pitch did not yield significant activation. This is probably because pitch did not vary throughout this experiment, either between successive vowels of one pitch condition or between pitch conditions. The left pitch region did show greater sensitivity to the difference between vowels of one pitch condition or between pitch conditions. The left pitch region did show greater sensitivity to the difference between speech stimuli with and without pitch, when compared to nonspeech stimuli with and without pitch; this interaction probably merits further investigation, inasmuch as the left hemisphere is dominant for speech perception in most individuals (e.g., Knecht et al., 2000).

We also observed precentral/premotor regions in both left and right hemispheres that were slightly more active during perception of vowels than during perception of matched nonspeech sounds. This is consistent with several recent papers, indicating that passive listening to speech activates motor speech regions (Watkins et al., 2003; Wilson et al., 2004). Wilson and colleagues performed an fMRI study in which volunteers listened passively to monosyllables; activation in this condition overlapped with a region that was active when the volunteers produced those same speech sounds. The strongest premotor foci in the contrast of synthetic vowels vs. nonspeech in our study are within 6.7 mm (left) and 4.4 mm (right) of those observed by Wilson et al. (2004) for listening to monosyllables.

Location of the vowel-related activation relative to auditory cortex

The anatomical and functional organization of human auditory cortex is still poorly understood. Microelectrode recordings can be undertaken only in rare circumstances (e.g., during neurosurgery; Howard et al., 2000; Brugge et al., 2003), postmortem histological material is difficult to obtain (Hackett et al., 2001; Wallace et al., 2002), and in vivo tracer studies in humans are currently not possible. However, a ‘working model’ of auditory cortical organization can be derived from work in the macaque (Kaas and Hackett, 2000; Kaas et al., 1999; Rauschecker, 1998), combined with the few studies in humans (Hackett et al., 2001; Liegeois-Chauvel et al., 1991; Howard et al., 2000; Morosan et al., 2001; Rademacher et al., 2001; Rivier and Clarke, 1997; Wallace et al., 2002; see Hall et al., 2003; Scott and Johnsrude, 2003, for reviews). This working model includes a ‘core’ of primary-like auditory cortices which are recipients of a dominant projection from the ventral medial geniculate complex of the thalamus (Rauschecker et al., 1997), and which are located on Heschl’s gyrus. This is approximately encircled by a ‘belt’ of tissue receiving strong projections from the dorsal medial geniculate complex of the thalamus, from core areas and from other auditory belt regions. These belt areas project to adjacent parabelt zones which do not receive significant projections from auditory core. Belt and parabelt regions project to the dorsal bank of the superior temporal sulcus (STS), to other sites on the superior and middle temporal gyri and to prefrontal cortex (Kaas and Hackett, 2000; Kaas et al., 1999; Romanski et al., 1999). The strikingly hierarchical connections among these auditory regions suggest that these areas may support up to four discrete levels of processing between auditory core and the dorsal bank of the superior temporal sulcus (Kaas et al., 1999; Kaas and Hackett, 2000).

The activation that we observe in the superior temporal sulcus when vowels are compared to nonspeech sounds probably reflects the outputs of at least three previous stages of cortical processing in core, belt and parabelt regions. The STS in the macaque is anatomically highly heterogeneous, but the upper bank, continuing the length of the STS, is largely comprised of a region (area TAa) that receives its input mainly from the auditory areas of the superior temporal gyrus (Seltzer and Pandya, 1978, 1989a). This region projects into adjacent polysensory cortex in the fundus of the STS as well as to prefrontal cortex (Seltzer and Pandya, 1989a,b). Thus, the upper bank of the STS contains cortex that subserves the penultimate or final stage of unimodal auditory processing. The receptive field properties of neurons become more integrative and complex in higher-order regions (e.g., Rauschecker and Tian, 2004; Rauschecker et al., 1995; Tian et al., 2001; Wessinger et al., 2001). Within the working model, these sulcal
regions are good candidates for the centers that identify the characteristics of speech sounds. That is, this may well be where the system first identifies that the individual sounds have four formants below 4000 Hz, characteristic of the human vocal tract, and that the positions of the lower three vary from sound to sound in the manner peculiar to human speech. Differential activity for vowels over nonspeech sounds was not observed at an earlier cortical stage in this processing pathway, suggesting that sensitivity to the specific internal organization of vowel sounds, and the systematic vowel changes over the sequence, arises only after extensive processing. These results lead us to speculate that speechlikeness may not be a unitary attribute of a sound that is identified at an early stage of auditory processing in order for the sound to be accorded specialized processing in cortex; rather, speechlikeness may build up over stages of processing and be abstracted after the acoustic analysis is largely complete.

**Interpretation of the vowel-related activation**

It is possible to gain some insight into what the stages of processing might involve by considering the relationship of our speech stimuli to other common categories of sounds, and the grouping principles thought to be involved in source categorization and/or identification.

By far, the strongest grouping principle is common onset; channels that come on together are bound together in perception (Darwin and Carlyon, 1995). All of the stimuli in our study have common onset in the traditional sense. The millisecond delays of some of the formants in the first cycle, or burst, of musical rain are much, much smaller than the 100–200 ms delays that produce onset asynchrony effects (Darwin and Carlyon, 1995). Within each stimulus sequence (Fig. 3), the elements all come from one stimulus condition, and they all sound like they come from a single, distinctive source. This is partly because of the cadence of the sequence; the sounds come in sets of four regularly spaced bursts, with longer gaps between successive sets. All of the stimulus sequences would be expected to activate neural centers involved in trying to analyze and identify sound sources, and the common onset principle probably does not play a role in this experiment. We hypothesize that much of the processing in auditory cortex on the surface of the temporal lobe (Heschl’s gyri) and planum temporale) is probably involved in basic feature extraction and source analysis, and that this is why the centers in this region are strongly activated, but not differentiated, by the stimuli in this experiment.

The stimuli do produce differential activation in the superior temporal sulcus, bilaterally, and we would argue that the contrasts suggest that the differential activation has to do with identifying the speech sequences. It is the case, that the natural vowels and damped vowels of the current experiment share two characteristics with animal calls and musical notes; they have a single stable pitch and a relatively fixed spectral envelope over durations of 100–400 ms. Thus, the contrast between these speech-sound conditions (nv and dv) and the nonspeech sounds (mp and mr) could represent processing that is common to animal calls and musical instruments as well as speech. However, the contrast between raspy vowels and the nonspeech sounds also reveals differential activation in the same region of STS, and this is crucial. Animals and musical instruments do not use ‘whisper mode’, although such sounds would appear to be acoustically possible. Only humans produce sequences of pitch-less stimuli with well defined spectral enve-

**Summary**

This paper has identified regions of the brain that appear to be differentially involved in the processing of those stimulus characteristics that make sequences of vowels unique in the natural environment. With the aid of carefully controlled sets of stimuli, we have identified candidate areas that appear to be specifically involved in processing those properties of the acoustic signal that indicate whether or not the sound will be perceived as speech. The most active of these centers is in the superior temporal sulcus just lateral to and below Heschl’s gyri.
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