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## 1 Overview

Eigenvectors and eigenvalues are numbers and vectors associated to square matrices, and together they provide the eigen-decomposition of a matrix which analyzes the structure of this matrix. Even though the eigen-decomposition does not exist for all square matrices, it has a particularly simple expression for a class of matrices often used in multivariate analysis such as correlation, covariance, or cross-product matrices. The eigen-decomposition of this type of matrices is important in statistics because it is used to find the maximum (or minimum) of functions involving these matrices. For example, principal component analysis is obtained from the eigen-decomposition of a covariance matrix and gives the least square estimate of the original data matrix.

Eigenvectors and eigenvalues are also referred to as characteristic vectors and latent roots or characteristic equation (in German, "eigen" means "specific of" or "characteristic of"). The set of eigenvalues of a matrix is also called its spectrum.
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Figure 1: Two eigenvectors of a matrix.

## 2 Notations and definition

There are several ways to define eigenvectors and eigenvalues, the most common approach defines an eigenvector of the matrix $\mathbf{A}$ as a vector $\mathbf{u}$ that satisfies the following equation:

$$
\begin{equation*}
\mathbf{A u}=\lambda \mathbf{u} . \tag{1}
\end{equation*}
$$

when rewritten, the equation becomes:

$$
\begin{equation*}
(\mathbf{A}-\lambda \mathbf{I}) \mathbf{u}=\mathbf{0}, \tag{2}
\end{equation*}
$$

where $\lambda$ is a scalar called the eigenvalue associated to the eigenvector.

In a similar manner, we can also say that a vector $\mathbf{u}$ is an eigenvector of a matrix $\mathbf{A}$ if the length of the vector (but not its direction) is changed when it is multiplied by $A$.

For example, the matrix:

$$
\mathbf{A}=\left[\begin{array}{ll}
2 & 3  \tag{3}\\
2 & 1
\end{array}\right]
$$

has the eigenvectors:

$$
\mathbf{u}_{1}=\left[\begin{array}{l}
3  \tag{4}\\
2
\end{array}\right] \quad \text { with eigenvalue } \quad \lambda_{1}=4
$$

and

$$
\mathbf{u}_{2}=\left[\begin{array}{r}
-1  \tag{5}\\
1
\end{array}\right] \quad \text { with eigenvalue } \quad \lambda_{2}=-1
$$

We can verify (as illustrated in Figure 1) that only the length of $\mathbf{u}_{1}$ and $\mathbf{u}_{2}$ is changed when one of these two vectors is multiplied by the matrix $\mathbf{A}$ :

$$
\left[\begin{array}{ll}
2 & 3  \tag{6}\\
2 & 1
\end{array}\right]\left[\begin{array}{l}
3 \\
2
\end{array}\right]=4\left[\begin{array}{l}
3 \\
2
\end{array}\right]=\left[\begin{array}{c}
12 \\
8
\end{array}\right]
$$

and

$$
\left[\begin{array}{ll}
2 & 3  \tag{7}\\
2 & 1
\end{array}\right]\left[\begin{array}{r}
-1 \\
1
\end{array}\right]=-1\left[\begin{array}{r}
-1 \\
1
\end{array}\right]=\left[\begin{array}{r}
1 \\
-1
\end{array}\right] .
$$

For most applications we normalize the eigenvectors (i.e., transform them such that their length is equal to one):

$$
\begin{equation*}
\mathbf{u}^{\top} \mathbf{u}=1 \tag{8}
\end{equation*}
$$

For the previous example we obtain:

$$
\mathbf{u}_{1}=\left[\begin{array}{l}
.8331  \tag{9}\\
.5547
\end{array}\right]
$$

We can check that:

$$
\left[\begin{array}{ll}
2 & 3  \tag{10}\\
2 & 1
\end{array}\right]\left[\begin{array}{l}
.8331 \\
.5547
\end{array}\right]=\left[\begin{array}{l}
3.3284 \\
2.2188
\end{array}\right]=4\left[\begin{array}{l}
.8331 \\
.5547
\end{array}\right]
$$

and

$$
\left[\begin{array}{ll}
2 & 3  \tag{11}\\
2 & 1
\end{array}\right]\left[\begin{array}{r}
-.7071 \\
.7071
\end{array}\right]=\left[\begin{array}{r}
.7071 \\
-.7071
\end{array}\right]=-1\left[\begin{array}{r}
-.7071 \\
.7071
\end{array}\right]
$$

Traditionally, we put together the set of eigenvectors of $\mathbf{A}$ in a matrix denoted $\mathbf{U}$. Each column of $\mathbf{U}$ is an eigenvector of $\mathbf{A}$. The eigenvalues are stored in a diagonal matrix (denoted $\boldsymbol{\Lambda}$ ), where the diagonal elements gives the eigenvalues (and all the other values are zeros). We can rewrite the first equation as:

$$
\begin{equation*}
\mathbf{A} \mathbf{U}=\mathbf{U} \boldsymbol{\Lambda} ; \tag{12}
\end{equation*}
$$

or also as:

$$
\begin{equation*}
\mathbf{A}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{-1} . \tag{13}
\end{equation*}
$$

For the previous example we obtain:

$$
\begin{align*}
\mathbf{A} & =\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{-1} \\
& =\left[\begin{array}{rr}
3 & -1 \\
2 & 1
\end{array}\right]\left[\begin{array}{rr}
4 & 0 \\
0 & -1
\end{array}\right]\left[\begin{array}{rr}
.2 & .2 \\
-.4 & .6
\end{array}\right] \\
& =\left[\begin{array}{ll}
2 & 3 \\
2 & 1
\end{array}\right] . \tag{14}
\end{align*}
$$

It is important to note that not all matrices have eigenvalues. For example, the matrix $\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$ does not have eigenvalues. Even when a matrix has eigenvalues and eigenvectors, the computation of the eigenvectors and eigenvalues of a matrix requires a large number of computations and is therefore better performed by computers.

### 2.1 Digression:

## An infinity of eigenvectors for one eigenvalue

It is only through a slight abuse of language that we can talk about the eigenvector associated with one given eigenvalue. Strictly speaking, there is an infinity of eigenvectors associated to each eigenvalue of a matrix. Because any scalar multiple of an eigenvector is still an eigenvector, there is, in fact, an (infinite) family of eigenvectors for each eigenvalue, but they are all proportional to each other. For example,

$$
\left[\begin{array}{r}
1  \tag{15}\\
-1
\end{array}\right]
$$

is an eigenvector of the matrix $\mathbf{A}$ :

$$
\left[\begin{array}{ll}
2 & 3  \tag{16}\\
2 & 1
\end{array}\right] .
$$

Therefore:

$$
2 \times\left[\begin{array}{r}
1  \tag{17}\\
-1
\end{array}\right]=\left[\begin{array}{r}
2 \\
-2
\end{array}\right]
$$

is also an eigenvector of $\mathbf{A}$ :

$$
\left[\begin{array}{ll}
2 & 3  \tag{18}\\
2 & 1
\end{array}\right]\left[\begin{array}{r}
2 \\
-2
\end{array}\right]=\left[\begin{array}{r}
-2 \\
2
\end{array}\right]=-1 \times 2\left[\begin{array}{r}
1 \\
-1
\end{array}\right]
$$

## 3 Positive (semi-)definite matrices

A type of matrices used very often in statistics are called positive semi-definite. The eigen-decomposition of these matrices always exists, and has a particularly convenient form. A matrix is said to be positive semi-definite when it can be obtained as the product of a matrix by its transpose. This implies that a positive semi-definite matrix is always symmetric. So, formally, the matrix $\mathbf{A}$ is positive semi-definite if it can be obtained as:

$$
\begin{equation*}
\mathbf{A}=\mathbf{X} \mathbf{X}^{\top} \tag{19}
\end{equation*}
$$

for a certain matrix $\mathbf{X}$ (containing real numbers). Positive semidefinite matrices of special relevance for multivariate analysis positive semi-definite matrices include correlation matrices. covariance, and, cross-product matrices.

The important properties of a positive semi-definite matrix is that its eigenvalues are always positive or null, and that its eigenvectors are pairwise orthogonal when their eigenvalues are different. The eigenvectors are also composed of real values (these last two properties are a consequence of the symmetry of the matrix, for proofs see, e.g., Strang, 2003; or Abdi \& Valentin, 2006). Because eigenvectors corresponding to different eigenvalues are orthogonal, it is possible to store all the eigenvectors in an orthogonal matrix (recall that a matrix is orthogonal when the product of this matrix by its transpose is a diagonal matrix).

This implies the following equality:

$$
\begin{equation*}
\mathbf{U}^{-1}=\mathbf{U}^{\top} \tag{20}
\end{equation*}
$$

We can, therefore, express the positive semi-definite matrix $\mathbf{A}$ as:

$$
\mathbf{A}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{\top}
$$

where $\mathbf{U}^{\top} \mathbf{U}=\mathbf{I}$ are the normalized eigenvectors; if they are not normalized then $\mathbf{U}^{\top} \mathbf{U}$ is a diagonal matrix.

For example, the matrix:

$$
\mathbf{A}=\left[\begin{array}{ll}
3 & 1  \tag{22}\\
1 & 3
\end{array}\right]
$$

can be decomposed as:

$$
\begin{align*}
\mathbf{A} & =\mathbf{U} \boldsymbol{\Lambda} \boldsymbol{U}^{\top} \\
& =\left[\begin{array}{rr}
\sqrt{\frac{1}{2}} & \sqrt{\frac{1}{2}} \\
\sqrt{\frac{1}{2}} & -\sqrt{\frac{1}{2}}
\end{array}\right]\left[\begin{array}{ll}
4 & 0 \\
0 & 2
\end{array}\right]\left[\begin{array}{rr}
\sqrt{\frac{1}{2}} & \sqrt{\frac{1}{2}} \\
\sqrt{\frac{1}{2}} & -\sqrt{\frac{1}{2}}
\end{array}\right] \\
& =\left[\begin{array}{ll}
3 & 1 \\
1 & 3
\end{array}\right] \tag{23}
\end{align*}
$$

with

$$
\left[\begin{array}{rr}
\sqrt{\frac{1}{2}} & \sqrt{\frac{1}{2}}  \tag{24}\\
\sqrt{\frac{1}{2}} & -\sqrt{\frac{1}{2}}
\end{array}\right]\left[\begin{array}{rr}
\sqrt{\frac{1}{2}} & \sqrt{\frac{1}{2}} \\
\sqrt{\frac{1}{2}} & -\sqrt{\frac{1}{2}}
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] .
$$

### 3.1 Diagonalization

When a matrix is positive semi-definite we can rewrite Equation 21 as

$$
\begin{equation*}
\mathbf{A}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{\top} \Longleftrightarrow \boldsymbol{\Lambda}=\mathbf{U}^{\top} \mathbf{A} \mathbf{U} . \tag{25}
\end{equation*}
$$

This shows that we can transform the matrix $\mathbf{A}$ into an equivalent diagonal matrix. As a consequence, the eigen-decomposition of a positive semi-definite matrix is often referred to as its diagonalization.

### 3.2 Another definition for positive semi-definite matrices

A matrix $\mathbf{A}$ is said to be positive semi-definite if we observe the following relationship for any non-zero vector $\mathbf{x}$ :

$$
\begin{equation*}
\mathbf{x}^{\top} \mathbf{A x} \geq 0 \quad \forall \mathbf{x} . \tag{26}
\end{equation*}
$$

(when the relationship is $\leq 0$ we say that the matrix is negative semi-definite).

When all the eigenvalues of a symmetric matrix are positive, we say that the matrix is positive definite. In that case, Equation 26 becomes:

$$
\begin{equation*}
\mathbf{x}^{\top} \mathbf{A} \mathbf{x}>0 \quad \forall \mathbf{x} . \tag{27}
\end{equation*}
$$

## 4 Trace, Determinant, etc.

The eigenvalues of a matrix are closely related to three important numbers associated to a square matrix, namely its trace, its determinant and its rank.

### 4.1 Trace

The trace of a matrix $\mathbf{A}$ is denoted trace $\{\mathbf{A}\}$ and is equal to the sum of its diagonal elements. For example, with the matrix:

$$
\mathbf{A}=\left[\begin{array}{lll}
1 & 2 & 3  \tag{28}\\
4 & 5 & 6 \\
7 & 8 & 9
\end{array}\right]
$$

we obtain:

$$
\begin{equation*}
\operatorname{trace}\{\mathbf{A}\}=1+5+9=15 . \tag{29}
\end{equation*}
$$

The trace of a matrix is also equal to the sum of its eigenvalues:

$$
\begin{equation*}
\operatorname{trace}\{\mathbf{A}\}=\sum_{\ell} \lambda_{\ell}=\operatorname{trace}\{\mathbf{\Lambda}\} \tag{30}
\end{equation*}
$$

with $\boldsymbol{\Lambda}$ being the matrix of the eigenvalues of $\mathbf{A}$. For the previous example, we have:

$$
\begin{equation*}
\boldsymbol{\Lambda}=\operatorname{diag}\{16.1168,-1.1168,0\} \tag{31}
\end{equation*}
$$

We can verify that:

$$
\begin{equation*}
\operatorname{trace}\{\mathbf{A}\}=\sum_{\ell} \lambda_{\ell}=16.1168+(-1.1168)=15 \tag{32}
\end{equation*}
$$

### 4.2 Determinant and rank

Another classic quantity associated to a square matrix is its determinant. This concept of determinant, which was originally defined as a combinatoric notion, plays an important rôle in computing the inverse of a matrix and in finding the solution of systems of linear equations (the term determinant is used because this quantity determines the existence of a solution in systems of linear equations). The determinant of a matrix is also equal to the product of its eigenvalues. Formally, if $|\mathbf{A}|$ the determinant of $\mathbf{A}$, we have:

$$
\begin{equation*}
|\mathbf{A}|=\prod_{\ell} \lambda_{\ell} \text { with } \lambda_{\ell} \text { being the } \ell \text {-th eigenvalue of } \mathbf{A} . \tag{33}
\end{equation*}
$$

For example, the determinant of matrix $\mathbf{A}$ (from the previous section), is equal to:

$$
\begin{equation*}
|\mathbf{A}|=16.1168 \times-1.1168 \times 0=0 . \tag{34}
\end{equation*}
$$

Finally, the rank of a matrix can be defined as being the number of non-zero eigenvalues of the matrix. For our example:

$$
\begin{equation*}
\operatorname{rank}\{\mathbf{A}\}=2 . \tag{35}
\end{equation*}
$$

For a positive semi-definite matrix, the rank corresponds to the dimensionality of the Euclidean space which can be used to represent the matrix. A matrix whose rank is equal to its dimensions is called a full rank matrix. When the rank of a matrix is smaller than its dimensions, the matrix is called rank-deficient, singular, or multicolinear. Only full rank matrices have an inverse.

## 5 Statistical properties of the eigen-decomposition

The eigen-decomposition is important because it is involved in problems of optimization. For example, in principal component
analysis, we want to analyze an $I \times J$ matrix $\mathbf{X}$ where the rows are observations and the columns are variables describing these observations. The goal of the analysis is to find row factor scores, such that these factor scores "explain" as much of the variance of $\mathbf{X}$ as possible, and such that the sets of factor scores are pairwise orthogonal. This amounts to defining the factor score matrix as

$$
\begin{equation*}
\mathbf{F}=\mathbf{X} \mathbf{P} \tag{36}
\end{equation*}
$$

under the constraints that

$$
\begin{equation*}
\mathbf{F}^{\top} \mathbf{F}=\mathbf{P}^{\top} \mathbf{X}^{\top} \mathbf{X} \mathbf{P} \tag{37}
\end{equation*}
$$

is a diagonal matrix (i.e., $\mathbf{F}$ is an orthogonal matrix) and that

$$
\begin{equation*}
\mathbf{P}^{\top} \mathbf{P}=\mathbf{I} \tag{38}
\end{equation*}
$$

(i.e., $\mathbf{P}$ is an orthonormal matrix). There are several ways of obtaining the solution of this problem. One possible approach is to use the technique of the Lagrangian multipliers where the constraint from Equation 38 is expressed as the multiplication with a diagonal matrix of Lagrangian multipliers denoted $\Lambda$ in order to give the following expression

$$
\begin{equation*}
\boldsymbol{\Lambda}\left(\mathbf{P}^{\top} \mathbf{P}-\mathbf{I}\right) \tag{39}
\end{equation*}
$$

(see Harris, 2001; and Abdi \& Valentin, 2006; for details). This amount to defining the following equation

$$
\begin{equation*}
\mathscr{L}=\mathbf{F}^{\top} \mathbf{F}-\boldsymbol{\Lambda}\left(\mathbf{P}^{\top} \mathbf{P}-\mathbf{I}\right)=\mathbf{P}^{\top} \mathbf{X}^{\top} \mathbf{X} \mathbf{P}-\boldsymbol{\Lambda}\left(\mathbf{P}^{\top} \mathbf{P}-\mathbf{I}\right) . \tag{40}
\end{equation*}
$$

In order to find the values of $\mathbf{P}$ which give the maximum values of $\mathscr{L}$, we first compute the derivative of $\mathscr{L}$ relative to $\mathbf{P}$ :

$$
\begin{equation*}
\frac{\partial \mathscr{L}}{\partial \mathbf{P}}=2 \mathbf{X}^{\top} \mathbf{X P}-2 \boldsymbol{\Lambda} \mathbf{P} \tag{41}
\end{equation*}
$$

and then set this derivative to zero:

$$
\begin{equation*}
\mathbf{X}^{\top} \mathbf{X P}-\boldsymbol{\Lambda} \mathbf{P}=\mathbf{0} \Longleftrightarrow \mathbf{X}^{\top} \mathbf{X} \mathbf{P}=\boldsymbol{\Lambda} \mathbf{P} \tag{42}
\end{equation*}
$$

Because $\boldsymbol{\Lambda}$ is diagonal, this is clearly an eigen-decomposition problem, and this indicates that $\boldsymbol{\Lambda}$ is the matrix of eigenvalues of the positive semi-definite matrix $\mathbf{X}^{\top} \mathbf{X}$ ordered from the largest to the smallest and that $\mathbf{P}$ is the matrix of eigenvectors of $\mathbf{X}^{\top} \mathbf{X}$ associated to $\boldsymbol{\Lambda}$. Finally, we find that the factor matrix has the form

$$
\begin{equation*}
\mathbf{F}=\mathbf{P} \Lambda^{\frac{1}{2}} \tag{43}
\end{equation*}
$$

The variance of the factors scores is equal to the eigenvalues:

$$
\begin{equation*}
\mathbf{F}^{\top} \mathbf{F}=\boldsymbol{\Lambda}^{\frac{1}{2}} \mathbf{P}^{\top} \mathbf{P} \boldsymbol{\Lambda}^{\frac{1}{2}}=\boldsymbol{\Lambda} . \tag{44}
\end{equation*}
$$

Taking into account that the sum of the eigenvalues is equal to the trace of $\mathbf{X}^{\top} \mathbf{X}$, this shows that the first factor scores "extract" as much of the variances of the original data as possible, and that the second factor scores extract as much of the variance left unexplained by the first factor, and so on for the remaining factors. Incidently, the diagonal elements of the matrix $\Lambda^{\frac{1}{2}}$ which are the standard deviations of the factor scores are called the singular values of matrix $\mathbf{X}$ (see entry on singular value decomposition).
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