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Objectives: This research studied whether the mode of input (auditory 
versus audiovisual) influenced semantic access by speech in children 
with sensorineural hearing impairment (HI).

Design: Participants, 31 children with HI and 62 children with normal 
hearing (NH), were tested with the authors’ new multimodal picture word 
task. Children were instructed to name pictures displayed on a monitor and 
ignore auditory or audiovisual speech distractors. The semantic content 
of the distractors was varied to be related versus unrelated to the pictures 
(e.g., picture distractor of dog-bear versus dog-cheese, respectively). In 
children with NH, picture-naming times were slower in the presence of 
semantically related distractors. This slowing, called semantic interfer-
ence, is attributed to the meaning-related picture-distractor entries com-
peting for selection and control of the response (the lexical selection by 
competition hypothesis). Recently, a modification of the lexical selection by 
competition hypothesis, called the competition threshold (CT) hypothesis, 
proposed that (1) the competition between the picture-distractor entries is 
determined by a threshold, and (2) distractors with experimentally reduced 
fidelity cannot reach the CT. Thus, semantically related distractors with 
reduced fidelity do not produce the normal interference effect, but instead 
no effect or semantic facilitation (faster picture naming times for semanti-
cally related versus unrelated distractors). Facilitation occurs because the 
activation level of the semantically related distractor with reduced fidelity 
(1) is not sufficient to exceed the CT and produce interference but (2) is 
sufficient to activate its concept, which then strengthens the activation of 
the picture and facilitates naming. This research investigated whether the 
proposals of the CT hypothesis generalize to the auditory domain, to the 
natural degradation of speech due to HI, and to participants who are chil-
dren. Our multimodal picture word task allowed us to (1) quantify picture 
naming results in the presence of auditory speech distractors and (2) probe 
whether the addition of visual speech enriched the fidelity of the auditory 
input sufficiently to influence results.

Results: In the HI group, the auditory distractors produced no effect or 
a facilitative effect, in agreement with proposals of the CT hypothesis. 
In contrast, the audiovisual distractors produced the normal semantic 
interference effect. Results in the HI versus NH groups differed signifi-
cantly for the auditory mode, but not for the audiovisual mode.

Conclusions: This research indicates that the lower fidelity auditory speech 
associated with HI affects the normalcy of semantic access by children. 
Further, adding visual speech enriches the lower fidelity auditory input suffi-
ciently to produce the semantic interference effect typical of children with NH.

(Ear and Hearing 2013;34;753–762)

INTRODUCTION

Although understanding spoken language seems easy, its 
underpinnings are complex. For example, as children people 

must learn that words label concepts or categories of objects 
with common properties. The word dog for instance labels a 
group of objects within the animal category whose members 
share common semantic features such as breathes, has fur, four-
legs, etc. This knowledge also needs to be accessed rapidly and 
efficiently in everyday usage because speech occurs at a rate of 
several words a second (Bloom 2000). In this study, we investi-
gated how accessing a spoken word’s meaning (i.e., its lexical–
semantic representation) may be affected in child listeners with 
sensorineural hearing impairment (HI). Our specific focus was 
whether this semantic access by speech is influenced by the 
mode of input (auditory versus audiovisual). Before elaborat-
ing our research focus, however, we will consider how HI may 
affect children’s development of semantic capabilities.

Semantic Capabilities in Children With HI
With regard to word meaning, vocabulary development in 

children with HI may show a reasonably normal pattern of devel-
opment. However, the rate of acquisition is typically slowed and 
may plateau prematurely, yielding pronounced individual vari-
ability (Davis et al. 1986; Gilbertson & Kamhi 1995; Briscoe et 
al. 2001; Borg et al. 2007; Moeller et al. 2007; Fitzpatrick et al. 
2011). With regard to categorical knowledge in children with 
HI, this knowledge base seems normal for categories such as 
those used herein, which are easily perceived visually (Osberger 
& Hesketh 1988). As detailed below, we controlled for possible 
deficiencies in vocabulary or categorical knowledge in the pres-
ent study by deleting all test trials containing any item that was 
not correctly identified or categorized on a category knowledge 
laboratory task (see Participants and Methods).

With regard to lexical–semantic representations in children 
with HI, learning words via an impaired auditory channel may 
result in less robust and less well-structured representations, 
perhaps due to (1) decreased hearing/overhearing and inference 
from context and (2) increased intentional explicit learning of 
isolated word meanings (Yoshinaga-Itano & Downey 1986; 
Moeller 1988; Moeller et al. 1996). To the extent that more 
robust and richer representations have lower thresholds of 
activation and are more easily retrieved (Bjorklund 1987; Cowan 
1995), semantic access may be more effortful and vulnerable to 
retrieval failure in children with HI. Learning and constructing 
lexical–semantic representations in children with HI may also be 
influenced by attentional resources. Attention is conceptualized 
as a capacity-limited pool of resources shared among concurrent 
tasks/stimuli (see, e.g., Kahneman 1973; Cowan 1995). From 
this viewpoint, processing lower fidelity auditory speech requires 
more effort (Hick & Tharpe 2002) —thus more attentional 
resources—and can drain the capacity limited pool of resources 
needed to learn and construct semantic representations (see 
Rabbitt 1968; Werker & Fennell 2004; Wingfield et al. 2005, for 
similar reasoning). With regard to the current research focusing 
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on how the mode of input affects semantic access by speech in 
children with HI, such higher-level difficulties should reduce 
semantic access for both auditory and audiovisual modes. 
Techniques that have been particularly successful in studying 
semantic access by words are called picture–word tasks.

Picture–Word Task
In the picture–word task, participants are instructed to name 

pictures displayed on a monitor and ignore irrelevant seen or 
heard word distractors (see Schriefers et al. 1990; Damian & 
Martin 1999). The set of target pictures is held constant, and 
the content of the irrelevant distractors is systematically var-
ied. For present purposes, the distractors were varied to repre-
sent a semantic categorical relationship versus no relationship 
between the picture-distractor pairs. Examples respectively 
are the picture-distractor pairs of dog-bear versus dog-cheese. 
The dependent measure is the speed of picture naming. Both 
adults and children require more time to name pictures pre-
sented with semantically related (versus unrelated) distractors, 
an effect called semantic interference (see Jerger et al. 2013, for 
review). This interference is commonly attributed to competi-
tion between the lexical–semantic representations of the picture 
and distractor for selection and control of the response, called 
the lexical selection by competition (LSbyC) hypothesis (Levelt 
et al. 1999; Damian et al. 2001; Damian & Bowers 2003).

With regard to lower fidelity input, recent investigations 
with written as opposed to spoken word distractors in adults 
have focused on how experimentally reducing the fidelity of the 
distractors affects semantic access by words (e.g., Finkbeiner 
& Caramazza 2006; Piai et al. 2012). As a typical example, 
investigators required participants to name pictures and ignore 
word distractors whose visibility was manipulated (clearly vis-
ible versus masked). Results showed that the clearly visible dis-
tractors produced the typical semantic interference effect (i.e., 
slower naming times for related than unrelated distractors). By 
contrast, the masked distractors with reduced fidelity produced 
an unexpected semantic facilitation effect (faster naming times 
for related than unrelated distractors). In an attempt to explain 
the effects produced by reducing the fidelity of the distrac-
tors, Piai and colleagues (2012) recently modified the LSbyC 
hypothesis with the competition threshold (CT) hypothesis. This 
hypothesis is particularly relevant to listeners hearing spoken 
distractors of reduced fidelity due to HI (see e.g., Moore 1996), 
and thus we consider in depth the CT hypothesis below.

LSbyC Hypothesis and CT Hypothesis Modification
Figure 1A illustrates the general stages of processing for the 

picture–word task with auditory distractors, assumed by numer-
ous models of LSbyC. The solid lines represent the speech-
production (picture) process and the dashed lines represent the 
speech-perception (distractor) process. Figure 1A portrays all the 
stages in an activated state. However, the concept of spreading 
activation involves a dynamic process that changes the activation 
levels of the stages during the time course of processing. More 
specifically, during the dynamics of processing, some stages will 
have greater activation than others. The activation levels within 
a stage will also vary over time, with a selected item becoming 
more highly activated and other items becoming less activated. 
The text below carefully details the dynamics of the time course 
characterizing the activated stages portrayed in Figure 1A.

The speech-production process (input dog) consists of four 
dynamic stages: conceptual, lexical–semantic, output phonologi-
cal, and articulatory motor. More specifically, the picture dog (1) 
activates its concept and semantic features (animal: breathes, 
has fur, has four legs, etc), which spreads to (2) to activate a set 
of meaning-related lexical–semantic items (dog, cat, bear, etc) 
with selection of the correct item dog, followed by (3) activa-
tion of output phonological representations and the articulatory 
motor pattern for picture naming. The dynamics of the speech-
perception process (input bear) proceed in the opposite direction. 
The perceptual process consists of acoustic/phonetic, input pho-
nological, lexical–semantic, and conceptual stages. The speech 
waveform (1) activates its acoustic/phonetic and input phonologi-
cal representations, which spread to (2) activate a set of phono-
logically related lexical–semantic items (bear, bed, bell, etc) with 
selection of the correct item bear, followed by (3) activation of 
the word’s concept and semantic features (animal: breathes, has 
fur, has four legs, etc). Again, the occurrence of semantic inter-
ference is attributed to competition between the lexical–semantic 
representations of the picture and semantically related distrac-
tor for selection and control of the response. This competition is 
illustrated in Figure 1A by the two enlarged circles at the lexical–
semantic level, representing the animals dog and bear (Levelt et 
al. 1999; Damian et al. 2001; Damian & Bowers 2003).

With regard to the CT hypothesis, Piai et al.’s (2012) modifica-
tion added a minimum threshold level that a semantically related 
distractor must reach to engage in competition with the picture 
for selection and control of the response. If a distractor’s level 
of activation is weakened such that this CT cannot be reached 
(imagine this by shrinking the size of the black circle bear in 
the upper right-hand corner, lexical–semantic level; Fig. 1A), the 
model proposes two possible outcomes: (1) the distractor will not 
influence picture naming or (2) the distractor will facilitate pic-
ture naming. With regard to the latter outcome, the CT hypothesis 
assumes interactive-activation levels of processing, with spread-
ing activation between the stages in both feed-forward and -back-
ward modes (bidirectional arrows; Fig. 1A). The facilitation of 
naming is proposed to occur because the weakened activation 
level of the distractor bear (1) is not sufficient to exceed the CT 
and produce competition but (2) is sufficient to spread forward 
and activate its concept (animal); this conceptual activation then 
spreads downward to boost the already existing activation of the 
picture’s representation and facilitate naming.

Of interest to this research is whether the CT hypothesis 
generalizes to the auditory domain, to the natural degradation 
of input due to HI, and to participants who are children. We 
will assess whether hearing loss reduces the fidelity of speech 
to the extent that the activation level produced by an auditory 
distractor cannot exceed the CT and thus produces a null effect 
or semantic facilitation. Further, we will assess whether visual 
speech enriches the fidelity of auditory speech to the extent 
that the activation level of an audiovisual distractor exceeds 
the CT and thus produces semantic interference as expected. 
Previous research demonstrates that visual speech benefits 
word recognition in listeners perceiving lower fidelity auditory 
speech due to HI or a degraded listening situation (Sumby & 
Pollack 1954; Erber 1969; MacLeod & Summerfield 1987; Tye-
Murray 2009). Our multimodal picture–word task (described 
subsequently in the article) allows evaluating the effects of both 
auditory and audiovisual spoken distractors for the first time 
(Jerger et al. 2009a).
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Multimodal Picture–Word Task
The multimodal picture–word task is the same as the pic-

ture–word task with auditory distractors, called the cross-modal 
task, with two modifications (detailed in the Participants and 
Methods). First, the to-be-named pictured object is displayed 
on a talker’s T-shirt along with the head and chest of the talker 
rather than on a blank screen as in the cross-modal task. Sec-
ond, performance is assessed in the presence of both auditory-
static face and audiovisual-dynamic face distractors rather than 
the auditory only distractors without a face of the cross-modal 
task. In other words, the multimodal task shows the talker’s face 
(along with his chest) as a still image (auditory) or while utter-
ing the distractor (audiovisual).

In picture–word tasks, another experimental manipulation 
that affects whether the distractor influences performance is the 
stimulus onset asynchrony (SOA), the timing relation between 
the onset of the distractor and the onset of the picture. Figure 1B 
illustrates this manipulation by regraphing the model with both 

inputs (picture and distractor) starting at the top and proceeding 
downward. The figure portrays the two SOAs used in this study: 
−165 msec with the spoken distractor presented before the onset 
of the picture and +165 msec with the spoken distractor presented 
after the onset of the picture. The schematic illuminates the finding 
that adults and children typically show semantic interference at 
−165 msec SOA, with little or no semantic interference at +165 
msec SOA (Schriefers et al. 1990; Damian & Martin 1999; Jerger 
et al. 2002b). The explanation for the effect of the SOA is as 
follows. Semantic interference is hypothesized to occur when the 
lexical–semantic representations of the picture and semantically 
related distractor are coactivated. This coactivation is promoted 
by presenting the onset of the spoken distractor slightly before 
the onset of the picture. As depicted in Figure 1B by the gray 
box, the overlap between the two lexical–semantic entries is 
greater at −165 msec than at +165 msec. When the distractor 
begins slightly after the picture (+165 msec SOA), there is no 
effective coactivation and no interference because the picture’s 
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Fig. 1. Schematic of the general stages of processing for the picture–word task, which are assumed by several models of lexical access. The solid lines represent 
the speech-production (picture) process; the dashed lines represent the speech-perception (distractor word) process. A, Conceptualization of the theoretical 
interaction between the picture and spoken word at the lexical–semantic stage. To do this, the picture input starts at the top of the graph and the spoken word 
input starts at the bottom. B, Illustration of how manipulating the temporal relation between the onsets of the picture and the distractor (SOA) can maximize 
or minimize interaction between the picture and spoken word at the lexical–semantic stage. To do this, all inputs start at the top of the graph and proceed 
downward in time. The gray box illustrates that the SOA of −165 msec produces coactivation of the picture and word within the same time window, in contrast 
to the SOA of +165msec. SOA indicates stimulus onset asynchrony.
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lexical–semantic entry has been selected before the distractor’s 
complete lexical–semantic activation.

In sum, the present study will investigate effects of semantic 
relatedness as determined by the semantic and temporal onset 
relationships between the picture-distractor pairs and by the 
auditory versus audiovisual modes of the distractors in HI ver-
sus normal-hearing (NH) groups. Thus, we will have a complex 
factorial design. Next, we predict possible results on the multi-
modal picture–word task in the children with HI from knowl-
edge of the (1) LSbyC hypothesis, (2) CT hypothesis, (3) mode 
of the distractor, (4) SOA, and (5) semantic capabilities. Table 2 
condenses these predictions.

Predicted Results in HI Group
LSbyC Hypothesis • It is possible that the children with HI 
will show a semantic interference effect (i.e., slower picture-
naming times for semantically related than unrelated distrac-
tors) comparable with that of the children with NH. This pattern 
would indicate that LSbyC was present in the HI group and not 
different from that in the NH group (e.g., Levelt et al. 1999; 
Damian et al. 2001; Damian & Bowers 2003; Jerger et al. 2013). 
To the extent that the HI group shows the typical semantic inter-
ference effect, the LSbyC hypothesis also predicts that seman-
tic interference will occur at −165 msec SOA, with little or no 
semantic interference at +165 msec SOA.
CT Hypothesis Modification • Given that sensorineural HI 
creates lower fidelity auditory speech (e.g., Moore 1996), the 
CT hypothesis predicts that the semantically related distractors 
in the HI group will produce null effects or semantic facilita-
tion, rather than interference. An important issue raised by this 
hypothesis is how the addition of visual speech may affect the 
strength or fidelity of the distractor.
Mode of the Distractor • Previous results in the HI group of 
this study on the multimodal task with auditory versus audiovi-
sual phonological distractors allow us to predict the influence 
of the mode (Jerger et al. 2009b). An analogous phonological 
interference effect was produced by distractors, consisting of 
onsets conflicting in voicing or in place-of-articulation with the 
picture (e.g., picture-distractor: bus-duck). These results are rel-
evant to our study of semantic interference in that activation 
of lexical–semantic representations by speech is indirect via 
phonology (see Fig. 1). These results showed significant phono-
logical interference for the audiovisual conflicting distractors, 
but not for the auditory conflicting distractors. In other words, 
adding visual speech created an interference effect, suggesting 

that visual speech improved the fidelity of the auditory input 
sufficiently to produce more normalized results. To the extent 
that the phonological results generalize to semantic results, we 
predict that the HI group will exhibit semantic interference for 
the audiovisual mode, but not for the auditory mode. In addition 
to the fidelity of the distractors, the effects of semantic related-
ness may also be influenced by the SOA.
Stimulus Onset Asynchrony • Previous results in a similar 
HI group of children on the picture–word task with auditory 
only semantically related distractors and pictures shown on a 
blank monitor (cross-modal task) allow us to predict how the 
SOA will influence performance. These results revealed pro-
nounced semantic interference at both the leading and lagging 
SOAs (Jerger et al. 2002a). The unusually broad time course 
of semantic interference in the HI group implied that the lex-
ical–semantic stage of processing was abnormally prolonged. 
These results allow us to predict significant effects of semantic 
relatedness for the auditory distractors in the HI group at both 
the leading and lagging SOAs. Stated differently, results for the 
auditory distractors are predicted to show a significant differ-
ence in the effects of semantic relatedness between the HI ver-
sus NH groups at the lagging SOA, but not at the leading SOA. 
Predictions about SOA based on the LSbyC hypothesis are pre-
sented above. The CT hypothesis modification did not address 
the effects of SOA. A novel contribution of this research may be 
to offer evidence about the effects of SOA on results with lower 
fidelity distractors. Finally, the effects of semantic relatedness 
may also be influenced by semantic capabilities.
Semantic Capabilities • With regard to the quality of lexical–
semantic representations, we predict that the effects of seman-
tic relatedness will be reduced in the HI group relative to NH 
group if semantic representations are impoverished or harder 
to access. Such higher-level difficulties should reduce semantic 
access for both auditory and audiovisual modes. Literature in 
individuals with childhood HI reports mixed results on a wide 
variety of semantic tasks (e.g., cross-modal picture–word task, 
auditory and visual Stroop tasks, category-verification tasks). 
Findings have been consistent with normal (Jerger et al. 2006), 
abnormal (Allen 1971; Jerger et al. 1994), and mixed normal 
and abnormal (Jerger et al. 1993, 2002a) semantic capabilities. 
With regard to vocabulary or categorical knowledge, again we 
controlled for possible deficiencies by deleting all test trials 
containing any item that was not correctly identified or catego-
rized on a category knowledge laboratory task (see the Partici-
pants and Methods section).

TABLE 1. Average absolute naming times for the semantically related and unrelated distractors in the NH and HI groups for the 
auditory and audiovisual modes at an SOA of −165 msec and +165 msec

NH Group HI Group

Distractor Modality Distractor Modality

Picture Distractor Pairs Auditory Audiovisual Auditory Audiovisual

SOA of −165 msec
 Related 1481 (411) 1502 (381) 1546 (511) 1624 (458)
 Unrelated 1389 (387) 1434 (416) 1507 (488) 1537 (457)
SOA of +165 msec
 Related 1612 (429) 1711 (447) 1692 (501) 1834 (539)
 Unrelated 1614 (469) 1697 (435) 1766 (522) 1804 (580)

HI, hearing impairment; NH, normal hearing; SOA, stimulus onset asynchrony.
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In short, our research should yield new insights about seman-
tic access by lower fidelity auditory speech in children with HI 
and whether visual speech enriches the fidelity of the auditory 
speech sufficiently to promote more normalized results. Positive 
results would support an interventional approach that empha-
sizes hearing and seeing the talker (i.e., lipreading) and suggest 
a possible disadvantage to an auditory–verbal therapy approach 
that does not encourage attending to visual speech (e.g., Esta-
brooks 2006). Positive results would also support the idea that 
attending to both auditory and visual speech inputs may allow 
children to devote more adequate attentional resources to learn-
ing and constructing semantic representations that are more 
typical of children with NH.

PARTICIPANTS AND METHODS

Participants
HI Group • Participants were 31 children with prelingual 
sensorineural HI (65% boys) ranging in age from 5 years 0 
months to 12 years 2 months years (M = 8 years 0 months). The 
racial distribution was 74% white, 16% black, 6% Asian, and 
3% multiracial, with 6% reporting Hispanic ethnicity. Average 
unaided sensitivity on the better ear at 500, 1000, and 2000 
Hz (pure-tone average) was 50.13 dB HL (American National 
Standards Institute 2004) and was distributed as follows: ≤20 
dB (23%), 21 to 40 dB (16%), 41 to 60 dB (29%), 61 to 80 dB 
(13%), 81 to 100 dB (6%), and >101 dB (13%). The pure-tone 
averages in the ≤20 dB subgroup did not reflect the hearing 
loss due to the uneven HLs across the 500 to 4000 Hz range. As 
an example, unaided sensitivity at the poorest two HLs across 
500 to 4000 Hz in this subgroup averaged 26 dB on the better 
ear and 35 dB on the poorer ear. In the total group, hearing 
aids were used by 58% of the children and a cochlear implant 

or cochlear implant plus hearing aid was used by 19%. Most 
devices were self-adjusting digital aids with the volume control 
either turned off or nonexistent. Participants who wore amplifi-
cation were tested while wearing their devices. Auditory word 
recognition (with amplification) was greater than 80% correct 
in 81% of the children (M = 87.34%). The average age at which 
the children who wore amplification received their first listen-
ing device was 34.65 months (SD = 19.67 months); the dura-
tion of device use was 60.74 months (SD = 20.87 months). The 
type of educational program was a mainstream setting in 81% 
of the children, with some assistance from (1) special educa-
tion services in 3%, (2) deaf education in 16%, and (3) total 
communication in 3%.
NH Group • Participants were 62 children with NH (53% 
boys) who also participated in a concurrent project with the 
multimodal task (Jerger et al. 2009b). Ages ranged from 5 
years 3 months to 12 years 1 month (M = 7 years 8 months). 
The racial distribution was 76% whites, 5% Asian, 2% black, 
2% Native American, and 6% multiracial with 15% reporting 
Hispanic ethnicity.
Criteria for Participation • All participants met the following 
criteria: (1) English as a native language, (2) ability to commu-
nicate successfully aurally/orally, (3) no diagnosed or suspected 
disabilities other than HI and its accompanying speech and lan-
guage problems, (4) auditory-only phoneme discrimination of 
greater than 85% correct on a two-alternative forced choice test 
that comprised stop consonants (/p/, /b/, /t/, /d/) coupled with 
the vowels (/i/ and /ʌ/), and (5) ability to identify accurately on 
auditory-only testing with the phonological distractors at least 
50% of the onsets starting with a consonant and 100% of the 
onsets starting with a vowel. On the latter measure, average per-
formance was 90% in the HI group and 99% in the NH group. 
All participants also passed measures establishing the normalcy 

TABLE 2. Predicted results in the children with HI from knowledge of the (1) lexical selection by competition hypothesis and (2) 
competition threshold hypothesis and from previous results for the (3) mode of the distractor, (4) SOA, and (5) semantic capabilities

Evidence Predicted Results

Lexical selection by 
competition

Normal pattern of rsults: semantic interference at leading  
SOA only

If no effect of HI,
(1) significant semantic interference at leading SOA 

only for auditory and audiovisual modes
(2) no difference between HI vs. NH groups

Competition threshold 
hypothesis

Lower fidelity auditory distractor
(1) does not reach competition threshold and produce 

interference, but
(2) does activate its concept which strengthens activation of  

the picture and facilitates naming

(1) no effect or semantic facilitation for lower 
fidelity auditory mode

(2) significant difference between HI vs. NH groups 
for lower fidelity auditory mode

Mode Results for phonological conflicting distractors produced 
interference for audiovisual mode but not for auditory mode

(1) significant semantic interference only for 
audiovisual mode

(2) significant difference between HI vs NH groups 
only for auditory mode

SOA Results on cross-modal task produced significant semantic 
interference at both leading and lagging SOAs for auditory 

mode

(1) Significant semantic interference at both 
leading and lagging SOAs for auditory mode

(2) Significant difference between HI vs. NH 
groups only at lagging SOA for auditory mode

Semantic capabilities Influence of vocabulary: controlled 

Less robust lexical-semantic representations

(1) Reduced effects of semantic relatedness for 
both auditory and audiovisual modes

(2) Significant difference between HI vs. NH 
groups for auditory and audiovisual modes

HI, hearing impairment; NH, normal hearing; SOA, stimulus onset asynchrony.
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of visual acuity (including corrected to normal; Rader 1977), 
oral motor function (Peltzer 1997), and hearing (NH group 
only). A comparison of the HI and NH groups on a set of cogni-
tive measures is detailed in the Results.

Materials and Instrumentation: Picture–Word Task
Stimulus Preparation • The speech distractors were recorded 
by an 11-year-old male actor with clearly intelligible normal 
speech without pubertal characteristics as judged by a speech 
pathologist. The talker looked directly into the camera, starting 
and ending each utterance with a neutral face/closed-mouth posi-
tion. His full facial image and upper chest were recorded. The 
audiovisual recordings were digitized via a Macintosh G4 com-
puter with Apple Fire Wire, Final Cut Pro, and Quicktime soft-
ware. Color video was digitized at 30 frames/second with 24-bit 
resolution at 720 × 480 pixel size. Auditory input was digitized at 
a 22 kHz sampling rate with 16-bit amplitude resolution.

Colored pictures were scanned into a computer as 8-bit PICT 
files and edited to achieve objects of a similar size and complex-
ity on a white background. Each picture was displayed on the 
talker’s T-shirt at shoulder level (below his neck). The total image 
(inner face, neck, and picture) subtended a visual angle of 10.53° 
vertically when viewed from 80 cm (participant’s forehead to 
monitor). The picture and inner face images, respectively, sub-
tended visual angles of 4.78° and 5.15° (eyebrow to chin) ver-
tically and 6.25° and 5.88° (eye level) horizontally. The visual 
angles are approximate because participants were free to move in 
their chairs. With regard to the SOA, the pictures were pasted into 
the video track to form SOAs of −165 msec (the onset of the dis-
tractor was 5 frames before the onset of the picture) or +165 msec 
(the onset of the distractor was 5 frames after the onset of the 
picture) (see Fig. 1B). To be consistent with the cross-modal task, 
we defined a distractor’s onset on the basis of its auditory onset.

The pictures were coupled to both audiovisual (dynamic face) 
and auditory (static face) speech distractors. As an example of a 
stimulus for the audiovisual condition, participants experienced 
a 1000 msec (get-ready) period of the talker’s still neutral face 
and upper chest, followed by an audiovisual utterance of one 
distractor word and the presentation of one picture on the chest, 
followed by 1000 msec of the still neutral face and the colored 
picture. For the auditory condition, participants experienced 
exactly the same stimulus except for the video track, which was 
edited to contain only the still neutral face for the entire trial.
Test Materials • Development of the pictures and distractors 
has been detailed previously (Jerger et al. 2002b). The content of 
the distractors was manipulated to represent semantic or phono-
logical relations or no relation to the pictures. Because this article 
is focused on the semantic items, the phonological items are not 
detailed (see Jerger et al. 2009b). The semantic items consisted of 
seven pictured objects and 14 word distractors that were coupled 
to the pictures to represent semantically related and unrelated pic-
ture word pairs (see Supplemental Digital Content 1, http://links.
lww.com/EANDH/A109, for items). Examples, respectively, are 
the picture-distractor pairs of dog-bear and dog-cheese.

In addition to the picture–word task, a distractor-recognition 
task quantified the children’s ability to recognize the spoken 
words of the picture–word task. The recorded items were pre-
sented both auditorily and audiovisually, and the children were 
instructed to repeat each item. The responses of the HI group 
were scored by an audiologist who was familiar with each 

child’s consistent mispronunciations, which were not scored 
as incorrect. Finally, a category knowledge (picture-pointing) 
task quantified the children’s ability to recognize the semanti-
cally related item pairs of the picture–word task. Children were 
instructed to find each pair of items of six pictured alternatives 
by category membership and name the items (which ones are 
food, animals, etc).
Experimental Instrumentation • The video track of the 
Quicktime movie file was routed to a high-resolution monitor, 
and the auditory track was routed through a speech audiometer 
to a loudspeaker. The outer borders of the monitor contained 
a colorful frame, yielding an effective monitor size of about 
36 cm. The monitor and loudspeaker, mounted on an table of 
adjustable height, were directly in front of the child at eye level. 
Participants named pictures by speaking into a unidirectional 
microphone mounted on an adjustable stand. The microphone 
was placed approximately 30 cm from the participant’s mouth 
without blocking his or her view of the monitor. To obtain nam-
ing latency, the computer triggered a counter/timer with better 
than 1 msec resolution at the initiation of a movie file. The timer 
was stopped by the onset of the participant’s naming response 
into the microphone, which was fed through a stereo-mixing 
console amplifier and 1 dB step attenuator to a voice-operated 
relay (VOR). A pulse from the VOR stopped the timing board 
via a data module board. The counter timer values were cor-
rected by the amount of silence in each movie file before the 
onset of the picture. We verified that the VOR was not triggered 
by the distractors.

Procedure
Participants were tested in two sessions, one for auditory 

testing and one for audiovisual testing. For the HI group, the 
first session was always the audiovisual mode because pilot 
results indicated better recognition of the auditory distractors 
when the children had previously undergone audiovisual testing. 
For the NH group, the first session was counterbalanced across 
participants according to modality. The sessions were separated 
by about 13 days for the NH group and 5 days for the HI group. 
Before beginning, a tester showed each picture on a 5 in × 5 
in card, asking children to name the picture and teaching them 
the target names of any pictures named incorrectly. Next, the 
tester flashed some picture cards quickly and modeled speeded 
naming. The child copied the tester for another few pictures. 
Speeded-naming practice continued until the child was naming 
the pictures fluently.

The children sat at a child-sized table with a cotester alongside 
to keep them on task. The tester sat at a computer workstation. 
Each trial was initiated by the tester pushing the space bar (out 
of the participant’s sight). Participants were instructed to ignore 
the distractors and to name each picture as quickly and as accu-
rately as possible. They completed one unblocked condition (in 
the auditory or audiovisual mode) comprised of randomly inter-
mixed distractors—semantic or phonological relationships, 
no semantic or phonological relationship, or a vowel-onset  
(/i/ and /ʌ/)—presented at two SOAs (−165 msec and +165 
msec). No individual picture or word distractor was allowed to 
recur without at least two intervening trials. The intensity level 
of the distractors was approximately 70 dB SPL as measured 
at the imagined center of the participant’s head with a sound 
level meter.

http://links.lww.com/EANDH/A109
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RESULTS

Comparison of Groups
The children with NH were selected from a pool of 100 typi-

cally developing children (see Jerger et al. 2009a, 2013) to form 
a group with a mean and distribution of ages as akin to that in 
the HI group as possible. The purpose of developing an age-
comparison NH group was to evaluate our criteria that perfor-
mance in the HI group was comparable to that in the NH group, 
except for the speech and language measures. We quantified 
performance on a set of nonverbal and verbal measures (see 
Supplemental Digital Content 2, http://links.lww.com/EANDH/
A110, for results and citations for measures). Statistical analy-
ses of the results and average performance in the groups are pre-
sented herein. With regard to age and the nonverbal measures, a 
mixed-design analysis of variance (ANOVA) with one between-
participants factor (groups: NH versus HI) and one within-par-
ticipants factor (measures: standardized scores for age, visual 
motor integration, visual perception, visual simple reacton 
time [RT]) indicated no significant differences between groups. 
The Measures × Group interaction, however, approached sig-
nificance, F (3,273) = 2.45; MSE = 0.893; p = 0.064; partial  
η2 = 0.026, suggesting that at least one measure might differ 
significantly between groups. Multiple t tests with the problem 
of multiple comparisons controlled with the False Discovery 
Rate procedure (Benjamini & Hochberg 1995; Benjamini et al. 
2006) indicated that age, visual motor integration, and visual 
simple RT did not differ in the groups. Averages in both groups 
were about 7 years 10 months for age, 100 standard score for 
visual motor integration, and 725 msec for simple RT. In con-
trast to these findings, visual perception performance was sig-
nificantly better in the NH than the HI group (average standard 
scores respectively of 115 and 95).

With regard to the verbal measures, a mixed-design ANOVA 
with one between-participants factor (groups: NH versus HI) 
and one within-participants factor (measures: standardized 
scores for receptive vocabulary, expressive vocabulary, articu-
lation, auditory word recognition, visual-only lipreading) indi-
cated significantly different overall performance in the groups,  
F (1,91) = 5.74; MSE = 0.808; p = 0.019; partial η2 = 0.059. 
A significant Measures × Groups interaction indicated that the 
relationship between groups, however, was not consistent across 
the measures, F (4,364) = 30.51; MSE = 0.736; p < 0.0001; 
partial η2 = 0.251. Multiple t tests with the False Discovery Rate 
procedure indicated that auditory word recognition, articulation 
proficiency, and receptive and expressive vocabulary were sig-
nificantly better in the NH group whereas visual-only lipreading 
was significantly better in the HI group. Performance in the NH 
versus HI groups, respectively, averaged 99 versus 87% cor-
rect for auditory word recognition, one versus five errors for 
articulatory proficiency, and 115 versus 95 standard scores for 
vocabulary skills. In contrast to these results, visual-only lip-
reading in the NH versus HI groups averaged 11 versus 23%, 
respectively. Enhanced lipreading ability in individuals with 
early-onset hearing loss has been reported previously (Lyxell 
& Holmberg 2000; Auer & Bernstein 2007). Overall, these 
data indicate that performance differed in the NH versus HI 
groups only on the speech/language measures, with one excep-
tion. Results were better in the NH group for visual perception 
even though visual performance was within the average normal 
range in both groups. Reasons for this difference are unclear.

Characteristics of the Picture–Word Data • Picture-naming 
responses that were incorrect (i.e., misnamed the picture) or 
flawed (e.g., lapses of attention; triggering the VOR with a non-
speech sound, dysfluency, etc.) were deleted on-line and read-
ministered after intervening items. The total number of trials 
deleted with replacement averaged about 2.5 in both the NH 
and HI groups (range = 0 to 6). The number of missing trials 
remaining at the end because the replacement trial was also 
flawed averaged about 0.6 in both groups (range = 0 to 3).

To control for mishearing a distractor and for categorical 
knowledge deficiencies, we deleted all trials containing items 
that were not correct on (1) the distractor repetition task or (2) 
the category knowledge test. This constraint did not require any 
deletions in the NH group. In the HI group, performance on the 
distractor repetition task (n = 14) averaged about 13.3 items cor-
rect for both the audiovisual and auditory modes, requiring the 
deletion of about 0.7 items/child (range = 0 to 4). Performance 
on the category knowledge task for the pictures and distractors 
(n = 21) averaged about 20.9 items correct in the HI group, with 
2 children requiring the deletion of one item each. Overall, of a 
total of 14 picture–word pairs or trials, the naming times consid-
ered below were based, on average, on 13.5 pairs for children in 
the NH group and 12.8 pairs for children in the HI group.
Effects of Semantic Relatedness • Table 1 summarizes aver-
age absolute naming times for the unrelated and related distrac-
tors in the NH and HI groups for the auditory and audiovisual 
modes at an SOA of −165 msec and +165 msec. Figure 2A, 
B depicts the effects of semantic relatedness as quantified by 
adjusted naming times (difference between the 2 types of dis-
tractors) in the groups for the two modes at each SOA. The 0 
baseline of the ordinate represents absolute naming times for 
the unrelated distractors (Table 1).

We have a complex factorial design with one between-participants 
factor (group: NH versus HI) and three within-participants factors 
(SOA: −165 msec versus +165 msec; mode: auditory versus 
audiovisual; and type of distractor: unrelated versus related). In this 
circumstance, an omnibus factorial ANOVA addressing only global 
effects is typically less powerful than more focused approaches that 
address specific predictions/effects (Rosenthal et al. 2000; Abdi 
et al. 2009). Thus we carried out planned orthogonal contrasts 
(Abdi & Williams 2010) (see Supplemental Digital Content 3,  
http://links.lww.com/EANDH/A111, for results of omnibus 
analysis). The contrasts below address effects of semantic 
relatedness in terms of the (1) LSbyC, (2) CT hypothesis, (3) 
mode, (4) SOA, and (5) semantic knowledge. Our predictions are 
summarized in Table 2.
Lexical Selection by Competition Hypothesis • Planned 
orthogonal contrasts evaluated whether the semantically related 
versus unrelated naming times (Fig. 2A, B) differed significantly, 
an outcome that would indicate significant effects of semantic 
relatedness as predicted by the LSbyC hypothesis. Results at 
−165 msec SOA indicated significant semantic interference (1) 
in the NH group for both the auditory and audiovisual modes, 
respectively Fcontrast

 (1, 91) = 8.63; MSE = 21758.372; p = 0.004; 
partial η2 = 0.086, and F

contrast
 (1, 91) = 4.66; MSE = 21758.372; 

p = 0.033; partial η2 = 0.048, and (2) in the HI group for the 
audiovisual mode, F

contrast
 (1, 91) = 7.63; MSE = 21758.372;  

p = 0.007; partial η2 = 0.077. Results at +165 msec SOA 
indicated significant semantic facilitation in the HI group for 
the auditory mode, F

contrast
 (1, 91) = 5.58; MSE = 21758.372;  

p = 0.020; partial η2 = 0.058. Table 1 shows that the absolute 
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naming times in both groups were consistently slower (about 
200 to 300 msec) at +165 msec relative to −165 msec SOA with 
one exception, namely the facilitated semantically related times 
in the HI group for auditory input. Thus the facilitation effect 
for the poorer fidelity auditory input seems to represent a true 
speeding up of the semantically related times. No other signifi-
cant results were observed.

Results in the NH group for the auditory and audiovisual 
modes and results in the HI group for the audiovisual mode 
showed significant semantic interference at −165 msec SOA 
and no effect at +165 msec SOA. This pattern of results is con-
sistent with the LSbyC hypothesis. Results in the HI group for 
the auditory mode, however, are not consistent with the LSbyC 
hypothesis.
CT Hypothesis • To address the predictions of the CT 
 hypothesis, we may apply the abovementioned planned orthogo-
nal contrasts evaluating whether the semantically related versus 
unrelated naming times for the auditory mode in the HI group 
(Fig. 2) differed significantly (i.e., showed semantic interfer-
ence or facilitation). Results for the auditory mode in the HI 
group indicated no effect of semantic relatedness at −165 msec 
SOA and significant semantic facilitation at +165 msec SOA; p 
= 0.020 as reported earlier. Results support the CT hypothesis.
Mode of the Distractor • To address the predictions based 
on our previous results in the HI group on the multimodal task 
with phonological distractors, planned orthogonal contrasts 
evaluated whether the adjusted naming times (Fig. 2) collapsed 
across SOA differed significantly (1) between the auditory ver-
sus audiovisual modes for the HI group and (2) between the HI 
versus NH groups for each mode. Results for the auditory ver-
sus audiovisual modes in the HI group indicated that adjusted 
naming times differed significantly, F

contrast
 (1,91) = 17.82; MSE 

= 7065.696; p < 0.001; partial η2 = 0.164. Results in the HI ver-
sus NH groups for the different modes indicated that adjusted 
naming times differed significantly only for the auditory mode, 
F

contrast
 (1,91) = 12.17; MSE = 7065.696; p < 0.001; partial η2s= 

0.118. This outcome mirrors the results for the phonologi-
cal distractors and supports the supposition that adding visual 
speech produces more normalized results.

Stimulus Onset Asynchrony • To address the predictions based 
on our previous results in a similar group of children with HI on 
the cross-modal picture–word task with semantic auditory distrac-
tors, we may apply the F

contrast
 results for the CT hypothesis. Results 

for the auditory mode in the HI group (Fig. 2) indicated no effects 
of semantic relatedness at the leading SOA (−165 msec) and sig-
nificant semantic facilitation at the lagging SOA (+165 msec), p 
= 0.020 as reported earlier. This pattern of results contrasts with 
our previous results on the cross-modal picture–word task, which 
showed pronounced semantic interference in HI group at both the 
leading and lagging SOAs (i.e., −150 msec and +150 msec).
Semantic Capabilities • To address the predictions based on our 
theories and research about semantic development in children with 
HI, we may apply the F

contrast
 results for the mode of the distractor 

for the HI versus NH groups. Results indicated that the adjusted 
naming times differed significantly between groups only for the 
auditory mode, p < 0.001 as reported earlier. Thus results do not 
support the idea that semantic representations for our set of lexi-
cal items are impoverished in the present HI group. Higher-level 
difficulties associated with less rich and robust semantic represen-
tations should have affected the results for both modes of inputs.
Individual Variability in the HI Group • To probe individual 
variability in the semantic facilitation effect (auditory mode; 
Fig. 2B) and interference effect (audiovisual mode; Fig. 2A) due 
to different degrees of HI and age, we conducted multiple regres-
sion analyses, see Supplemental Digital Content 4, http://links.
lww.com/EANDH/A112, for results). Neither the degree of HI 
nor age significantly influenced results. The maximum variance 
in performance accounted for by either the combined or unique 
influences of degree of HI and age ranged from only 0 to 7%.

DISCUSSION

This research applied a new multimodal picture–word task 
to examine how poorer fidelity auditory input in children with 
HI may influence semantic access by speech. Our multimodal 
approach allowed us to (1) quantify semantic access by lower 
fidelity auditory speech and (2) probe whether the addition 
of visual speech enriched the fidelity of the auditory input 
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Fig. 2. Effects of semantic relatedness as quantified by adjusted naming times (difference between semantically related and unrelated distractors) for the audi-
tory and audiovisual distractors in the groups with NH versus HI at SOAs of −165 msec (A) and +165 msec (B). The zero baseline of the ordinate represents 
absolute naming times for the unrelated distractors (Table 1). A star indicates significant semantic interference or facilitation. Error bars are standard errors of 
the mean. Aud, auditory; AV, audiovisual; HI, hearing impairment; NH, normal hearing; SOA, stimulus onset asynchrony.
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sufficiently to promote more normalized results. Next, we focus 
on examining these issues in the HI group in terms of the CT 
hypothesis, semantic capabilities, and previous results in the 
present or similar children with HI on picture–word tasks.

If we generalize the CT hypothesis to our study, it suggests 
that the poorer fidelity auditory semantically related (relative to 
unrelated) distractors will produce no effect or semantic facilita-
tion, rather than interference, on picture–word tasks. Our results 
for the auditory mode offered clear support for the CT hypoth-
esis. The lower fidelity auditory speech heard by children with HI 
affected the normalcy of semantic access. The CT hypothesis did 
not model the effects of SOA, but our results indicated that SOA 
is a critical determinant of the outcome. Results for the auditory 
distractors in the HI group (Fig. 2A, B) indicated a null effect at 
−165 msec SOA and a facilitation effect at +165 msec SOA. This 
outcome implies that the null and facilitation effects in these chil-
dren were not either/or effects. Initially the poorer fidelity audi-
tory distractors did not produce any effect; with time the initial 
null effect morphed into a facilitation effect. Finally, these results 
for the auditory mode do not agree with our previous results on 
the cross-modal task in a similar group of children with HI. The 
previous results revealed pronounced semantic interference at 
both SOAs. Further research is needed to resolve this difference.

With regard to the mode of the distractor, the addition of 
visual speech transformed the pattern of results. In the presence 
of visual speech, the semantic distractors produced an interfer-
ence effect at −165 msec SOA and no effect at +165 msec SOA, 
yielding a pattern of results typical of normal children on the 
multimodal task (Fig. 2) and children and adults on the cross-
modal task (Schriefers et al. 1990; Jerger et al. 1994; Damian 
& Martin 1999; Jerger et al. 2002a, c; Hanauer & Brooks 2003, 
2005; Seiger-Gardner & Schwartz 2008).

Finally, a consistent implication in both the present and the 
Jerger et al. (2002a) picture–word studies is that the organiza-
tion of semantic memory is well structured in terms of categori-
cal knowledge in children with HI. Although the items of our 
cross-modal and multimodal tasks are early learned and highly 
familiar, the pronounced semantic relatedness effects observed 
in both studies suggest that the organization of semantic mem-
ory and semantic representations do not differ in children with 
NH versus HI. Early lexical learning seems robust over a range 
of early auditory sensory experiences. This idea is also con-
sistent with our previous semantic results on a category-veri-
fication task assessing category typicality and out-of-category 
relatedness effects in children with HI (Jerger et al. 2006).

In short, this research applied a multimodal picture–word 
task to investigate semantic access by auditory and audiovi-
sual speech. A value of our newly developed on-line approach 
is in delineating the information that becomes available to lis-
teners when a word is spoken. Results highlighted the critical 
importance of audiovisual speech in promoting the normalcy of 
semantic access by spoken words in children with HI.
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