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Patch management is a crucial component of information security management. An important problem within this context from a vendor’s perspective is to determine how to release patches to fix vulnerabilities in its software. From a firm’s perspective, the issue is how to update vulnerable systems with available patches. In this paper, we develop a game-theoretic model to study the strategic interaction between a vendor and a firm in balancing the costs and benefits of patch management. Our objective is to examine the consequences of time-driven release and update policies. We first study a centralized system in a benchmark scenario to find the socially optimal time-driven patch management. We show that the social loss is minimized when patch-release and update cycles are synchronized. Next, we consider a decentralized system in which the vendor determines its patch-release policy and the firm selects its patch-update policy in a Stackelberg framework, assuming that release and update policies are either time driven or event driven. We develop a sufficient condition that guarantees that a time-driven release by the vendor and a time-driven update by the firm is the equilibrium outcome for patch management. However, in this equilibrium, the patch-update cycle of the firm may not be synchronized with the patch-release cycle of the vendor, making it impossible to achieve the socially optimal patch management in the decentralized system. Therefore, we next examine cost sharing and liability as possible coordination mechanisms. Our analysis shows that cost sharing itself may achieve synchronization and social optimality. However, liability by itself cannot achieve social optimality unless patch-release and update cycles are already synchronized without introducing any liability. Our results also demonstrate that cost sharing and liability neither complement nor substitute each other. Finally, we show that an incentive-compatible contract on cost sharing can be designed to achieve coordination in case of information asymmetry.
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1. Introduction

After the flames from Slammer’s attack were doused and the technology industry caught up on its lost sleep, we started asking questions. Why did this happen? Could we have prevented it? What can we do to keep such a thing from happening again? (Donner 2003, p. 2)

These are some of the questions that the security community asks after every major security incident. Today most security incidents are caused by flaws in software, called *vulnerabilities* (Shostack 2003). It is estimated that there are as many as 20 flaws per thousand lines of software code (Dacey 2003). Computer Emergency Response Team/Coordination Center (CERT/CC) statistics reveal that the number of vulnerabilities reported has increased dramatically over the years, from only 171 in 1995 to 8,064 in 2006 (CERT 2007). Along with vulnerabilities, the sophistication of attack tools has also advanced over time. Using the interconnected nature of the Internet and automated attack tools, attackers (hackers) exploit software vulnerabilities at an alarming rate to cause serious damage to firms, including unauthorized access to systems, corruption or modification of data, and unavailability of system resources to authorized users. The ultimate solution to software vulnerabilities is application of patches.¹ Software vendors generally release patches to fix vulnerabilities in their software products. However, many systems are left unpatched for months, even for years (Shostack 2003). According to CERT/CC, around 95% of security breaches could be prevented by keeping systems up-to-date with appropriate patches (Dacey 2003). The Slammer worm, which swept the Internet in January 2003, caused network outages all around the world, affecting 911 call centers, airlines, and ATMs. But Microsoft had released the patch fixing

¹ Other solutions include workarounds and software upgrades. However, these are outside the scope of this paper.
the vulnerability that Slammer exploited six months before the incident. Similarly, Code Red and Nimda wreaked havoc on those companies that were not current with their software patch updates (McGhie 2003).2

So, if patches are the panacea to software vulnerabilities, why don’t firms apply them as soon as vendors make them available? To begin with, patch management is multifaceted, and there are several operational reasons for not applying patches immediately. First, there are too many vulnerabilities to patch. In an average week, vendors and security organizations announce around 150 vulnerabilities along with information on how to fix them (McGhie 2003). Sorting through all these vulnerabilities to find the relevant ones is a tedious and labor-intensive job. Second, patches cannot be trusted without testing (Donner 2003). Before being applied in production environments, each patch must be tested to make sure that it is working properly and does not conflict with other existing applications in the system. Testing many platforms and configuring the system represent significant time and cost. In fact, practitioners view the time and manpower requirements for testing patches before deployment as their biggest challenge to patching servers in a timely manner (Shipley 2004). Third, there is no standard way of distributing patches. Some patches are available on the vendor website and some patches are not. Even if they are available, firms are too busy to continually check the vendor site (Bloor 2003). Fourth, every patch requires installation after testing. This mostly means taking the system down and restarting (rebooting) it. If the patch is applied to a critical system in a production environment, downtime can be very expensive. Therefore, updating systems with patches is costly. On the other hand, not updating systems promptly with necessary patches can be costly too. The time window between identification of a vulnerability and creation of an exploit has shrunk dramatically over the years (Shipley 2004). Once an exploit is released, it may be too late to consider patching. For example, Slammer exploited 90% of vulnerable systems within 10 minutes of its release (Dacey 2003). Code Red infected a total of 359,000 computers within 14 hours of its release with a total estimated damage of $2.6 billion (McGhie 2003), just to name a few. Firms must act fast to avoid falling victim to malicious acts.

Today, patch management is regarded as an important component of effective information security programs (McGhie 2003). However, managing the patch update process is complex and costly. Firms do not have slack resources to divert from other operations to the patch-update process. Updating systems with released patches has become a full-time job for IT professionals in many firms (Davidson 2003). The Aberdeen Group estimates the tab for patch management for U.S. businesses at $2 billion per year (Ulfelder 2002). To manage the patch-update process efficiently, firms need to determine the extent of resources, both human and technology, necessary to evaluate, test, and deploy patches, well in advance. Because the way the patch-update process is managed has a profound effect on the level of resources needed to facilitate the process, firms today follow periodic update policies for patch management. For example, Novartis Pharma AG updates its systems every month (Pruitt 2003). Similarly, Therma Electron rolls out patches once a month (Foley and Hulme 2004). These periodic update policies, although stationary in nature, resolve the firm’s resource uncertainty in patch management by creating predictable schedules.3 Predictable schedules not only make the determination of necessary resources easy, but also balance the operational costs associated with patching vulnerabilities and security risks arising from not patching vulnerabilities.

Periodic updates are even more possible today because most vendors release their patches periodically. Although the common practice in the past was to release patches as soon as they were ready, in an effort to ease the burden on system administrators struggling with frequency of updates, and to make the process more predictable, today many software vendors follow periodic patch-release policies (Pruitt 2003). For example, Microsoft changed its patch-release schedule and switched to a monthly patch-release cycle in October 2003. Computer Associates and SAP have been using periodic releases longer than Microsoft. Both Computer Associates and PeopleSoft, Inc. issue patches quarterly (Foley and Hulme 2004).4 These periodic patch-release policies allow firms to plan for patch deployments (Fisher 2006). As said by Rick Greenwood, CTO of Shavlik Technologies, “if it’s a planned event and you know that patches are coming, you can set up a structure to plan. It is not so much of a problem when you have advance notice” (Naraine 2005).

Given that patch management is costly and vulnerabilities are defects caused by software vendors, recently the security community has started

---

2 The list also includes other malware, like Nanchi, Klez, Lovsan, SoBig, Bugbear, Swen, and Yaha. These malware exploited vulnerabilities for which patches had been readily available before the major incident, but some firms had not applied the patches to prevent damages (Fontana 2003).

3 This is very similar in concept to the periodic review inventory policies that firms follow to replenish their inventories.

4 Although patches for critical vulnerabilities are still released as early as possible, typical vulnerabilities, which constitute a very large fraction of all vulnerabilities, are fixed through periodic releases.
questioning the implications of cost sharing for patch management. Because firms currently bear the cost of patching, and firms cannot keep up with the sheer number of patches released by vendors every day, it may help firms if software vendors share this burden (Farber 2003). The argument is very simple: Because you do not have to pay to repair your car when a manufacturer defect, such as faulty brakes, is found, why should firms pay for the cost of patching? What if the vendor’s release policy prevents the patch from being released? Then, the question changes to a liability issue in security. Using the previous analogy, if faulty breaks cause you to be in an accident, the car manufacturer can be held liable in court. What if a firm’s server is attacked because of a specific vulnerability for which a patch has not yet been released by the vendor? Should the software vendor be liable for the firm’s damage?

In this paper, we study the problem of patch management to understand how patches should be released and how vulnerable systems should be updated with released patches following stationary policies. We consider two types of stationary policies: (i) time-driven patch management in which patches are released or updated in batches once after a fixed amount of time has elapsed, and (ii) event-driven patch management in which patches are released by the vendor in batches after a fixed number of vulnerabilities have been identified or updated by the firm in batches after a fixed number of patches are available. Stationary policies are of particular interest to us for the following reasons. First, it seems unlikely that a vendor/firm will use complex dynamic procedures to manage the patch-release/update process. As explained above, managing the patch-update process requires strategic decisions in terms of allocation of resources. In fact, simple stationary policies have been widely used in practice. Second, it is a standard practice in the literature to restrict the action space to stationary policies to facilitate the analysis of dynamic problems (see, e.g., Cachon and Zipkin 1999, Bernstein and Federgruen 2004, and Zhang 2006). Third, stationary policy assumption facilitates the analysis of coordination mechanisms, which cannot be done in a dynamic framework, and coordination is the main focus of this paper.

Given the prevalence of time-driven patch-release and time-driven patch-update policies in practice, our main goal is to examine the consequences of such a regime for patch management. We first study a benchmark scenario in which patch-release and update decisions are made by a coordinator in a centralized system to characterize the socially optimal time-driven patch-management policies. We then consider a decentralized system for patch management where the vendor determines its patch-release policy and the firm selects its patch-update policy in a Stackelberg framework, assuming that release and update policies are either time driven or event driven. After that, we develop a sufficient condition under which time-driven patch-release and time-driven patch-update policies arise as the equilibrium outcome of the patch-management game. Finally, we analyze whether and when cost sharing and/or liability can serve as coordination schemes to achieve the socially optimal patch management in the decentralized system.

Our analysis shows that time-driven patch-release and update cycles are synchronized at social optimality; that is, patches must be applied by the firm as soon as they are released by the vendor to minimize the social loss. However, when time-driven patch-release and update cycles are determined individually, they may not be synchronized. Even if they are synchronized, they can be longer or shorter than the socially optimal patch-release/update cycle. Therefore, certain coordination schemes are required to achieve socially optimal patch release and update. Our analysis shows that cost sharing itself may achieve synchronization and social optimality. However, liability by itself cannot achieve optimality unless patch-release and update cycles are already synchronized without introducing any liability. When patch-release and update cycles are synchronized, we show that the use of cost sharing expands the synchronized cycle while the introduction of liability shrinks it. Based on our results, we propose the use of cost sharing (liability) as a coordination mechanism if the vendor’s tolerance level for patch release is lower (higher) than the system’s tolerance level for patch update. Surprisingly, we find that cost sharing and liability neither complement nor substitute each other. Finally, we show that an incentive compatible contract can be designed to achieve coordination using cost sharing even in the case of information asymmetry.

2. Literature Review
To the best of our knowledge, the study that comes closest to ours is the study by Beattie et al. (2002), who examine the effect of patch quality on patch-update decisions. Unlike our model, their unit of analysis is a single patch. Because periodic patch releases and operational issues associated with patching dictate periodic patch updates, firms cannot effectively address the issue of patch management on a per-patch base. August and Tunca (2006) study the effect of user incentives on software security in a network of individual users under costly patching and negative network security externalities. While we focus on the coordination of different parties in a vertical relationship (vendor-to-customer), they focus on the coordination of different parties in a horizontal relationship
(customer-to-customer). In a recent work, they question whether a software vendor should allow users of pirated copies of a software product to apply security patches (August and Tunca 2008).

Our study in patch management is closely related to studies in vulnerability discovery literature and vulnerability disclosure literature. In one of the earliest studies in vulnerability disclosure literature, Laakso et al. (1999) describe the need for cooperation among the originator (i.e., identifier of the vulnerability), the coordinator (i.e., CERT), and the repairer (i.e., vendor). Yet, Havana (2003) reports that the current vulnerability handling practices are ill-defined. To achieve coordination, Cavusoglu et al. (2007) question whether vulnerabilities should be kept secret or be announced to the public, immediately or some time after discovery. Arora et al. (2005) test the impact of various vulnerability disclosure mechanisms on vendor patch-release speed. Nizovtsev and Thursby (2005) study the incentives of individuals to disclose software vulnerabilities.

In vulnerability discovery literature, researchers in general question the social value of discovering software vulnerabilities (Rescorla 2004). Schechter (2002) proposes a vulnerability market where software vendors offer rewards for finding vulnerabilities in their products. Ozment (2004) later argues that bug auctions can improve the efficiency of such a vulnerability market. Building on these arguments, Kannan and Telang (2004) analyze the impact of monetary incentives provided by a profit-seeking organization on the vulnerability identification.

The two coordination mechanisms we consider in this paper resemble the choice between fixed and variable penalties that are used to reduce firms’ production and to indirectly reduce externality (see, for example, Levi and Nault 2004 and references therein). One major difference is that we study a system where the suboptimality is due to incentive misalignment between two parties in a vertical relationship, while heterogeneity among different firms in a horizontal relationship and information asymmetry between the social planner and firms are the major factors affecting the choice of a proper coordination mechanism in Levi and Nault (2004).

3. Model Basics

We study a simple system consisting of one software vendor and one firm that uses the software. In this setup, the vendor releases patches to fix vulnerabilities in its software while the firm updates its system with released patches to prevent exploitation of vulnerabilities. We consider two types of stationary patch-management policies: time driven and event driven. In time-driven patch management, the firm updates its system with new patches once in every $T_f$ time units (i.e., the firm’s patch-update cycle is $T_f$) and the vendor releases patches once in every $T_v$ time units (i.e., the vendor’s patch-release cycle is $T_v$). In event-driven patch management, the firm updates its system with new patches after $N_f$ patches are released by the vendor (i.e., the firm’s patch-update cycle is $N_f$) and the vendor releases patches after $N_v$ vulnerabilities are identified (i.e., the vendor’s patch-release cycle is $N_v$).

The firm incurs two types of cost in patch management: damage cost as a result of exploitation of vulnerabilities not patched yet, and patch-update cost associated with identifying, testing, and installing patches. The objective of the firm is to minimize the sum of the damage and patch-update costs by choosing an appropriate patch-update policy.

Damage Cost. Damage cost is incurred because either (i) the vendor waits to release patches until its next release for identified vulnerabilities, or (ii) the firm does not update its system with released patches until its next update. We refer to the period between the time at which a vulnerability is identified and the time at which a patch is released as the prerelease period. Similarly, we refer to the period between the time at which a patch is released and the time at which the firm applies the patch as the postrelease period. Figure 1 illustrates the prerelease and postrelease periods for the vulnerability identified at $\tau$ under a time-driven release/time-driven update regime.

**Assumption 1.** The damage cost incurred is proportional to the duration of the prerelease and postrelease periods. Further, the damage costs of different vulnerabilities are independent.

The proportionality assumption is natural because the damage cost is related to the probability that the vulnerability is exploited during the prerelease and postrelease periods. The independence assumption is made to simplify our analysis. We define $c_d$ and $c_e$ as the expected damage cost per unit time in the prerelease and postrelease periods, respectively.

---

5 We assume that the vendor is capable of developing a patch as soon as a vulnerability is identified. However, patch-development time can easily be incorporated into our model without changing our qualitative results.
Assumption 2. \( c_b < c_a \).

Assumption 2 states that the damage cost per unit time in the prerelease period is less than that in the postrelease period. This follows from the fact that the probability of exploitation of a vulnerability is higher after the vulnerability is announced by the vendor publicly.

Patch Update Cost. Every time the firm updates its system with missing patches, it incurs (i) a variable cost, \( nc_f \), due to testing and configuration changes and/or recoding, and installation, where \( n \) is the number of missing patches and \( c_f \) is the cost per patch, and (ii) a fixed cost, which captures the cost associated with identification of missing patches and the cost of downtime during installation of tested patches. We define \( K_f^u \) and \( K_f^e \) as the fixed patch-update cost of time-driven and event-driven policies, respectively.

Assumption 3. \( K_f^u < K_f^e \).

Assumption 3 follows from the fact that a time-driven patch-update policy is more predictable for the firm than an event-driven patch-update policy. Firms following a time-driven patch-update policy can set up schedules and have the resources ready to deploy patches. Knowing when the next update occurs resolves the firm’s uncertainty, which in turn reduces the fixed cost of patch updates. First, unlike an event-driven policy, a time-driven policy does not require the firm to constantly observe the patch releases to count the number of outstanding missing patches. Second, the firm can avoid costly downtimes during business hours caused by an event-driven update policy. This is very important for deploying firms because “most organizations, especially with mission-critical operations, need to have negotiated downtimes [for patch updates]” (Naraine 2005). Later in §5, we refine the relationship between these parameters in Lemma 2. Specifically, we assume that the firm’s average fixed cost under the best event-driven patch-update policy is at least twice the average fixed cost under the best time-driven patch-update policy.

The vendor incurs two types of cost in patch management: patch-release cost associated with developing patches for its identified vulnerabilities, and reputation cost for having vulnerable software. The vendor minimizes the sum of the patch-release and reputation costs by choosing an appropriate patch-release policy.

Patch Release Cost. To develop a patch for a vulnerability, the vendor must assign some resources. Also, each developed patch must pass through some tests to make sure that it works properly. This is the variable component of the patch-release cost, \( nc_v \), where \( n \) is the number of released patches and \( c_v \) is the cost per patch. There is also a fixed cost of informing the public about patches, making patches available in different platforms, and other PR costs, denoted by \( K_v \). Because we assume that the vendor is capable of developing patches for vulnerabilities as soon as vulnerabilities are identified, there is no fixed-cost differential for the vendor for different patch-release policies.

Reputation Cost. The vendor incurs a cost in term of reputation loss. We define \( \alpha_b \) and \( \alpha_s \) as the reputation cost per unit time of exposure in prerelease and postrelease periods, respectively. This cost refers to the expected loss in future sales because of reduction in perceived quality of software and trust in the software vendor.

Assumption 4. \( \alpha_b > \alpha_s \).

Assumption 4 follows from the fact that the vendor’s reputation has more to lose if the vulnerability is exploited when a patch is not released yet to fix it. To conclude this section, we highlight our other main assumptions below.

Assumption 5. Identification of vulnerabilities follows a Poisson process with an arrival rate of \( \lambda \).

Assumption 6. All parameters are common knowledge.

In §6.4, we relax Assumption 6 and show how our analysis can be extended to an asymmetric information case. We next study the patch-management problem in a centralized system to provide a benchmark.

4. Patch Management in a Centralized System

In this section, we assume that patch-release and update cycles are time driven. In §5, we prove that a time-driven patch release by the vendor and a time-driven patch update by the firm is the equilibrium outcome for patch management in a decentralized system. In the centralized system, a social planner decides on the patch-release and update cycles to minimize the social cost. We define the social cost as the patch-management-related losses of the system. Because decisions for patch management are made by a social planner, no reputation cost is incurred (\( \alpha_s = \alpha_a = 0 \)). Let

- \( L^i(T_v, T_f \mid n) \) = total expected system cost during one update cycle (\( T_f \)) conditional on \( n \) patches released within this update cycle,
- \( C^i(T_v, T_f) \) = expected average system cost per unit time.
\[ L_1(T_v, T_f | n) \text{ consists of three parts: patch-management cost (including patch-release cost and patch-update cost), total damage cost in the prerelease periods, and total damage cost in the postrelease periods.} \]

\[ K_f^* + c_f n + kK_v + c_v n. \] (1)

To assess the total damage cost in the prerelease and postrelease periods, suppose that \( n_i \) patches are released at the end of \( i \)th patch-release cycle during the considered patch-update cycle, \( i = 1, \ldots, k \). The time between the \( i \)th set of patch releases, which happens at time \( iT_v \), and the patch update, which happens at time \( kT_v \), is \( (k - i)T_v \). Therefore, the damage cost in the postrelease periods for \( n_i \) patches released at the end of the \( i \)th patch-release cycle is \( c_v n_i (k - i)T_v \). It follows that the total damage cost in the postrelease periods during one patch-update cycle is

\[ \sum_{i=1}^{k} c_v n_i (k - i)T_v = c_v T_v \sum_{i=1}^{k} n_i (k - i). \] (2)

With some algebra, we obtain the conditional total expected damage cost incurred in the postrelease periods as

\[ E_{[n_1, \ldots, n_k]} \left[ c_v (n_1 (k - 1)T_v + \cdots + n_k - 1T_v) \mid \sum_{i=1}^{k} n_i = n \right] = \frac{1}{2} c_v n(k - 1)T_v. \] (3)

All missing proofs are available in the online supplement (provided in the e-companion).\(^8\)

Next, we evaluate the total damage cost in the prerelease periods during one patch-update cycle. It is clear from the above discussion that damage in the prerelease periods depends on the time at which a vulnerability is identified. Therefore, we need to know the exact time points at which vulnerabilities are discovered. Let \( \tau^*_j \) denote the vulnerability identification/patch availability time for the \( j \)th vulnerability in the \( i \)th patch-release cycle. Then, the time between vulnerability identification and patch release is \( iT_v - \tau^*_j \) for \( j = 1, \ldots, n_i \), where \( n_i \) is the number of patches released at the end of the \( i \)th patch-release cycle. Therefore, the prerelease period damage cost associated with the vulnerability identified at time \( \tau^*_j \) is

\[ c_v (iT_v - \tau^*_j). \] Then, damage cost in the prerelease periods associated with all vulnerabilities identified in the \( i \)th patch-release cycle is \( \sum_{j=1}^{n_i} c_v (iT_v - \tau^*_j) \). Therefore, the total damage cost in the prerelease periods during one patch-update cycle is

\[ \sum_{j=1}^{n_i} c_v (iT_v - \tau^*_j). \] (4)

The expected value of the expression in (4) can be shown to be

\[ E \left[ \sum_{j=1}^{n_i} c_v (iT_v - \tau^*_j) \right] = \frac{1}{2} c_v n T_v. \] (5)

From (1), (3), and (5), the total expected system cost during one patch-update cycle conditional on \( n \) patches released within this cycle is

\[ L_1(T_v, T_f | n) = K_f^* + c_f n + kK_v + c_v n + \frac{1}{2} c_v n T_v + \frac{1}{2} c_v n (k - 1)T_v. \]

Because the vulnerability-identification process is a Poisson process with an arrival rate of \( \lambda \), the number of patches released during one patch-update cycle \( N \) is a Poisson random variable with a density function \( \text{Pr}[N = n] = \Lambda(T_f)^n \exp(-\Lambda T_f)/n! \). Hence, the total expected system cost during one update cycle is

\[ \sum_{n=0}^{\infty} L_1(T_v, T_f | n) \frac{(\Lambda T_f)^n}{n!} e^{-\Lambda T_f} = K_f^* + kK_v + \left[ c_f + c_v + \frac{1}{2} c_v T_v + \frac{1}{2} c_v (k - 1)T_v \right] \lambda T_f. \]

It follows that the expected average cost per unit time is

\[ C^*(T_v, T_f) = \frac{L_1(T_v, T_f)}{T_f} = \frac{K_f^*}{T_f} + \frac{1}{2} c_v \Lambda T_f + \frac{K_v}{T_v} + \frac{1}{2} (c_v - c_v) \Lambda T_v + (c_f + c_v) \lambda. \] (6)

Thus, the social planner’s problem with the time-driven patch-release and update policies is

\[ \min_{T_v \geq 0, T_f \geq 0} \{C^*(T_v, T_f) \mid T_f = kT_v \text{ for any } k\}. \] (7)

The following result characterizes the optimal time-driven patch-management policies when \( T_f \) and \( T_v \) are determined together by the social planner.

**Proposition 1.** Let \( T_v^* \) and \( T_f^* \) be the optimal patch-release and update cycles for the centralized system, respectively. Then,

\[ T_v^* = T_f^* = \sqrt{\frac{2 (K_v + K_f^*)}{\lambda c_v}}, \] (8)

and the minimum expected average system cost is

\[ C^*(T_v^*, T_f^*) = \sqrt{2 \lambda (K_v + K_f^*) c_v + \lambda (c_f + c_v)}. \] (9)
Proposition 1 states that at social optimality, patch-release and update cycles are *synchronized*, that is, patches must be applied to the system as soon as they are released by the vendor. Because, for a fixed patch-update cycle \((T_f)\), delaying the patch release within this patch-update cycle can only reduce the total cost. The reason is the following: As \(T_f\) increases, releasing the patch becomes less costly for the vendor. At the same time, the firm incurs less damage cost because prerelease damage cost is lower than postrelease damage cost. Hence, the optimal patch-release cycle must be equal to the optimal patch-update cycle.

In practice, patch-release and patch-update policies are determined by the vendor and the firm individually. Next, we characterize the vendor’s patch-release policies and the firm’s patch-update policies in a non-cooperative setting.

## 5. Patch Management in a Decentralized System

We model the patch-release decision of the vendor and the patch-update decision of the firm as a Stackelberg game with the vendor as the leader and the firm as the follower. The sequence of events is summarized in Table 1. To simplify what follows, we refer to \(N_v\), \(T_v\), and \(k\) as choices of the vendor’s/firm’s “strategic variables.” In the first stage, the vendor chooses its (release) policy, which is either event driven or time driven; following this choice, the vendor chooses the value of the appropriate strategic variable \(N_v\) or \(T_v\). In the second stage, the firm, upon observing the choices of the vendor, chooses its (update) policy, which is also either event driven or time driven, followed by the value of the appropriate strategic variable \(N_f\) or \(T_f\). We represent the strategic variable of the firm as a threshold \(k\), which is simply \(N_f/N_v\) or \(T_f/T_v\), depending on the context. It is straightforward to see that this places no restriction on the firm’s choices, and simplifies the exposition of our analysis and proofs. When the vendor and the firm choose a different policy, we represent the strategic variable of the firm as a threshold \(T_f\) or \(N_f\), depending on the firm’s policy. Expected payoffs are represented by pairs of functions \(C_i^J, C_i^T\), where \(i\) and \(J\) index the policies of the vendor and the firm, and \(v\) and \(f\) refer to the vendor and the firm, respectively. The arguments of these functions are the strategic variables of the vendor and the firm, respectively, and depend on the policies chosen as summarized in Table 1.

The main result of this section is to show that, under certain conditions, which we make clear shortly, the vendor following a time-driven release and the firm following a time-driven update is the unique equilibrium outcome of the game, with equilibrium expected costs \(C_v^{TE}, C_f^{TE}\) for each pair of policies \(I, J\), which are the payoffs for various outcomes of the game we analyze.

<table>
<thead>
<tr>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Payoffs (costs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Players</td>
<td>Vendor</td>
<td>Firm</td>
</tr>
<tr>
<td>Actions</td>
<td>Event driven (N_v)</td>
<td>Event driven (N_f)</td>
</tr>
<tr>
<td></td>
<td>(k (N_v = kN_f))</td>
<td>Time driven (T_v)</td>
</tr>
<tr>
<td></td>
<td>Time driven (T_v)</td>
<td>Event driven (N_f)</td>
</tr>
<tr>
<td></td>
<td>(k (T_f = kT_v))</td>
<td>Time driven (T_f)</td>
</tr>
</tbody>
</table>

It is important to note that we do not model a dynamic continuous time game. Our modeling abstraction is a static game, where the choices of the vendor and the firm are made sequentially, and whose payoffs are the expected values of functions derived based on our prior description of how events unfold over time. Clearly, a complete dynamic game is more general, admits the possibility of the firm changing its policy over time, and represents an interesting direction for future work. However, our approximation as formulated is a complete and well-defined game.

We look for a subgame perfect Nash equilibrium outcome of the game. More precisely, in stage 2, given the choices of the vendor, and the policy choice of the firm, the firm chooses its strategic variable to minimize its expected cost. In stage 1, after choosing its policy, the vendor chooses its strategic variable to minimize its expected cost after taking into account the anticipated response of the firm. We will subsequently show that this leads to unique levels of costs \(C_v^{TE}, C_f^{TE}\) for each pair of policies \(I, J\), which are the payoffs for various outcomes of the game we analyze.

The main result of this section is to show that

**Step 1.** Lemmas 1 and 2 establish that \(C_v^{TE} < C_f^{TE}\) and \(C_f^{TE} < C_v^{TE}\), respectively. Therefore, the scenario with both the vendor and the firm choosing time-driven policies is a Nash equilibrium outcome.

**Step 2.** Lemma 3 establishes that \(C_v^{TE} < C_f^{TE}\). As a consequence, because the vendor moves first, and given Lemmas 1 and 2, the vendor will always choose a time-driven policy in the game’s first stage. Hence, the Nash equilibrium outcome is unique subgame perfect.

Denote \(k^{TE}\) as the expected value of \(T_f/T_v\) when patch release is time driven and patch update is event driven (note that \(T_f\) is a random variable in this case). Lemma 1 presents a sufficient condition under which the firm would always choose the best time-driven patch-update policy instead of the best event-driven
patch-update policy when the vendor follows a time-driven patch-release policy.

**Lemma 1.** If \( K_f^E / k^{TE} \geq 2K_f^T / k^{TT} \), then \( C_v^{TT^*} < C_v^{EE^*} \).

In essence, the condition in Lemma 1 refines the relationship between the fixed costs of time-driven and event-driven update policies, as given in Assumption 3. It states that the firm’s average fixed cost under the best event-driven patch update should be at least twice the average fixed cost under the best time-driven patch update for the firm to choose the time-driven update policy. Judging from the wide use of time-driven patch-update policies, it is reasonable to assume that such a condition holds in practice (Pruitt 2003, Foley and Hulme 2004). In the remainder of the paper, we assume that this condition holds. However, we acknowledge that this condition defines the parameter space in which our results are valid. Solving the game without any restriction may change the equilibrium outcome of the game, and therefore is a good direction for future research.

Lemma 2 states that the vendor incurs a lower cost using the best time-driven release policy compared to using the best event-driven release policy when the firm responds with the best time-driven update policy.

**Lemma 2.** \( C_v^{TT^*} < C_v^{EE^*} \).

Intuitively, when the firm follows a time-driven patch-update policy, the firm does not take the vendor’s patch-release cycle into consideration if the vendor’s patch-release cycle is event driven. This is because the vendor’s choice does not provide any information to the firm beyond what is already known through the Poisson process. Therefore, the vendor cannot benefit from being the Stackelberg game leader. Lemma 3 states that the vendor incurs a lower cost with the best time-driven release and time-driven update than with the best event-driven release and event-driven update.

**Lemma 3.** \( C_v^{TT^*} < C_v^{EE^*} \).

The intuition behind Lemma 3 is the following. For any event-driven patch-release policy, the vendor can choose a proper time-driven patch-release cycle to achieve the same patch-management cost. However, the reverse is not necessarily true due to the integral constraint on the number of patches released when an event-driven patch-release policy is followed. Now, we are ready to present the main result of this section.

**Proposition 2.** At equilibrium, the vendor follows a time-driven patch-release policy and the firm responds with a time-driven patch-update policy. Further, this equilibrium outcome is unique subgame perfect.

In the remainder of the paper, we use the term “patch release” and “patch update” instead of “time-driven patch release” and “time-driven patch update.” Similarly, we drop the superscript of \( K_f \) and use \( K_f^* \) to denote the firm’s fixed cost for patch update.

In characterizing the equilibrium outcome of the patch-management game, we demonstrate that under the time-driven release and update regime, the firm’s response \( k^{TT} \) satisfies

\[
k^{TT}(k^{TT} - 1) < \frac{2K_f}{\lambda c_v k_v^2} \quad \text{and} \quad k^{TT}(k^{TT} + 1) \geq \frac{2K_f}{\lambda c_v k_v^2}.
\]

Taking this response into consideration, the vendor, as the Stackelberg game leader, chooses the patch-release cycle \( T_v \) by solving the following problem:

\[
\min_{T_v, k} \frac{K_v}{T_v} + \frac{1}{2}(\alpha_b - \alpha_a)\lambda T_v + \frac{1}{2}\alpha_a kTv + c_v \lambda
\]

s.t. \( k(k - 1) < \frac{2K_f}{\lambda c_v k_v^2} \) and \( k(k + 1) \geq \frac{2K_f}{\lambda c_v k_v^2} \),

where the firm’s response is fully captured by the two constraints. With this formulation, the vendor chooses \( T_v \) and \( k \) simultaneously to minimize its average expected cost. It is easy to see that (i) for a given \( k \), the objective function in (10) is convex in \( T_v \), and (ii) for a given \( T_v \), the objective function increases in \( k \). Note that the two constraints restrict the feasible region for \( T_v \). Therefore, the vendor’s cost as a function of \( T_v \) is piecewise convex.

From (10) and (11), we see that there are no closed-form solutions for the values of strategic variables at equilibrium in the decentralized system. Because our focus is on coordination schemes to achieve the socially optimal patch release and update, and the patch-release and update cycles are identical at social optimality, in the next lemma we characterize the region where the patch-release and update cycles are identical without any coordination mechanism.

**Lemma 4.** If \( K_f / c_v \leq 2K_v / \alpha_v \), then the optimal patch-release cycle is \( T_v^{\text{opt}} = \sqrt{2K_v/(\lambda \alpha_v)} \) and the corresponding patch-update cycle \( T_f^{\text{opt}} \) is equal to \( T_v^{\text{opt}} \).

Note that \( K_f / c_v \) can be interpreted as the tolerance level of the firm to wait for update, and \( K_v / \alpha_v \) as the tolerance level of the vendor to wait for release without any coordination. When the firm’s tolerance level is smaller than twice the vendor’s tolerance level, patch update will be synchronized with patch release when both decisions are made individually. This result is very intuitive. Unless the firm is tolerant to wait until

\[\text{In fact, the vendor only chooses } T_v. \text{ This choice forces the firm to select a specific value for } k, \text{ which is implicitly determined by the vendor.}\]
every other release, the firm chooses to patch its system immediately with every new release. However, one should note that even for this case, the synchronized patch-release/update cycle is not necessarily identical to the synchronized cycle that minimizes the social cost. Therefore, patch-update and patch-release cycles are, in general, not socially optimal when they are determined separately. In some situations (when \( K_f / c_b > 2 K_v / c_b \)), patch-release and patch-update cycles may not even be synchronized. In these cases, the decentralized patch management cannot be socially optimal. In the next section, we study possible coordination schemes that can achieve the socially optimal patch management even if patch-release and update policies are determined noncooperatively.

6. Coordination Schemes

IT practitioners have long been aware of the lack of coordination between patch-release and update policies of vendors and firms (Donner 2003, McGhie 2003). Recently, they began speculating on some approaches to better align the incentives of both groups for effective patch management. One suggested scheme is cost sharing, in which the vendor shares a portion of the patch-update cost of the firm (Farber 2003). Another approach is to use liability (Schneier 2004). This latter approach requires the vendor to bear a part of the cost associated with exploitations. However, it is not clear which mechanism is sufficient or whether we need both mechanisms to achieve the socially optimal patch management. In this section, we study these mechanisms to understand how much and when they should be used to coordinate the release and update decisions in the decentralized system.

Through cost sharing, every time a patch update occurs, \( \theta^* \) (0 \( \leq \theta^* \leq 1 \)) portion of the fixed cost of patch update is charged to the vendor. Through liability, every time a vulnerability is exploited before the patch that fixes the vulnerability is released, the vendor has to pay \( \theta^d \) (0 \( \leq \theta^d \leq 1 \)) portion of the damage cost incurred by the firm. Note that the vendor bears no liability for exploitations that occur if patches are already released. In other words, the vendor is liable only for the damage cost that the firm incurs in prerelease periods. Note that these two coordination schemes do not change the equilibrium outcome of the patch-management game. This can be seen from the following observations. First, Lemmas 2 and 3 continue to hold with either coordination scheme. Second, liability does not affect the condition in Lemma 1, and cost sharing reduces \( K_f / k^{IT} \) (see the constraints in (11)). Consequently, the condition in Lemma 1 remains valid with cost sharing.

6.1. Cost Sharing

We first present our main result on when and how much cost sharing can achieve the socially optimal patch management.

**Proposition 3.** Cost sharing can achieve the socially optimal patch release and update if

\[
\frac{K_v}{\alpha_b} \leq \frac{K_v + K_f}{c_b} \leq \frac{K_v}{\alpha_b} + \alpha_b = \frac{\alpha_b}{\alpha_b - \alpha_e} \tag{12}
\]

and the required level of cost sharing is \( \theta^* = (K_v + K_f) / (K_v c_b) - K_v / K_f \).

Remember that we interpreted \( K_v / \alpha_b \) as the tolerance level of the vendor to wait for patch release. Similarly, one can treat \( (K_v + K_f) / c_b \) as the tolerance level of the system to wait for patch update, and \( K_v / \alpha_b \times (\alpha_b + \alpha_e) / (\alpha_b - \alpha_e) \) as the tolerance level of the vendor with maximum cost sharing. The condition in (12) states that when the system’s tolerance level is higher than the vendor’s tolerance level without cost sharing and lower than the vendor’s tolerance level with maximum cost sharing, cost sharing is sufficient to achieve the socially optimal patch release and update. This result implies that there is a level of cost sharing that can align the incentives of the vendor and the system. If you interpret \( (K_v + \theta^* K_f) / \alpha_b \) as the vendor’s tolerance level with \( \theta^* \) level of cost sharing, as \( \theta^* \) increases, the vendor becomes more tolerant to wait to release its patches. At some value of \( \theta^* \), vendor’s tolerance level meets the system’s tolerance level. This is the point where the social optimality is reached. In fact, if we equate the tolerance level of the system with the tolerance level of the vendor with cost sharing and solve for \( \theta^* \), we get the optimal level of cost sharing required to achieve the social optimum as given in Proposition 3. Note that full cost sharing can never achieve the social optimality because it always results in a synchronized cycle larger than the socially optimal synchronized cycle.

Firms generally blame vendors for defective products regardless of whether vendors promptly release a patch or not. Therefore, we expect that a vendor incurs similar reputation costs before and after a patch release (\( \alpha_e \approx \alpha_b \)). Hence, if the vendor tends to release its patches more frequently than what the social optimality demands, there is always a level of cost sharing that makes the vendor release its patches at socially optimal frequency. One should note that cost sharing does not have to take the form of cash exchange between the vendor and the firm. Recently, software vendors have started offering free patch-management tools to reduce the burden of their customers. For example, Microsoft has free utilities to help firms
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\(^{10}\) The full cost sharing cannot achieve the optimality. Therefore, the system’s tolerance level is adjusted by a factor \( (\alpha_b + \alpha_e) / (\alpha_b - \alpha_e) \).
manage the patch-update process such as Microsoft Update, Microsoft Baseline Security Analyzer, and Windows Server Update Services (Microsoft 2005). These free tools can be regarded as a cost-sharing mechanism used in practice.

If cost sharing by itself cannot achieve the coordination, liability may help in that case. We next study liability as another coordination scheme.

### 6.2. Liability

We first characterize when and how much liability can achieve the socially optimal patch management.

**Proposition 4.** Liability can achieve the socially optimal patch release and update if

\[
\frac{K_v + K_f}{c_b} \leq \frac{K_v}{\alpha_b}
\]

and the required level of liability is \( \theta^* = \frac{K_v}{(K_v + K_f) - \alpha_b/c_b} \).

Recall from (12) that cost sharing can achieve socially optimal patch release and update if \((K_v + K_f)/c_b \geq K_v/\alpha_b \). When this is violated, (13) states that liability by itself can achieve the socially optimal patch release and update. Note that \( K_v/(c_b + \alpha_b) \) can be regarded as the vendor’s tolerance level to wait for patch release with full liability. But the vendor’s tolerance level with full liability is always less than the system’s tolerance level \((K_v + K_f)/c_b \). Therefore, we can conclude that using liability achieves the socially optimal patch release and update as long as the system’s tolerance level to wait for patch release is lower than the vendor’s tolerance level to wait for patch release without liability. Intuitively, it implies that there is a level of liability that can align the incentives of the vendor and the system. If you interpret \( K_v/(\theta^*c_b + \alpha_b) \) as the vendor’s tolerance level with \( \theta^* \) level of liability, as \( \theta^* \) increases, the vendor becomes less tolerant to wait to release its patches. At some value of \( \theta^* \), the vendor’s tolerance level meets the system’s tolerance level. This is the point where the social optimality is reached. In fact, if we equate the tolerance level of the system with the tolerance level of the vendor with liability and solve for \( \theta^* \), we obtain the optimal level of liability required to achieve the social optimum as given in Proposition 4.

Today, most software packages come with no liability clause. Therefore, liability may not be implemented in the current practice. However, firms are demanding liability clauses in their contracts with vendors (Fisher 2002). Our study sheds light on the potential role that liability can play in coordinating patch releases and updates. We hope that our findings can help legislative authorities tackle the issue of software liability within the context of patch management. Recently, the liability issue has attracted the attention of different researchers in information security; see Kim et al. (2005) for a discussion on how liability can improve software quality.

Combining (12) and (13), we conclude that a social planner can achieve the socially optimal patch release and update with either cost sharing or liability as long as \((K_v + K_f)/c_b \leq (K_v/\alpha_b + \alpha_b)/[\alpha_b(\alpha_b - \alpha_s)]\). Next, we study cost sharing together with liability to see if the joint use of them (i) increases the size of the feasible region in which socially optimal patch management is achieved, in other words, whether cost sharing and liability complement each other, or (ii) gives the coordinator more flexibility in choosing appropriate liability and cost-sharing levels, in other words, whether cost sharing and liability substitute each other.

### 6.3. Cost Sharing with Liability

We first summarize our result regarding the joint use of cost sharing and liability.

**Proposition 5.** Cost sharing together with liability can achieve the socially optimal patch release and update if

\[
\frac{K_v + K_f}{c_b} \leq \frac{K_v}{\alpha_b + \alpha_s} - \frac{\alpha_b}{\alpha_b - \alpha_s}
\]

and the levels of cost sharing and liability satisfy

\[
\frac{K_v + K_f}{\alpha_b + \theta^*c_b} = \frac{(K_v + K_f)}{c_b}.
\]

Propositions 3, 4, and 5 characterize the conditions under which a social planner can use cost sharing or liability or both to achieve the socially optimal patch management. Our analysis shows that what coordination scheme to use depends on where the tolerance level of the system falls. When the system’s tolerance level is lower than the vendor’s tolerance level with maximum cost sharing, there is a coordination mechanism that can achieve the socially optimal patch management. If the system’s tolerance level is lower than the vendor’s tolerance level without cost sharing or liability, then liability by itself results in the socially optimal patch release/update. On the other hand, if the system’s tolerance level is higher than the vendor’s tolerance level without cost sharing or liability, then cost sharing by itself leads to the socially optimal patch release/update. When the system’s tolerance level is very high, neither cost sharing nor liability can coordinate the vendor’s patch release and the firm’s patch-update decisions. Interestingly, for these scenarios, the joint use of two schemes cannot achieve the socially optimal patch management either. Therefore, using both coordination schemes does not enlarge the feasible region to achieve social optimality compared to using cost sharing and liability individually.

Given that these two schemes are not complementary, one natural question to ask is whether using the
two schemes allows the social planner more flexibility in choosing different mechanisms, that is, can the coordinator increase the cost-sharing level to reduce the liability level and still achieve coordination, or vice versa? To answer this question, assume that (12) holds; therefore, there exists $\theta_0 \in (0, 1)$ and $\theta_0' = 0$ such that (15) is satisfied. Then, cost sharing only can coordinate patch release and update. Because (14) holds when (12) holds, using cost sharing together with liability can also coordinate patch release and update. However, (15) shows that if $\theta' > 0$, then $\theta^c$ must be greater than $\theta_0'$. This implies that cost sharing and liability are not substitutes for each other. If cost sharing only or liability only can coordinate the patch-management decisions, using both schemes together will only cause the vendor to bear more cost. Therefore, the social planner should never use both coordination schemes at the same time to coordinate patch-management decisions if the purpose is to coordinate the system with minimum additional cost on the vendor side.

6.4. Implementation Issues
So far in this paper, we have assumed that our cost parameters are common knowledge to the players. Some of these costs can easily be estimated; see, for example, Foley and Hulme (2004). However, if estimating the firm’s or the vendor’s private cost is difficult, there can be several approaches to coordinate the patch-management decisions. First, the coordinator can use a proxy for these unknown cost elements. For example, market capitalization loss can be a proxy to assess the firm’s damage cost as a result of a security breach (Cavusoglu et al. 2004b). Similarly, reduction in market value of the software vendor after an announcement of a vulnerability in its software can be considered as reputation cost for the vendor. Second, the coordinator can use an independent external auditor to assess the firm’s and the vendor’s patch-management costs. Third, the coordinator can design an incentive compatible mechanism to obtain private costs of the vendor and the firm (Fudenberg and Tirole 1991). This mechanism ensures that both the firm and the vendor truthfully reveal their cost to the coordinator. While designing such a mechanism, the coordinator should also consider the sequential game being played between the vendor and the firm. The structure of this game is different from typical mechanism design games where agents do not interact with each other (Fudenberg and Tirole 1991, p. 243). First, we investigate the ramification of the asymmetry of information between players in the patch-management process. We specifically address whether the social planner can design a contract on cost sharing such that it ensures incentive compatibility.

Assume that the fixed update cost ($K_f$) is unobservable to the coordinator and the vendor, but it is common knowledge that the firm can incur either low cost $K_f$ or high cost $\tilde{K}_f$ with respective probabilities $p$ and $\bar{q}$. All other parameters are common knowledge.

The game unfolds in three stages. First the coordinator offers a menu of cost-sharing contracts $((\bar{K}_f, \bar{\theta}^c); (\tilde{K}_f, \tilde{\theta}^c))$, where $\bar{\theta}^c (\tilde{\theta}^c)$ is the portion of the fixed cost of patch update charged to the vendor for the firm with type $K_f (\tilde{K}_f)$. Then, the vendor decides on its patch-release cycle. After that, the firm chooses its patch-update cycle, based on private knowledge of its fixed cost. Proposition 6 characterizes the optimal contract for cost sharing with asymmetric information and the region in which the social optimality can be achieved.

**Proposition 6.** When the firm’s fixed cost for patch update is private, the incentive-compatible contract for cost sharing guarantees the social optimality if

$$K_v \alpha_b \leq \frac{K_v + pK_f + q\tilde{K}_f}{c_b} \leq \min \left\{ \frac{K_f + K_v}{\alpha_b}, \frac{K_v}{\alpha_b}, \frac{K_v}{\alpha_b} - \alpha_f \right\}$$

and the optimal menu of contracts for cost sharing under asymmetric information satisfies $\tilde{\theta}^c = \alpha_b (K_v + pK_f + q\tilde{K}_f)/(c_b K_f) - K_v/K_f$ and $\bar{\theta}^c = \alpha_b (K_v + pK_f + q\tilde{K}_f)/(c_b K_f) - K_v/K_f$.

Proposition 6 implies that, to obtain the second-best solution, the coordinator sets a different cost-sharing level for each patch update cost type that results in the same amount of benefit. Our analysis reveals that cost sharing can still be used to achieve the socially optimal patch management. Asymmetric information may only restrict the feasible region over which cost sharing is the coordination mechanism without changing our interpretation of the feasible region in terms of tolerance levels. Similar incentive-compatible contracts can be designed for other coordination mechanisms when some cost elements are not common knowledge.

7. Concluding Remarks and Future Work
Patch management is a significant issue in information security management. An important problem within this context is to determine how to update a vulnerable system with necessary patches, that is, to determine the optimal patch-update policy. Keeping the system up-to-date with recently released patches results in higher operational costs, while patching the system infrequently for its vulnerabilities leads
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11 We thank Barrie Nault for bringing this issue to our attention.
12 We thank Gerald A. Feltham for pointing out this alternative to obtain the firm’s true damage cost.
to higher damage costs associated with higher levels of exploitation. Different patch-release policies on the vendor’s side make this problem even more difficult. Therefore, the firm should define its patch-update policy to find the right balance between operational and damage costs considering the vendor’s patch-release policy. In this paper, we characterize the equilibrium strategies for the vendor’s patch release and the firm’s patch update. Our model setting is very simple: one vendor that chooses a patch-release policy to fix the vulnerabilities in its software program and one firm that uses the software program and decides on a patch-update policy to patch its system with available patches. Using this simple setting, we first derive the socially optimal time-driven patch-release and update policies. After finding the best solution in the benchmark scenario, we then analyze a realistic scenario in which the vendor determines its patch-release policy and the firm selects its patch-update policy individually in a Stackelberg framework, assuming that the release and update policies are either time driven or event driven. Finally, we address how a social planner can coordinate the patch-release policy of the vendor and the patch-update policy of the firm using cost sharing and/or liability. By comparing the resulting patch-release and update cycles with those of the socially optimal patch management, we develop sufficient conditions for each coordination scheme to achieve the socially optimal patch management.

We show that a time-driven release by the vendor and a time-driven update by the firm is the equilibrium outcome under realistic settings in the decentralized system. Our analysis of the centralized system reveals that the socially optimal time-driven patch management requires synchronization of patch-release and update cycles. When decisions for patch-release and update policies are left to the vendor and the firm, individual decision making may result in asynchronized cycles for patch management. Even if patch-release and update cycles are synchronized, the synchronized cycle may not be the optimal patch-release/update cycle.

Our results show that vendors are better off by releasing patches periodically instead of releasing them as soon they become available. This result justifies the common practice. For example, Microsoft released out-of-cycle patches only a few times after it started monthly releases (Fisher 2006). We also show that vendors typically prefer a time-driven release to an event-driven release, again reinforcing the common practice among vendors today. As pointed out by Schneier (2006), “there is an economic balancing act [in patch management for the vendor]: how much more will your users be annoyed by unpatched software [i.e., cost of attacks] than they will be by the patch [i.e., cost of patching], is that reduction in annoyance worth the cost of patching?” Our model captures this trade-off to provide insights into how often vendors should release patches to minimize their patch-management-related costs.

Vulnerabilities are signs of insecure software and patch management is an effort to deal with the effects of that weakness. In that sense, patch management is not an effort to fix the root cause of the problem. Only software vendors can fix the problem by improving the security of their software programs. As pointed out by Schneier (2004), vendors currently do not have any incentive to fix their software because the cost of insecurity is not borne by the vendors. Costs of patch management, both damage and update costs, fall on the shoulders of the firms that are using the defective software. Unless vendors bear some cost, security of their customers will not be in the vendors’ best financial interests. Our results clearly highlight this fact and provide several insights into how the issue of patch management can be coordinated using incentive schemes. If the vendors are releasing their patches less frequently than what the social optimality requires, keeping vendors responsible for firms’ losses due to vulnerability exploitations forces vendors to be more responsible in terms of releasing patches. Full liability is not even necessary to achieve the coordination. This finding is consistent with the current understanding among security practitioners that “one hundred percent of the liability shouldn’t fall on the shoulders of the software vendor, just as 100% shouldn’t fall on the network owner” (Schneier 2004). If the vendors are releasing their patches more frequently than what the social optimality demands, making vendors cover the cost of firms’ frequent updates causes vendors to become less prompt in terms of releasing patches. Even full cost sharing is not required for coordination. This result is also in line with the current view that “the cost of keeping your network and systems secure [with patch management] should be a shared burden, not just a cost of doing business” (Farber 2003). Because cost sharing and liability neither substitute nor complement each other, using both cost sharing and liability together to achieve coordination does not add value other than causing the vendor to bear more cost. To conclude, based on the incentive levels of the system and the vendor, the vendor should share either the burden (cost sharing) or the damage (liability), but not both to reach the social optimality with minimum level of additional cost on the vendor side.

To improve the effectiveness of the patch-management process, recently a number of third-party vendors stepped in to offer patch-management
Although patch-management tools automate the process of streaming the patch-management process. For example, Microsoft itself has several tools, including Microsoft Update, Microsoft Baseline Security Analyzer, Windows Server Update Services, and System Management Server (Microsoft 2005). These tools assist firms in patch management by automating some aspects of the process to reduce operational costs. However, currently, most of these utilities are very complex (NetSupport Solutions 2003) and only partially effective (Donner 2003). An administrator must still visit each machine if the automated installation fails. Although there is a potential to eliminate (i) frequent visits to vendor websites to check for new patches and manual downloads of relevant ones, and (ii) manual distribution of tested patches to vulnerable systems, patch-management tools cannot make up for testing (Travis 2003). Security administrators still need to test each patch internally before deploying to the enterprise automatically using these tools (Davidson 2003).

Given our model, we can speculate that these tools can help firms reduce both fixed and variable parts of the patch-update cost. This implies that when firms implement such solutions, they will update their systems more frequently than before. So, if release and update cycles are not synchronized at the beginning, they may become synchronized with the use of these tools. Also, patch-management tools will cause the tolerance level of the system to shrink, making liability a more attractive choice than cost sharing for social optimality. Apart from these immediate insights from our model, the impact of such utilities on the dynamics of the interactions between the software vendors and firms is definitely an interesting future research area.

We have made a number of simplifying assumptions. We assumed that firms can test available patches instantaneously. This assumption can somehow be justified because testing time is typically very short compared to the length of an update cycle. We assumed that there is only one vulnerable software program running on one computer. In reality, multiple computers with different risk profiles can be at risk from a specific vulnerability. To manage patch updates, firms can arrange these vulnerable machines into different groups, such as one group consisting of servers, the other group consisting of clients, and apply different patch-update policies. The use of patch-management tools makes this tiered distribution increasingly possible. We also assumed that each vulnerability causes the same level of threat. This is a reasonable assumption given that there is no easy way for an administrator to tell whether a vulnerability is serious or very serious (Donner 2003). Recently, some vendors started attaching a severity rating to their vulnerabilities. For example, Microsoft currently uses four ratings—critical, important, moderate, and low. Using this information, firms can devise different patch-update policies for vulnerabilities with different severity ratings to minimize the cost of patch management. In addition to coordinating patch release and update, cost sharing or liability may reduce the number of vulnerabilities in the vendor’s future products; we did not model this effect in this paper. Future research should address the above-mentioned problems.

In this paper, we restricted our attention to the interaction between one vendor and one firm. In practice, each vendor sells its product to different firms. It is straightforward to extend our analysis to the case where all firms are homogeneous in their patch-management-related costs. For the case where the firms’ cost parameters are not identical, the socially optimal patch management is not necessarily synchronized with all the firms. However, cost sharing and liability can still act as effective coordination schemes to improve the social welfare. For this to happen, different cost sharing or liability arrangements can be made between the vendor and firms. As a matter of fact, Microsoft charges big enterprises for its premium patch-management software (Systems Management Server) and offers similar software with less functionality free for small companies (Microsoft 2005). Our analysis offers one intuitive explanation for this practice: Large enterprises lose more when a vulnerability is exploited (both \( c_a \) and \( c_p \) are higher). Therefore, they update more frequently, which implies that a vendor has less incentive to share (see Proposition 3; note that the level of cost sharing decreases as \( c_p \) increases). A careful study of the impact of customer heterogeneity on the two coordination schemes is beyond the scope of this research and we leave the analysis to future work.

Notwithstanding these potentially attractive avenues for further research, this study, which we believe is the first to investigate the issue of enterprise patch management, provides useful insights into the value of patch-management policies of the vendor and the firm, and coordination of those through cost sharing and liability. Our findings justify the common belief in
security that security is not only a technological problem, it is also an economic problem (Anderson 2001, Cavusoglu et al. 2004a, Schneier 2004). To improve security, we must address both problems.

8. Electronic Companion
An electronic companion to this paper is available as part of the online version that can be found at http://mansci.journal.informs.org/.
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