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Abstract

Forecasting solar energy generation is a challenging task because of the variety of solar power systems and weather regimes encountered. Inaccurate forecasts can result in substantial economic losses and power system reliability issues. One of the key challenges is the unavailability of a consistent and robust set of metrics to measure the accuracy of a solar forecast. This paper presents a suite of generally applicable and value-based metrics for solar forecasting for a comprehensive set of scenarios (i.e., different time horizons, geographic locations, and applications) that were developed as part of the U.S. Department of Energy SunShot Initiative’s efforts to improve the accuracy of solar forecasting. In addition, a comprehensive framework is developed to analyze the sensitivity of the proposed metrics to three types of solar forecasting improvements using a design-of-experiments methodology in conjunction with response surface, sensitivity analysis, and nonparametric statistical testing methods. The three types of forecasting improvements are (i) uniform forecasting improvements when there is not a ramp, (ii) ramp forecasting magnitude improvements, and (iii) ramp forecasting threshold changes. Day-ahead and 1-hour-ahead forecasts for both simulated and actual solar power plants are analyzed. The results show that the proposed metrics can efficiently evaluate the quality of solar forecasts and assess the economic and reliability impacts of improved solar forecasting. Sensitivity analysis results show that (i) all proposed metrics are suitable to show the changes in the accuracy of solar forecasts with uniform forecasting improvements, and (ii) the metrics of skewness, kurtosis, and Rényi entropy are specifically suitable to show the changes in the accuracy of solar forecasts with ramp forecasting improvements and a ramp forecasting threshold.

Published by Elsevier Ltd.

Keywords: Grid integration; Nonparametric statistical testing; Solar power forecasting; Solar power ramps; Sensitivity analysis

1. Introduction

Solar power penetration in the United States is growing rapidly, and the SunShot Vision Study reported that solar power could provide as much as 14% of U.S. electricity demand by 2030 and 27% by 2050 (Margolis et al., 2012). At these high levels of solar energy penetration, solar power forecasting will become very important for electricity system operations. Solar forecasting is a challenging task, and solar power generation presents different challenges for transmission and distribution networks. On the transmission side, solar power takes the form of centralized solar power plants, a non-dispatchable component of the...
generation pool. On the distribution side, solar power is generated by a large number of distributed arrays installed on building rooftops and other sites. These arrays can alter traditional load patterns by offsetting electricity use behind the meter. Integrating large amounts of solar power into the grid can magnify the impact of steep ramps in solar power output, which poses challenges to system operators’ ability to account for solar variability. Forecast inaccuracies of solar power generation can result in substantial economic losses and power system reliability issues because electric grid operators must continuously balance supply and demand.

1.1. Overview of solar forecasting

Solar power output is directly proportional to the magnitude of solar irradiance incident on the panels. To integrate high penetrations of solar energy generation, accurate solar forecasting is required in multiple spatial and temporal scales. Solar irradiance variations are caused primarily by cloud movement, cloud formation, and cloud dissipation. In the literature, researchers have developed a variety of methods for solar power forecasting, such as statistical approaches using historical data (Hammer et al., 1999; Sfetsos and Coonick, 2000; Paoli et al., 2010), the use of numerical weather prediction (NWP) models (Marquez and Coimbra, 2011; Mathiesen and Kleissl, 2011; Chen et al., 2011), tracking cloud movements from satellite images (Perez et al., 2007), and tracking cloud movements from direct ground observations using sky cameras (Perez et al., 2007; Chow et al., 2011; Marquez and Coimbra, 2013a). NWP models are the most popular method for forecasting solar irradiance several hours or days in advance. Mathiesen and Kleissl (2011) analyzed the global horizontal irradiance in the continental United States forecasted by three popular NWP models: the North American Model, the Global Forecast System, and the European Centre for Medium-Range Weather Forecasts. Chen et al. (2011) developed a statistical method for solar power forecasting based on artificial intelligence techniques. Crispim et al. (2008) used total sky imagers (TSI) to extract cloud features using a radial basis function neural network model for time horizons from 1 min to 60 min. Chow et al. (2011) also used TSI to forecast short-term global horizontal irradiance. The results suggested that TSI is useful for forecasting time horizons up to 15 min to 25 min-ahead. Marquez and Coimbra (2013a) presented a method using TSI images to forecast 1-min averaged direct normal irradiance at the ground level for time horizons between 3 min and 15 min. Lorenz et al. (2007) showed that cloud movement-based forecasts likely provide better results than NWP forecasts for forecast timescales of 3 h to 4 h or less; beyond that, NWP models tend to perform better. In summary, forecasting methods can be broadly characterized as physical or statistical. The physical approach uses NWP and PV models to generate solar power forecasts; whereas the statistical approach relies primarily on historical data to train models (Pelland et al., 2013). Recent solar forecasting studies (Chu et al., 2014; Quesada-Ruiz et al., 2014) integrated these two approaches by using both physical and historical data as inputs to train statistical models. A brief description of these solar forecasting methods is summarized in Table 1.

As solar penetration increases, considerable research is underway to improve the accuracy of solar forecasting models. In the United States, the Department of Energy’s SunShot Initiative has created the solar forecasting accuracy improvement program to significantly improve the state of the art in solar forecasting.

1.2. Research motivation and objectives

A key gap in developing solar forecasting models is the unavailability of a consistent and robust set of metrics to measure and assess the improvement in forecasting accuracy, because different researchers use improvements described by different metrics as their own evaluation criteria. In addition, it is not clear that the traditional statistical metrics used to evaluate forecasts best represent the needs of power system operators. Because weather patterns and locational atmospheric conditions vary considerably both spatially and temporally, solar forecasting accuracy is dependent on geographic location and timescale of the data. Conventional measures of solar forecasting accuracy include root mean square error (RMSE), mean bias error (MBE), and mean absolute error (MAE). Marquez and Coimbra (2013b) proposed a metric for using the ratio of solar uncertainty to solar variability to compare different solar forecasting models. Espinar et al. (2009) proposed several metrics based on the Kolmogorov–Smirnov test

Table 1

<table>
<thead>
<tr>
<th>Methods</th>
<th>Description/comment</th>
<th>Forecast horizons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical approach</td>
<td>NWP models</td>
<td>6 h to days ahead</td>
</tr>
<tr>
<td>Total sky imagers (TSI)</td>
<td>TSI are used to extract cloud features or to forecast short-term global horizontal irradiance</td>
<td>0-30 min ahead</td>
</tr>
<tr>
<td>Statistical approach</td>
<td>Statistical methods</td>
<td>0-6 h ahead</td>
</tr>
<tr>
<td>Persistence forecasts</td>
<td>Persistence of cloudiness performs well for very-short-term forecasts</td>
<td>0-4 h ahead</td>
</tr>
</tbody>
</table>
integral (KSI) to quantify the differences between the cumulative distribution functions (CDFs) of actual and forecast solar irradiation data. However, many of the developed forecast metrics do not take into account the types of errors that have the most impact on power system operations. Extreme forecasting errors can have disproportionate economic and reliability impacts on operations; therefore, a set of metrics that emphasizes these errors is needed to capture the true impact of the forecasts on power system operations.

The objective of this paper is to develop a suite of generally applicable, value-based, and custom-designed metrics for solar forecasting for a comprehensive set of scenarios (different time horizons, geographic locations, and applications) that can assess the economic impacts of improved solar forecasting. The sensitivity of the proposed metrics to improved solar forecasts is also analyzed. Section 2 presents the developed metrics for different types of forecasts and applications. Section 3 summarizes the solar power data used in the paper. The methodologies for sensitivity analysis and nonparametric statistical testing of different metrics are developed in Sections 4 and 5, respectively. The results and discussion of the case study are presented in Section 6. Concluding remarks and ideas on areas for future exploration are given in the final section.

2. Metrics development

One of the objectives of the SunShot Initiative’s solar forecasting accuracy improvement program is to establish a standard set of metrics for assessing solar forecast accuracy with stakeholder guidance. The metrics proposed in this paper are intended to be responsive to feedback gathered from stakeholders during three workshops (U.S. Department of Energy SunShot Initiative, 2013a,b, 2014).

Two key factors that impact the accuracy of solar forecasting are geographic locations and forecast timescales. Therefore, in this paper, solar power plants at multiple geographic regions were analyzed at multiple timescales to quantify the effects of geographic location and forecast horizon on the forecasting accuracy. The proposed solar forecasting metrics in this paper can be broadly divided into four categories: (i) statistical metrics for different time and geographic scales, (ii) uncertainty quantification and propagation metrics, (iii) ramp characterization metrics, and (iv) economic metrics. A brief description of the metrics in each of the four categories is given in Table 2, and these metrics are described more fully in Sections 2.1–2.4. A detailed formulation of each statistical metric can be found in Appendix A.

2.1. Statistical metrics

Distributions of forecast errors at multiple temporal and spatial scales were analyzed to investigate the variability of solar forecasts. The distribution of forecast errors is a graphical representation of the raw forecasting error data, which provides a good overview of the performance of the forecasts for longer time periods. In addition, interval forecasts of solar power can help determine the reserve requirements needed to compensate for forecast errors, which is an important consideration in the commitment and dispatching of generating units. Multiple distribution types have been analyzed in the literature to quantify the distribution of solar (or wind) power forecast errors, including the hyperbolic distribution, kernel density estimation (KDE), the normal distribution, and Weibull and beta distributions. In this paper, the distribution of solar power forecast errors is estimated using the KDE method, which has been widely used in the renewable energy community (Zhang et al., 2013a,e; Juban et al., 2007).

In conjunction with the distribution of forecast errors, statistical moments (mean, variance, skewness, and kurtosis) can provide additional information to evaluate forecasts. Assuming that forecast errors are equal to forecast power minus actual power, a positive skewness of the forecast errors leads to an over-forecasting tail, and a negative skewness leads to an under-forecasting tail. A distribution with a large kurtosis value indicates a peaked (narrow) distribution; whereas a small kurtosis indicates a flat (wide) data distribution.

The KSI and OVER metrics were proposed by Espinar et al. (2009). The KSI test is a nonparametric test to determine if two data sets are significantly different. The KSI parameter is defined as the integrated difference between the two CDFs. Instead of comparing forecast errors directly, the KSI metric evaluates the similarities between the forecasts and the actual values. In addition, the KSI metric contains information about the distribution of the forecast and actual data sets, which are not captured by metrics such as RMSE, MAE, MaxAE, and MBE. A smaller value of KSI shows that the forecasts and actual values behave statistically similarly, which thereby indicates a better performance of the solar power forecast. A zero KSI index means that the CDFs of two sets are equal. The OVER metric characterizes the integrated differences between the CDFs of the actual and forecast solar power. In contrast to the KSI metric, the OVER metric evaluates only large forecast errors beyond a specified value, because large forecast errors are more important for power system reliability. KSIPer and OVERPer are used to represent the KSI and OVER in the form of percentages, respectively.

2.2. Metrics for uncertainty quantification and propagation

Two metrics are proposed to quantify the uncertainty in solar forecasting: (i) the standard deviation of solar power forecast errors and (ii) the Rényi entropy of solar power forecast errors. Forecasting metrics such as RMSE and MAE are unbiased only if the error distribution is Gaussian; therefore, new metrics are proposed based on the use of concepts from information theory, which can
utilize all of the information present in the forecast error distributions. An information entropy approach was proposed in the literature (Hodge et al., 2012; Bessa et al., 2011) for assessing wind forecasting methods. This information entropy approach based on Rényi entropy is adopted here to quantify the uncertainty in solar forecasting. The Rényi entropy is defined as:

$$H_a(X) = \frac{1}{1 - a} \log \sum_{i=1}^{n} p_i^a$$  \hspace{1cm} (1)

where $a$ (where $a > 0$ and $a \neq 1$) is the order of the Rényi entropy, which allows the creation of a spectrum of Rényi entropies; and $p_i$ is the probability density of the $i$th discrete section of the distribution. Large values of $a$ favor higher probability events; whereas smaller values of $a$ weight all of the instances more evenly (Hodge et al., 2012). Generally, a larger value of Rényi entropy indicates a higher uncertainty in the forecasting.

### 2.3. Metrics for ramps characterization: swinging door algorithm

One of the biggest concerns associated with integrating a large amount of solar power into the grid is the ability to handle large ramps in solar power output, which are often caused by cloud events and extreme weather events (Mills and Wiser, 2010). Different time and geographic scales influence the severity of up- or down-ramps in solar power output. Forecasting solar power can help reduce the uncertainty involved with the power supply. In this paper, the swinging door algorithm is used to identify ramps over varying time frames because of its flexibility and simplicity (Florita et al., 2013).

The swinging door algorithm extracts ramp periods in a series of power signals by identifying the start and end points of each ramp. The user sets a threshold parameter that influences the algorithm’s sensitivity to ramp variations. This threshold parameter, the only tunable parameter in the algorithm, is the width of a “door,” represented by $\varepsilon$ in Fig. 1. The parameter $\varepsilon$ directly characterizes the threshold sensitivity to noise and/or insignificant fluctuations to be specified. With a smaller $\varepsilon$ value, many small ramps will be identified; with a larger $\varepsilon$ value, only a few large ramps will be identified. It is important to note that the scale in Fig. 1 is arbitrary for the purpose of explanation, and in general the signal magnitude is much larger than the scale of the threshold bounds. A detailed description of the swinging door algorithm can be found in (Bristol, 1990; Florita et al., 2013).

<table>
<thead>
<tr>
<th>Table 2 Proposed metrics for solar power forecasting.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type</strong></td>
</tr>
<tr>
<td>Statistical metrics (See Appendix A for detailed information)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Uncertainty quantification metrics</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Ramp characterization metrics</td>
</tr>
<tr>
<td>Economic metrics</td>
</tr>
</tbody>
</table>
2.4. Economic metrics

Power system operators typically rely on reserves to manage the anticipated and unanticipated variability in generation and load. These reserves are usually referred to as “operating reserves” and are used to manage variability in the timescale of minutes to multiple hours, which is also the time frame of solar variability. High solar penetration can necessitate additional operating reserves that need to be procured to manage the inherent variability of solar generation. Improving solar forecasting accuracy is expected to decrease the amount of these additional operating reserves: the greater the predictability and hence the certainty of power output from solar, the less variability from solar that needs to be managed with additional operating reserves. Therefore, reduction in the cost of additional operating reserves that need to be procured for managing solar variability is a good metric to assess the economic impact of accuracy improvements in solar forecasting. Using the 95th percentile of forecast errors is a generally accepted method in the power industry for load and other variability forecasts to determine the amount of operating reserves needed; therefore, this paper uses the 95th percentile of solar power forecast errors as an approximation of the amount of reserves that need to be procured to accommodate solar generation.

3. Data summary

The data used in this work is obtained from the Western Wind and Solar Integration Study Phase 2 (WWSIS-2), which is one of the world’s largest regional renewable integration studies to date (Lew et al., 2013). The Western Interconnection subregions are shown in Fig. 2. The WWSIS-2 study examined the impacts of up to 25% solar energy penetration in the western United States. Day-ahead and 1-hour-ahead solar forecasts were investigated in this study. Although the cases presented in this study use WWSIS-2 data, the insights gained are universally applicable regardless of the data set.

The WWSIS-2 solar data is synthesized based on a 1-min interval using satellite-derived, 10-km x 10-km gridded, hourly irradiance data. In this paper, the 60-min solar power plant output for 2006 is used as the actual data. The solar power output data includes distributed generation rooftop photovoltaic, utility-scale photovoltaic, and concentrating solar power with thermal storage. Day-ahead solar forecasts were produced by 3TIER based on NWP simulations. The 1-hour-ahead forecasts were synthesized using a 1-hour-ahead persistence-of-cloudiness approach. With this method, the solar power index—which represents the ratio of actual power ($P$) to clear-sky power ($PCS$)—is first calculated. Next, the solar forecast power is estimated by modifying the current power output by the expected change in clear-sky output. For the 1-hour-ahead persistence-of-cloudiness approach, the forecast solar power at time $t+1$ can be calculated as follows.

$$P(t + 1) = P(t) + SPI(t) \times [PCS(t + 1) - PCS(t)]$$

where $PCS(t+1)$ and $PCS(t)$ represent the clear-sky solar power at time $t+1$ and $t$, respectively; $P(t)$ is the actual solar power output at time $t$; and $SPI(t)$ is the solar power index at time $t$. 
3.1. Different geographic locations

Four scenarios are analyzed based on latitude and longitude locations of solar power plants. The first scenario analyzes the forecast of a single solar power plant with a 100-MW capacity. The second scenario analyzes the forecast of 46 solar power plants near Denver, Colorado, with an aggregated 3463-MW capacity. The third scenario investigates 90 solar power plants in the state of Colorado with an aggregated 6088-MW capacity. The fourth scenario analyzes solar power plants in the entire Western Interconnection in the United States, including 1007 solar power plants with an aggregated 64495-MW capacity. Fig. 3 shows the locations of solar power plants for different scenarios.

3.2. Improved solar power forecasts

To adequately study the value of improved solar power forecasts, we devised a number of scenarios that enable the analysis of different types of forecast improvements. The improvements are categorized by the appearance of large solar ramps, which are one of the biggest concerns of high-penetration solar power scenarios. First, the start and end points of all significant ramps are extracted using the swinging door algorithm. The definition of significant ramps is based on the magnitude of solar power change. In this paper, a significant ramp is defined as the change in solar power output that is greater than a ramp forecasting threshold ($\theta$), expressed as:

$$|P(t + \Delta t) - P(t)| > \theta$$  

(3)

where $P(t)$ is the solar power output at time $t$; and $\Delta t$ is the duration of the ramp. Three types of forecasting improvements are performed on the day-ahead solar power forecasts of the entire Western Interconnection scenario. These improvements are generated through the following procedures:

i. Uniform forecasting improvements of the time series excluding ramping periods: The forecast errors of the time series when there is not a significant ramp are uniformly decreased by a percentage ($I_u$).

ii. Ramp forecasting magnitude improvements: Only significant ramps that are identified as a change greater than or equal to a threshold value (e.g., 10% of the capacity) are modified in the improved forecasts. The forecast errors of the time series with ramps are decreased by a percentage ($I_r$).

iii. Ramp forecasting threshold changes: The ramp forecasting threshold ($\theta$) is changed from 10% to 20% of the solar power capacity.

Based on the three improvements, the improved day-ahead forecasts ($P_{nf}$) are expressed as:

$$P_{nf}(t) = \begin{cases} P(t) + E_f(t) * (1 - I_u), & \text{when there is not a ramp} \\ P(t) + E_f(t) * (1 - I_r), & \text{when there is a ramp} \end{cases}$$  

(4)

where $P$ is the actual solar power generation and $E_f$ is the forecast error of the original solar power forecast.

Sensitivity analysis is generally performed by running the model a very large number of times. Since the ramp extraction using the swinging door algorithm is relatively computational expensive, a surrogate approach allows for the examination of the entire parameter space while maintaining computational tractability. To analyze the sensitivity of the proposed metrics to the three types of solar forecasting improvements, a design-of-experiments (DoE) methodology is proposed, in conjunction with response surface development and sensitivity analysis. The inputs of the response surface are the three improvement parameters: $I_u$, $I_r$, and $\theta$; the output of the response surface is the metric value (e.g., RMSE, MAE, etc.). The ranges of the three parameters are defined as: $0\% < I_u < 100\%$, $0\% < I_r < 100\%$, and $10\% < \theta < 20\%$. The Sobol’s quasi-random sequence generator, a widely used method in response surface (Forrester et al., 2008; Zhang et al., 2013c), was adopted to generate training points. Sobol’s sequences (Sobol, 1976) use a base of two to form successively finer uniform partitions of the unit interval and reorder the coordinates in each dimension. The Sobol sequence generator produces highly uniform samples of the unit hypercube. In addition, nonparametric statistical testing is proposed to compare the distributions of each metric and discern whether their differences are statistically significant. Fig. 4 shows the overall structure of evaluating the sensitivity of the proposed metrics to different types of solar forecasting improvements. The methodologies for sensitivity analysis and nonparametric statistical testing of different metrics are described in Sections 4 and 5, respectively.

4. Response surface and sensitivity analysis

The response surface methodology is concerned with the construction of approximation models to estimate system performance and to develop relationships between specific system inputs and outputs (Wang and Shan, 2007; Zhang et al., 2012). In this paper, multiple response surfaces are constructed to represent the metric values as functions of the parameters of the three types of solar forecasting improvements. Support vector regression (SVR) was adopted for this purpose. The extended Fourier Amplitude Sensitivity Test (eFAST) was adopted for sensitivity analysis.

4.1. Support vector regression (SVR)

SVR has gained popularity within the statistical learning community, engineering optimization community, and renewable energy community (Che and Wang, 2010;
because it provides a unique way to construct smooth, nonlinear regression approximations by formulating the response surface construction problem as a quadratic programming problem. SVR can be expressed as 

\[ f(x) = \langle w, \Phi(x) \rangle + b \]

where \( \langle \cdot, \cdot \rangle \) denotes the dot product; \( w \) is a set of coefficients to be determined; and \( \Phi(x) \) is a map from the input space to the feature space. To solve the coefficients, we can allow a predefined maximum tolerated error \( \xi \) (with respect to the actual function value) at each data point, given by

\[ |\tilde{f}(x_i) - f(x_i)| \leq \xi \]

where \( f(x) \) is the actual function to be approximated. The flatness of the approximated function can be characterized by \( w \). By including slack variables \( x_i \) to the constraints and a cost function, the coefficient \( w \) can be obtained by solving a quadratic programming problem. In this paper, we use an efficient SVR package, a library for support vector machines developed by Chang and Lin (2011). The epsilon-SVR and the radial basis function kernel are adopted in this paper. The parameters are selected based on cross-validation to achieve a desirable training accuracy.

4.2. Extended Fourier Amplitude Sensitivity Test (eFAST)

The eFAST algorithm is a variance-based sensitivity analysis method (Saltelli and Bolado, 1998). The sensitivity value is defined based on conditional variances that indicate the individual or joint effects of the uncertain inputs on the output. Two indexes are calculated: (i) the main effect index, which measures the contribution of one type of solar forecasting improvement alone (e.g., uniform improvements) to the uncertainty (variance) in a metric value (e.g., Rénny entropy); and (ii) the total effect index, which gives the total variance in the metric value caused by including all possible interactions.
by the type of solar forecasting improvements (e.g., uniform improvements) and its interactions with any of the other types of forecasting improvements. The eFAST method was implemented in the R statistical environment (R, 2008) using the sensitivity package (Pujol et al., 2014).

5. Nonparametric statistical testing

It was unclear which iteration of the DoE provided the “best forecast” because of the nonlinearity introduced by the ramp threshold (forecasting improvement) parameter. That is, the Sobol sequence used within the forecasting improvement study precluded the ranking of forecasts from best to worst, or vice versa, and metrics could not be directly or relatively compared to an ordered array of “forecasting accuracies.” Nevertheless, the situation presented itself as an opportunity to compare the distributions of each metric to discern whether their differences were statistically significant. As such, the metrics output from the DoE was analyzed as a randomized complete block design, which allowed the relative assessment of metrics for the range of forecasting performances expected or desired. Examining each metric’s distributions revealed the violation of normality as well as the assumption of equal variance; thus, nonparametric statistical testing approaches were required.

Because the metrics can be viewed as a proxy for a time series of forecast errors—i.e., for inference on the severity of future events—it was deemed of value to understand (i) which metrics provided indistinguishable information and (ii) which metrics did not, so that recommendations could be made on their use within the appropriate context. Testing the former case was accomplished with a nonparametric Friedman test for statistical significance coupled to post hoc analysis. Results from the Friedman analysis guided an extended metric study for known forecasting accuracies to deduce relative metric performance and make progress toward the latter case. Each metric represents a mapping of errors to a unique metric continuum, in which each metric summarizes a time series of errors with a point measure. The units of the metrics have little correspondence, and their comparison is a nontrivial task.

To ensure the validity of multiple comparisons of metrics, the continuum of metrics measured on the DoE space was first normalized and then inverted where applicable to maintain a consistent metric setting with equivalent scale. The smallest value (0) was equated with the smallest metric error, or low anticipated severity of forecast deviation from actuality; and the largest value (1) was equated with the largest error, or high anticipated severity of forecast deviation from actuality. The argument for this linear normalization is threefold: (i) the DoE spans the range of anticipated forecasts; (ii) the nonparametric approach relies on relative ranking, and the continuous information of the metrics is lost; and (iii) a consistent metric scale, or some form of normalization, is required and unavoidable. Further, it should be noted that each iteration of the DoE could be considered a nuisance factor effect—i.e., a background effect that needs to be considered but is not the primary interest—because greater interest is placed on detecting statistical differences among the distributions of each treatment, i.e., the 16 metrics.

5.1. The Friedman test

The Friedman test, as detailed in Hollander and Wolfe (1999), is a nonparametric randomized block design alternative to the one-way repeated measures analysis of variance (ANOVA) used when either the assumption of normality and/or equal variances are violated. The Friedman test was used to assess whether statistically significant differences exist among the 16 metrics (treatments) while
simultaneously blocking the nuisance effect from the DoE iteration variance. Although the Friedman test is less powerful than the ANOVA, it is of no concern that the metrics’ residuals violate ANOVA assumptions. The Friedman test relies on a rank sum procedure and the comparison of parameter location, i.e., the median. The only requirements of the test are that the data comes from a continuous population and that all observations are mutually independent. The former is satisfied because each metric is distance based or probabilistically derived, and the latter is satisfied by scripting independence. Although it considers minor nuisance block effects, the null hypothesis, $H_0$, states that the parameter location is equal for each treatment—i.e., there is no difference in the distributions of each metric. The alternative hypothesis, $H_a$, is that a significant difference exists among the metrics (treatments). The Friedman statistic is given by:

$$S = \left[ \frac{12}{nk(k+1)} \sum_{j=1}^{k} R_j^2 \right] - 3n(k+1)$$  \hspace{1cm} (7)$$

where within $n$ independent blocks (DoE iterations) the $k$ metrics (treatments) are ranked according to the best performing treatment, which is assigned rank 1, and the worst performing, rank $n$. The rank, $K_{ij}$, within the $i$-th ($i \in 1, 2, \ldots, k$) block is the $j$-th ($j \in 1, 2, \ldots, k$) treatment. There are $k!$ possible ranking arrangements within a given block, which equates to $n(k)!$ ranking possibilities when considering $n$ blocks. An adjustment for ties leads to a modification of the above equation but was not a concern of the data set. An equally likely mean ranking of a metric (treatment) is evidence to support the null hypothesis. The Friedman test statistic, $S$, approaches a chi-square distribution with $k - 1$ degrees of freedom. When deciding to accept or reject the null hypothesis, the $S$ statistic is compared to the respective $\chi^2$ at an $\alpha$ level of significance, also known as an upper-tailed critical value test; the prevalent value of $\alpha = 0.05$ was utilized in this analysis.

5.2. Post-hoc multiple comparisons

If the $p$-value from the Friedman test is significant, a post hoc multiple comparison can be performed. The post-hoc comparison assesses which metric (treatment) differences led to the rejection of the null hypothesis. The task requires performing all pairwise comparisons to determine the specific pairwise differences responsible, and it entails the control of the familywise error rate (FWER). FWER is the probability of making Type I errors among all hypotheses when considering multiple hypotheses tests, and it seeks to reduce the probability of any false discoveries. FWER is controlled by considering the permutations of each variable of interest to calculate pointwise empirical $p$-values as well as by accounting for its test statistic relative maximum of permuted statistics (maxT) over all variables. A permutation-based approach to Friedman’s test was implemented in the R statistical environment (R, 2008) using the coin package (Hothorn et al., 2013), and multiple comparisons using the multcomp R package (Hothorn et al., 2014) as described in Hollander and Wolfe (1999) as the Wilcoxon–Nemenyi–McDonald–Thompson multiple comparison test.

The post-hoc analysis gives the $p$-value of metric (treatment) differences and allows the assessment of whether a significant difference ($p < 0.05$) exists. Because it is possible that multiple statistically significant differences exist, a strategy was devised to iteratively reduce the metrics considered (within the Friedman test with post-hoc analysis code) to crudely classify the metrics and provide a basis for extended metric performance evaluation. The strategy was to (i) evaluate all metrics with a Friedman test, as blocked by the DoE iterations, (ii) perform the post-hoc multiple comparison if the Friedman test is statistically significant, (iii) record which metric is most frequently a part of the set of statistically significant differences, (iv) remove the recorded metric from the original metric set and retain the subset, and (v) repeat the process. The strategy allowed for the formation of metrics that could be considered “outliers” and a remaining set that could be considered “insignificantly different.”

6. Results and discussion

6.1. Metrics evaluation for the WWSIS scenario

6.1.1. Distributions of solar power forecast errors

Distributions of day-ahead and 1-hour-ahead solar power forecast errors at the four analyzed regions are shown in Fig. 5. To compare the results from different spatial and temporal scales of forecast errors, we normalized the forecast error using the capacity of the analyzed solar power plants. As indicated by the narrower distribution curves for the 1-hour-ahead forecasting, it is observed that the 1-hour-ahead forecasting performs better than the day-ahead forecasting. The 1-hour-ahead forecast has a larger probability density value than the day-ahead forecast when the forecast error is smaller; the day-ahead forecast has a larger probability when the forecast error is larger. In addition, the distribution of errors at a larger geographic area has a more pronounced peak, slimmer shoulders, and longer tails. This observation indicates that relative forecast errors are smaller for a large geographic area, which shows the smoothing effect from geographic diversity for solar (Mills and Wiser, 2010).

6.1.2. Metrics evaluation for day-ahead and 1-hour-ahead solar forecasting

The values of different metrics to evaluate solar power forecasts at multiple spatial and temporal scales are shown in Table 3. As expected and inferred from the correlation coefficients—normalized root mean square error (NRMSE), normalized root mean quartic error (NRMQE), MaxAE, MAE, mean absolute percentage error (MAPE), KSIPer, OVERPer, and 95th percentile—1-hour-ahead forecasting
performs better than day-ahead forecasting. This matches the observation from the forecast error distributions shown in Fig. 5.

The NRMSE values become smaller with increasing geographic area, which shows that the solar forecast performs relatively better for larger regions. Because of the weighting property of the NRMSE metric, the difference between day-ahead and 1-hour-ahead forecasts is more significant than that observed by the Pearson’s correlation coefficient metric, especially for large geographic

---

**Table 3**

<table>
<thead>
<tr>
<th>Metrics</th>
<th>One plant</th>
<th>Denver</th>
<th>Colorado</th>
<th>Western Interconnection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation coefficient</td>
<td>0.65</td>
<td>0.87</td>
<td>0.91</td>
<td>0.990</td>
</tr>
<tr>
<td>RMSE (MW)</td>
<td>22.07</td>
<td>438.25</td>
<td>624.19</td>
<td>2711.31</td>
</tr>
<tr>
<td>NRMSE</td>
<td>0.22</td>
<td>0.13</td>
<td>0.10</td>
<td>0.04</td>
</tr>
<tr>
<td>RMQE (MW)</td>
<td>32.58</td>
<td>695.25</td>
<td>978.04</td>
<td>4136.96</td>
</tr>
<tr>
<td>NRMQE</td>
<td>0.33</td>
<td>0.20</td>
<td>0.16</td>
<td>0.06</td>
</tr>
<tr>
<td>MaxAE (MW)</td>
<td>84.10</td>
<td>2260.94</td>
<td>3380.28</td>
<td>17977.53</td>
</tr>
<tr>
<td>MAE (MW)</td>
<td>14.81</td>
<td>286.65</td>
<td>413.11</td>
<td>1973.90</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.15</td>
<td>0.08</td>
<td>0.07</td>
<td>0.03</td>
</tr>
<tr>
<td>MBE (MW)</td>
<td>4.27</td>
<td>131.82</td>
<td>172.54</td>
<td>1497.29</td>
</tr>
<tr>
<td>KSIPer (%)</td>
<td>216.73</td>
<td>184.30</td>
<td>143.38</td>
<td>132.92</td>
</tr>
<tr>
<td>OVERPer (%)</td>
<td>136.36</td>
<td>94.43</td>
<td>54.65</td>
<td>41.43</td>
</tr>
<tr>
<td>Standard dev. (MW)</td>
<td>21.65</td>
<td>418.00</td>
<td>599.94</td>
<td>2260.09</td>
</tr>
<tr>
<td>Skewness</td>
<td>−0.19</td>
<td>0.20</td>
<td>0.18</td>
<td>0.62</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.04</td>
<td>3.79</td>
<td>3.35</td>
<td>3.76</td>
</tr>
<tr>
<td>95th percentile (MW)</td>
<td>50.59</td>
<td>990.66</td>
<td>1394.85</td>
<td>6562.60</td>
</tr>
<tr>
<td>Capacity (MW)</td>
<td>100.00</td>
<td>3463.00</td>
<td>6088.00</td>
<td>64495.00</td>
</tr>
</tbody>
</table>

---

Fig. 5. Distributions of forecast errors at different geographic locations. (a) One solar power plant. (b) Denver region. (c) Colorado region. (d) Western Interconnection.
areas. Root mean quartic error (RMQPE) and NRMQPE have larger metrics values than RMSE and NRMSE, respectively, because of the quartic weight of large forecast errors. The MaxAE metric shows that (i) the maximum forecast error is greater than 70% of the capacity for the single plant scenario, and (ii) for the Western Interconnection scenario, the maximum errors of day-ahead and 1-hour forecasts are 27.9% and 25% of the capacity, respectively. It is very important for power system operators to be aware of such large solar power forecast errors that might cause significant economic losses for the power system. The MAE values of day-ahead forecasts for the single plant scenario, the Denver region scenario, the Colorado region scenario, and the Western Interconnection scenario are, respectively, 31%, 50%, 61%, and 85% larger than those of the 1-hour-ahead forecasts. These results show that the accuracy difference between forecasts at different timescales is increasing with the area of aggregation. MAE could be used to characterize the difference in solar forecasting performance attributed to spatial aggregation. The positive MBE metrics indicate an over-forecast characteristic for both day-ahead and 1-hour-ahead forecasting. For the KSI metric, we observe that (i) the value of KSIPer decreases with increasing geographic area, indicating that the solar forecast performs relatively better for larger spatial aggregations; and (ii) the difference between day-ahead and 1-hour-ahead forecasts is more significant for scenarios 2 through 4 (Denver, Colorado, and Western Interconnection) than for the single plant scenario. The zero OVERPer value of the 1-hour-ahead forecasts for the Western Interconnection scenario shows that the forecasts and actual values are statistically the same beyond the critical value \( V^* \). The large skewness value 0.62 in the day-ahead time frame for the Western Interconnection scenario indicates a significant tendency to over-forecast. The larger the kurtosis values, the narrower the distribution of forecast errors. As shown in Table 3, the 1-hour-ahead forecast for the Western Interconnection scenario has the largest kurtosis value, which indicates the best forecasting performance.

Table 4 shows the forecast uncertainty as evaluated by Rényi entropy for both day-ahead and 1-hour-ahead forecasting at the solar peak time of 10:00 to 16:00 each day throughout a whole year. We observe that the length of the forecasting period affects the uncertainty in the forecasting. In general, the uncertainty in the forecasting of using the whole year’s data is relatively less than that in any of the other cases (January, July, 14:00, and 10:00 to 16:00), which can be partly attributed to the nature of the forecasting continuity.

6.1.3. Ramp extraction results

Fig. 6 shows a typical example in the extraction of ramps from actual solar power generation of the Western Interconnection scenario during a 100-h period. The tolerance value, \( \epsilon \), is set at 2.5% of solar capacity. In the figure, the solid and dashed lines represent the actual solar power and the piecewise linear approximation (generated by the swinging door algorithm), respectively. An accurate piecewise linear approximation to the actual solar power profile is obtained as shown in Fig. 6(a). The figure presents the nature of up and down ramps with large, medium, and insignificant changes in power. Fig. 6(b) shows the bivariate distribution of all solar power ramps. The extracted ramps in the actual solar power generation are visualized in terms of ramp duration and ramp magnitude. It is observed that the distribution spreads within the more immediate ramp region (the left side of Fig. 6(b)). Most ramps occur within a time span of 5 h or less.

6.2. Response surfaces of metrics

The response surface development, sensitivity analysis (in Section 6.3), and nonparametric statistical testing (in Section 6.4) are based on the day-ahead forecasts of the entire Western Interconnection scenario (with a 64495-MW capacity). A response surface is constructed to represent the metric value as a function of the parameters of the three types of solar forecasting improvements. The assumed forecasting improvement capability is defined as (i) 0–100% for uniform forecasting improvements, (ii) 0–100% for ramp forecasting improvements, and (iii) 10–20% of solar power capacity for the ramp forecasting threshold. The number of training points is defined as 10 times the given number of problem dimensions. Thus, 30 training points are used for this 3-dimensional problem. The accuracy of the constructed response surface is evaluated by cross-validation technique. Response surfaces of six typical metrics are shown in Fig. 7. A constant value

<table>
<thead>
<tr>
<th>Cases</th>
<th>One plant</th>
<th>Denver</th>
<th>Colorado</th>
<th>Western Interconnection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day-ahead</td>
<td>1-Hour-ahead</td>
<td>Day-ahead</td>
<td>1-Hour-ahead</td>
</tr>
<tr>
<td>Year</td>
<td>4.83</td>
<td>4.64</td>
<td>4.24</td>
<td>4.63</td>
</tr>
<tr>
<td>January</td>
<td>4.71</td>
<td>5.06</td>
<td>5.18</td>
<td>5.06</td>
</tr>
<tr>
<td>July</td>
<td>4.64</td>
<td>4.74</td>
<td>4.25</td>
<td>4.87</td>
</tr>
<tr>
<td>14:00</td>
<td>5.07</td>
<td>5.00</td>
<td>4.83</td>
<td>4.99</td>
</tr>
<tr>
<td>10:00–16:00</td>
<td>4.95</td>
<td>4.73</td>
<td>4.60</td>
<td>4.79</td>
</tr>
</tbody>
</table>
of the ramp forecasting threshold is used in the plots, which is 10% of the solar power capacity. The triangle points in the figures represent the 30 training points for the development of the response surfaces.

Fig. 6. Ramp extraction from the actual solar power generation of the Western Interconnection scenario.

Fig. 7 (a) shows that the NRMSE value decreases with both uniform forecasting improvements and ramp forecasting improvements; a similar trend is also observed from the KSIPer metric shown in Fig. 7(b). Fig. 7(c) through (f)
show that the response surfaces of skewness, kurtosis, MaxAE, and Rényi entropy are highly nonlinear. For the skewness metric shown in Fig. 7(c), it is observed that (i) a consistent positive skewness is obtained through uniform and ramp improvements, leading to an over-forecasting tail; and (ii) the minimum skewness is observed with approximately 80% uniform forecasting improvements and 80% ramp forecasting improvements. In Fig. 7(f), high uncertainty is observed in two regions; whereas low uncertainty is obtained at the top left and bottom right corners, resulting primarily from one type of improvement (ramp or uniform forecasting improvements).

6.3. Sensitivity analysis results

The main effects and total effects of the proposed metrics to the three types of forecasting improvements are listed in Table 5. The larger the value of the main effect (or total effect) index, the more sensitive the metrics are to the type of forecasting improvement. Most metrics are highly sensitive to the uniform improvements (compared to ramp forecasting improvements and ramp threshold changes), indicating that these metrics can consistently and effectively show the difference in the accuracy of solar forecasts with uniform improvements. In addition, the skewness, kurtosis, and Rényi entropy metrics are observed to be sensitive to all three types of forecasting improvements. These three metrics (skewness, kurtosis, and Rényi entropy) could be adopted to evaluate the improvements in the accuracy of solar forecasts with ramp forecasting improvements and ramp threshold changes that are important to the economics and reliability of power system operations.

6.4. Results from nonparametric statistical testing

Table 6 provides the statistically significant results from the first iteration of the Friedman test with post-hoc multiple comparisons. The significant differences are in absolute terms, so the ordering of the differences is irrelevant. Any $p$-value less than 0.05 means that a significant difference exists between the two metrics (treatments) according to the nonparametric test, and the OVERPer is identified as significantly different from other metric distributions in half (i.e., two or four) of the cases. Although the $\alpha = 0.05$ threshold is somewhat arbitrary, the OVERPer is also the most frequent metric identified near the threshold according to a list of $p$-values sorted in ascending order.

The first iteration of the Friedman test with post-hoc multiple comparisons found that the OVERPer was most frequently significantly different. According to the devised strategy of Section 5.2, the OVERPer metric was removed from consideration and the process was again applied. The OVERPer was considered to be an “outlier metric,” because it gave considerably different information than the other metrics. This did not imply that the information provided by the metric was “wrong,” especially because it was not known a priori which iteration within the DoE forecast improvement study was the “best,” but that it could be considered as its own class of information.

Table 7 provides the first five differences of the statistically significant results from the second iteration of the Friedman test with post-hoc multiple comparisons. A total of 26 significant differences were found in the second iteration, but to save space all results are not provided here. However, the table illustrates the general trend: the RMSE was most frequently a significantly different comparison. The RMSE was considered an “outlier metric” because of its considerably different distribution, and it could be considered to contain its own class of information.

### Table 5

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Uniform improvement</th>
<th></th>
<th>Ramp improvement</th>
<th></th>
<th>Ramp threshold</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Main effect</td>
<td>Total effect</td>
<td>Main effect</td>
<td>Total effect</td>
<td>Main effect</td>
<td>Total effect</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>0.836</td>
<td>0.905</td>
<td>0.070</td>
<td>0.119</td>
<td>0.004</td>
<td>0.069</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.783</td>
<td>0.862</td>
<td>0.114</td>
<td>0.169</td>
<td>0.001</td>
<td>0.072</td>
</tr>
<tr>
<td>NRMSE</td>
<td>0.783</td>
<td>0.862</td>
<td>0.114</td>
<td>0.169</td>
<td>0.001</td>
<td>0.072</td>
</tr>
<tr>
<td>RMQE</td>
<td>0.771</td>
<td>0.883</td>
<td>0.099</td>
<td>0.187</td>
<td>0.001</td>
<td>0.061</td>
</tr>
<tr>
<td>NRMQE</td>
<td>0.771</td>
<td>0.883</td>
<td>0.099</td>
<td>0.187</td>
<td>0.001</td>
<td>0.061</td>
</tr>
<tr>
<td>MaxAE</td>
<td>0.753</td>
<td>0.900</td>
<td>0.065</td>
<td>0.196</td>
<td>0.008</td>
<td>0.093</td>
</tr>
<tr>
<td>MAE</td>
<td>0.788</td>
<td>0.849</td>
<td>0.112</td>
<td>0.164</td>
<td>0.004</td>
<td>0.085</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.788</td>
<td>0.849</td>
<td>0.112</td>
<td>0.164</td>
<td>0.004</td>
<td>0.085</td>
</tr>
<tr>
<td>MBE</td>
<td>0.659</td>
<td>0.734</td>
<td>0.211</td>
<td>0.282</td>
<td>0.085</td>
<td>0.113</td>
</tr>
<tr>
<td>KSIPer</td>
<td>0.657</td>
<td>0.731</td>
<td>0.211</td>
<td>0.285</td>
<td>0.113</td>
<td>0.114</td>
</tr>
<tr>
<td>OVERPer</td>
<td>0.803</td>
<td>0.889</td>
<td>0.067</td>
<td>0.143</td>
<td>0.010</td>
<td>0.094</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.815</td>
<td>0.899</td>
<td>0.083</td>
<td>0.143</td>
<td>0.001</td>
<td>0.060</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.436</td>
<td>0.876</td>
<td>0.113</td>
<td>0.528</td>
<td>0.004</td>
<td>0.038</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.313</td>
<td>0.887</td>
<td>0.061</td>
<td>0.546</td>
<td>0.031</td>
<td>0.218</td>
</tr>
<tr>
<td>95th percentile</td>
<td>0.788</td>
<td>0.891</td>
<td>0.088</td>
<td>0.162</td>
<td>0.001</td>
<td>0.071</td>
</tr>
<tr>
<td>Rényi entropy</td>
<td>0.207</td>
<td>0.716</td>
<td>0.221</td>
<td>0.682</td>
<td>0.052</td>
<td>0.197</td>
</tr>
</tbody>
</table>
It is likely that 26 significant differences were identified in the second iteration of the strategy, compared to only two in the first iteration, because of an artifact of the FWER control: the OVERPer was vastly different than the other metrics and thus contained the majority of errors relative to the errors of all pairwise differences. This makes intuitive sense because the OVERPer only contains information when forecast errors are above a threshold. In any case, the RMSE metric was deleted from consideration, and the process was again applied. In the third iteration in the strategy, no significant differences among the remaining metrics were found. This meant the null hypothesis could not be rejected, and the remaining metrics provided very similar information in terms of their nonparametric distributions over the blocked DoE space.

6.5. Discussion on sensitivity analysis and nonparametric statistical testing

The response surface-based sensitivity analysis found that the metrics of skewness, kurtosis, and Rényi entropy are sensitive to uniform improvements, ramp improvements, and ramp threshold. The nonparametric statistical testing found that the proposed metrics could be broadly divided into three classes: (i) the OVERPer metric, (ii) the RMSE metric, and (iii) the remaining metrics. One should be aware of a few important considerations when selecting the appropriate metrics for evaluating the performance of solar power forecasting. First, because skewness and kurtosis are not stand-alone metrics, it is recommended that the metrics of MBE, standard deviation, skewness, kurtosis, and the distribution of forecast errors should be used as a group. In addition, it is important to select at least one metric from each class determined through the nonparametric statistical testing. Thus, for a comprehensive, consistent, and robust assessment of the performance of solar power forecasts, a suite of metrics consisting of MBE, standard deviation, skewness, kurtosis, distribution of forecast errors, Rényi entropy, RMSE, and OVERPer is recommended. In addition, the four statistical moments (MBE, standard deviation, skewness, kurtosis) can be extracted from the distribution of forecast errors in many cases. When the four statistical moments can be easily extracted from the distribution of forecast errors, the final set of metrics can be further reduced to the following four metrics: distribution of forecast errors, Rényi entropy, RMSE, and OVERPer.

To further evaluate the effectiveness of the solar forecasting metrics, an additional case study was performed for a 1-MW solar power plant installed at Smyrna Airport, Tennessee (as shown in Fig. 8). Hourly measured solar power outputs at the plant between May 1, 2013, and October 31, 2013, were used. Day-ahead forecasts for the solar power plant were performed using the North American Mesoscale Forecast System (NAM) simulations. NAM is a regional weather forecast model that covers North America with a horizontal resolution of 12 km (Rogers et al., 2009). A two-stream radiative transfer model and the PV_LIB TOOLBOX developed at Sandia National Laboratories (Stein, 2012) were used for solar power estimation. One-hour-ahead forecasts were obtained using a 1-hour-ahead persistence-of-cloudiness approach.

Table 8 lists the values of different metrics for day-ahead and 1-hour-ahead forecasts. According to the final set of metrics (distribution of forecast errors, Rényi entropy, RMSE, and OVERPer), we observe that: (i) the...
1-hour-ahead forecasting generally performs better than the day-ahead forecasting; and (ii) there is relatively more uncertainty in the 1-hour-ahead forecasting than that in the day-ahead forecasting. All the metrics can successfully evaluate the expected performance of solar forecasting. Fig. 9 shows the distribution of solar power forecast errors. Both the forecast error distributions and the MBE metric in Table 8 indicate an over-forecast characteristic for day-ahead forecasts and an under-forecast characteristic for 1-hour-ahead forecasts.

7. Conclusion

This paper proposed a suite of metrics for evaluating the performance of solar power forecasting. The performance of the proposed metrics was evaluated using the actual and forecast solar power data from the Western Wind and Solar Integration Study Phase 2. The distribution of forecast errors indicates that relative forecast errors are smaller for a large geographic area. The results showed that the all proposed metrics can successfully evaluate the quality of a solar forecast.

To analyze the sensitivity of the proposed metrics to improved solar forecasts, a sensitivity analysis methodology was developed based on a DoE and response surfaces. Nonparametric statistical testing was performed to compare the distributions of each metric to discern whether their differences were statistically significant. The results showed that (i) all proposed metrics were sensitive to solar forecasts with uniform forecasting improvements; (ii) the metrics of skewness, kurtosis, and Rényi entropy were also sensitive to solar forecasts with ramp forecasting improvements and ramp forecasting threshold; and (iii) the differences among the metrics of OVERPer, RMSE, and the remaining metrics were statistically significant. In addition, a small suite of metrics were recommended based on the sensitivity analysis and nonparametric statistical testing results, including MBE, standard deviation, skewness, kurtosis, distribution of forecast errors, Rényi entropy, RMSE, and OVERPer.

Currently, there are two main customers for solar forecasting technologies: the utility company and the independent system operator of a power market. As solar penetration increases, solar forecasting will become more important to solar energy producers and solar power plant developers. A suite of metrics such as those presented in this paper are expected to assist all stakeholders in assessing the performance of solar power forecasts and using them for various applications. To know whether the values obtained from applying these metrics do indeed represent a significant improvement in forecasting accuracy, it is very important to establish baselines and target values for these metrics that are relevant to each stakeholder. Future work will determine these baselines and target values for the metrics proposed in this paper on the basis of specific customer types and geographic regions.
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Appendix A. Statistical metrics

A.1. Kernel density estimation (KDE)

KDE is a nonparametric approach to estimate the probability density function of a random variable. KDE has been widely used in the renewable energy community for wind speed distribution characterization (Zhang et al., 2011, 2013a) and wind and solar power forecasting (Zhang et al., 2013c; Juban et al., 2007). For an independent and identically distributed sample, $x_1, x_2, \ldots, x_n$, drawn from some distribution with an unknown density $f$, KDE is defined as (Jones et al., 1996)

$$
\hat{f}(x; h) = \frac{1}{nh} \sum_{i=1}^{n} K(h^{-1} (x - x_i)) = \frac{1}{nh} \sum_{i=1}^{n} K\left( \frac{x - x_i}{h} \right)
$$

(A.1)

In the equation, $K(\cdot) = (1/h) K(h \cdot)$ has a kernel function $K$ (often taken to be a symmetric probability density) and a bandwidth $h$ (a smoothing parameter).
A.2. Pearson’s correlation coefficient

Pearson’s correlation coefficient is a measure of the correlation between two variables (or sets of data). In this paper, the Pearson’s correlation coefficient, $\rho$, is defined as the covariance of actual and forecast solar power variables divided by the product of their standard deviations, which is mathematically expressed as:

$$
\rho = \frac{\text{cov}(p, \hat{p})}{\sigma_p \sigma_{\hat{p}}}
$$

(A.2)

where $p$ and $\hat{p}$ represent the actual and forecast solar power output, respectively. Pearson’s correlation coefficient is a global error measure metric; a larger value of Pearson’s correlation coefficient indicates an improved solar forecasting skill. The Pearson’s correlation coefficient shows the similarity between the overall trend of the forecasts and actual values, though it does not necessarily account for relative magnitudes. Because of geographic smoothing, this metric may be better used to evaluate forecast accuracy at individual plants or in small groupings of plants instead of for large balancing authority areas or interconnections. This is because the geographic smoothing will decrease the magnitude of the difference between a good and a bad forecast.

A.3. Root mean square error (RMSE), normalized root mean square error (NRMSE), root mean quartic error (RMQE) and normalized root mean quartic error (NRMQE)

The RMSE metric also provides a global error measure throughout the entire forecasting period, which is given by

$$
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{p}_i - p_i)^2}
$$

(A.3)

where $p_i$ represents the actual solar power generation at the $i$th time step, $\hat{p}_i$ is the corresponding solar power generation estimated by a forecasting model, and $N$ is the number of points estimated in the forecasting period. To compare the results from different spatial and temporal scales of forecast errors, we normalized the RMSE using the capacity of the analyzed solar power plants. The RMSE (or NRMSE) metric tends to penalize large forecast errors because of the squaring of each error term, which effectively weights large errors more heavily than small errors. The metric is useful for evaluating the overall performance of the forecasts, especially when extreme events are a concern.

The RMQE metric also provides a global error measure throughout the entire forecasting period, which is given by

$$
\text{RMQE} = \left(\frac{1}{N} \sum_{i=1}^{N} (\hat{p}_i - p_i)^4\right)^{1/4}
$$

(A.4)

The NRMQE metric is calculated by normalizing the RMQE using the total capacity of the analyzed solar power plants. The RMQE (or NRMQE) metric penalizes large forecast errors more than the RMSE (or NRMSE) metric.

A.4. Maximum absolute error (MaxAE), mean absolute error (MAE), mean absolute percentage error (MAPE), and mean bias error (MBE)

The MaxAE metric is indicative of the largest forecast errors and is given by:

$$
\text{MaxAE} = \max_{i=1,2,...,N} |\hat{p}_i - p_i|
$$

(A.5)

The MaxAE metric is useful to evaluate the forecasting of short-term extreme events in the power system. A smaller MaxAE indicates a better forecast. The MaxAE metric can capture the largest forecast error in the forecast period, which is very important for a power system. However, this metric likely gives too much weight to the extreme event, so it is more useful when evaluated during very short time periods.

The MAE metric has been widely used in regression problems and by the renewable energy industry to evaluate forecast performance and is given by:

$$
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |\hat{p}_i - p_i|
$$

(A.6)

The MAE metric is also a global error measure metric, but it does not punish extreme forecast events as much compared to the RMSE metric. Smaller values of MAE indicate better forecasts. One concern about the MAE metric is that a large number of very small errors can easily overwhelm a small number of large errors. This can be problematic in systems for which extreme events are a concern.

The MAPE and MBE metrics are expressed as:

$$
\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \frac{|\hat{p}_i - p_i|}{p_i}
$$

(A.7)

$$
\text{MBE} = \frac{1}{N} \sum_{i=1}^{N} (\hat{p}_i - p_i)
$$

(A.8)

where $p_0$ is the capacity of analyzed solar power plants. The MAPE metric can be used to compare the results from different spatial and temporal scales of forecast errors. The MBE metric intends to indicate an average forecast bias. A larger MBE shows more forecast bias. Assuming the forecast error is equal to the forecast minus the actual power generation, a positive MBE indicates over-forecasting; whereas a negative MBE indicates under-forecasting. Understanding the overall forecast bias (over- or under-forecasting) would allow power system operators to better allocate resources to compensate for forecast errors in the dispatch process. The MBE metric provides important information that can be used to improve the forecasts, but it does not give a good indication of the total range
of forecast errors. For example, the same MBE value could represent many significantly different error distributions, some of which may be more favorable than others.

A.5. Kolmogorov–Smirnov test integral (KSI) and OVER metrics

The KSI metric is more appropriate for comparing forecasts during longer time periods and for measuring how similar the distributions of forecasts and actual values are for the time period under consideration. The KS statistic $D$ is defined as the maximum value of the absolute difference between two CDFs, expressed as (Espinar et al., 2009)

$$D = \max|F(p_i) - \tilde{F}(p_i)|$$  \hspace{1cm} (A.9)

where $F$ and $\tilde{F}$ represent the CDFs of actual and forecast solar power generation data sets, respectively. The associated null hypothesis is elaborated as follows: if the $D$ statistic characterizing the difference between one distribution and the reference distribution is lower than the threshold value $V_c$, the two data sets have a very similar distribution and could statistically be the same. The critical value $V_c$ depends on the number of points in the forecast time series, which is calculated for a 99% level of confidence (Espinar et al., 2009).

$$V_c = \frac{1.63}{\sqrt{N}}, \quad N \geq 35$$  \hspace{1cm} (A.10)

The difference between the CDFs of actual and forecast power is defined for each interval as (Espinar et al., 2009)

$$D_j = \max|F(p_i) - \tilde{F}(p_i)|, \quad j = 1, 2, ..., m$$  \hspace{1cm} (A.11)

where $p_i \in [p_{\min} + (j - 1)d, p_{\min} + jd]$

Here the value of $m$ is chosen as 100, and the interval distance $d$ is defined as (Espinar et al., 2009)

$$d = \frac{p_{\max} - p_{\min}}{m}$$  \hspace{1cm} (A.12)

where $p_{\max}$ and $p_{\min}$ are the maximum and minimum values of the solar power generation, respectively. The KSI parameter is defined as the integrated difference between the two CDFs, expressed as (Espinar et al., 2009)

$$KSI = \int_{p_{\min}}^{p_{\max}} D_dp$$  \hspace{1cm} (A.13)

To compare the results from different spatial and temporal scales of forecast errors, a relative value of KSI (KSIPer) is calculated by normalizing the KSI value by $a_c = V_c \times (p_{\max} - p_{\min})$ (Espinar et al., 2009).

$$\text{KSIPer}(\%) = \frac{\text{KSI}}{a_c} \times 100$$  \hspace{1cm} (A.14)

The OVER metric characterizes the integrated difference between the CDFs of the actual and forecast solar power. In contrast to the KSI metric, the OVER metric evaluates only large forecast errors beyond a specified value, because large forecast errors are more important for a power system. In this paper, the OVER metric considers only the points at which the critical value $V_c$ (given in Eq. (A.9)) is exceeded. The OVER metric and its relative value are given by (Espinar et al., 2009)

$$\overline{\text{OVER}} = \int_{p_{\min}}^{p_{\max}} tdp$$  \hspace{1cm} (A.15)

$$\overline{\text{OVER}}_{\text{Per}}(\%) = \frac{\overline{\text{OVER}}}{a_c} \times 100$$  \hspace{1cm} (A.16)

The parameter $t$ is defined by (Espinar et al., 2009)

$$t = \begin{cases} D_j - V_c & \text{if } D_j > V_c \\ 0 & \text{if } D_j \leq V_c \end{cases}$$  \hspace{1cm} (A.17)

As with the KSIPer metric, a smaller value of OVERPer indicates a better performance of the solar power forecasting.

A.6. Skewness and kurtosis

Because the MAE and RMSE metrics cannot distinguish between two distributions with the same mean and variance but different skewness and kurtosis values, they ignore additional information about the forecast errors that could potentially have a significant impact on system operations. Skewness is a measure of the asymmetry of the probability distribution and is the third standardized moment. Assuming that forecast errors are equal to forecast power minus actual power, a positive skewness of the forecast errors leads to an over-forecasting tail, and a negative skewness leads to an under-forecasting tail. The tendency to over-forecast (or under-forecast) is important in that the system actions taken to correct for under-forecasting and over-forecasting events are not equal. An over-forecasting tendency could lead to the commitment of a less-than-optimal number of large thermal units, which would need to be corrected through the use of more dispatchable, and therefore more expensive, generation units (Zhang et al., 2013d,e). Skewness is not a stand-alone metric, but it can provide additional information to the system operator about the tendencies of the forecasting system that can be utilized to prepare appropriate counteractions.

Kurtosis is a measure of the magnitude of the peak of the distribution of forecast errors, or conversely the width of the distribution, and is the fourth standardized moment. The difference between the kurtosis of a sample distribution and that of the normal distribution is known as the excess kurtosis. In this work, the term kurtosis is treated synonymously with excess kurtosis. A distribution with a positive kurtosis value is known as leptokurtic, which indicates a peaked (narrow) distribution; whereas a negative kurtosis indicates a flat (wide) data distribution, known as platykurtic. The pronounced peak of the leptokurtic distribution indicates a large number of very small forecast errors, which shows a better performance of the forecasting system (Hodge and Milligan, 2011). In general, a narrow distribution of forecast errors indicates a better, more
accurate, performance of the forecasting method. Like skewness, kurtosis is not an appropriate stand-alone metric. However, it can provide information to the system operator about the relative frequency of extreme events.
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