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Abstract—In this paper, we address the problem of data-burst
grooming in optical burst-switched (OBS) networks. In OBS net-
works, IP packets with the same edge-node destination are assem-
bled into larger packets called data bursts. Depending on the core
node’s switching technology, data bursts are required to have a
minimum length. On the other hand, each IP packet in a burst has
a time delay constraint, called maximum end-to-end delay, which
determines the upper time limit before which the packet must
reach its destination. Thus, a data burst cannot wait indefinitely
until a sufficient number of IP packets are assembled and the
minimum burst length requirement is met. In order to satisfy
the packet maximum end-to-end delay requirement, many bursts
will be timed out and released before they reach the minimum-
length requirement. Under such circumstances, padding overhead
must be added to these short bursts, called sub-bursts. Excessive
padding results in high overhead and high data-burst blocking
probability. One approach to minimize the amount of padding
overhead, while maintaining the end-to-end delay requirement
of IP packets, is to groom multiple sub-bursts together. That is,
sub-bursts with different destinations are aggregated together at
the edge node and transmitted as a single burst until they are
separated at some downstream node. In this paper, we present
an edge-node architecture enabling burst-grooming capability. We
also develop two basic grooming approaches, namely No rout-
ing overhead (NoRO) and minimum total overhead (MinTO).
Through a comprehensive simulation study, we show that, in
general, our proposed grooming algorithms can significantly im-
prove the performance compared to the case of no grooming.
However, careful considerations must be given to network-loading
conditions and the number of sub-bursts allowed to be groomed
together. We show that although simple greedy algorithms can
reduce network overhead, they may alter the traffic characteris-
tics and increase its burstiness, resulting in high packet blocking
probability.

Index Terms—Burst assembly, dynamic traffic, edge-node ar-
chitecture, grooming, optical burst switching, padding overhead,
routing overhead.

I. INTRODUCTION

THE AMOUNT of raw bandwidth available on fiber-optic
links has increased dramatically with advances in dense

wavelength division multiplexing (DWDM) technology; how-
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ever, existing optical-network architectures are unable to fully
utilize this bandwidth to support highly dynamic and bursty
traffic. Optical burst switching [1], [2] has been proposed as a
new paradigm to provide the flexible and dynamic bandwidth
allocation required to support such traffic. In optical burst-
switched (OBS) networks, incoming data are assembled into
basic units, referred to as data bursts, which are then transported
over the optical core network. Control signaling is performed
out of band by control packets that carry information such
as the length, the edge-node-destination address, and the QoS
requirements of the optical data burst. The control packet is
separated from the data burst by an offset time, allowing the
control packet to be processed at each intermediate node before
the data burst arrives. Aggregating IP packets into large-sized
bursts can compensate for slow switching time at core nodes.
This is motivated by the fact that the relatively mature MEMS-
based optical crossconnects can provide a connection switching
time of about 10 ms [5]; on the other hand, the typical switch
reconfiguration time requirement for optical packets can be in
the order of microseconds (or even nanoseconds). Conse-
quently, core nodes with slower switching times require larger
minimum burst lengths in order to minimize the switching
overhead.

An important issue in OBS networks is data burst assembly.
Burst assembly is the process of aggregating IP packets with
the same characteristics, such as edge-node destination, class of
service, etc., into a burst at the edge node. The most common
burst-assembly approaches are timer based and threshold based.
In a timer-based burst-assembly approach, a burst is created
and sent into the optical network when the time-out event is
triggered. In a threshold-based approach, a limit is placed on
the number of packets contained in each burst. A more efficient
assembly scheme can be achieved by combining the timer-
based and threshold-based approaches [6]–[9].

IP packets assembled in a data burst have a time delay
constraint, called maximum end-to-end delay tolerance, deter-
mining the deadline by which the packet must reach its OBS
destination. Thus, the main motivation for implementing the
timer-based burst-assembly approach is to ensure an IP packet
does not wait at the edge node’s assembly unit indefinitely be-
fore its maximum end-to-end delay tolerance is violated. If the
arrival rate of incoming IP packets with the same characteristics
is low, bursts are timed out and released before they reach
their minimum burst length requirement determined by the
core-node switching time. Under such conditions, the timed-
out burst is smaller than the minimum-length requirement. We
refer to these short bursts as sub-bursts. Padding overhead must
be added to sub-bursts in order to satisfy the minimum-length

0733-8724/$20.00 © 2005 IEEE
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Fig. 1. Illustrating the timer-based and threshold-based burst-assembly
approaches.

requirement. However, excessive padding results in high link
utilization and data-burst blocking probability. Furthermore,
when data bursts are timed out, their aggregated IP packets will
experience higher average delay. These concepts are illustrated
in Fig. 1. In case (a), the data burst reaches its maximum
size before it is timed out. Case (b) represents a situation in
which the burst is timed out before it reaches its maximum
size. In case (c), the data burst is timed out before it reaches
the minimum required length and padding overhead must be
added. Note that in this paper, we mainly focus on case (c),
representing instances when the incoming IP-packet arrival rate
of sub-bursts is low. Consequently, in such cases, the burst-
assembly approach will be timer based, and bursts will be
released prior to reaching their minimum-length requirement.
The padding overhead will increase the network load and can
lead to increased blocking in the network.

One approach to minimize the amount of padding overhead,
as well as the average end-to-end IP-packet delay due to low
IP-packet arrival rate, is to groom bursts. Burst grooming is
defined as aggregating multiple sub-bursts with different char-
acteristics (i.e., edge-node destinations) together at the edge
node and transmitting them as a single burst. In situations
where the overall load is high, if there are still several sub-
bursts with low arrival rate, the padding overhead for these
sub-bursts can still have a significant impact on the network
performance, particularly on bottleneck links. Thus, even under
higher overall network loads, burst grooming may potentially
improve network performance.

The problem of aggregating and routing sub-bursts together,
as well as determining their wavelength assignment, is referred
to as the data-burst-grooming problem. Heuristic algorithms
that attempt to solve the data-burst-grooming problem are re-
ferred to as burst-grooming algorithms. These algorithms differ
depending on their aggregation and routing criteria. For exam-
ple, issues such as which sub-bursts and how many sub-bursts
can be groomed together, or how long the accumulated length
of the groomed burst should be, can have a significant impact
on the efficiency of the grooming algorithm under different
network-loading conditions. We note that the general burst-
grooming concept can be implemented in conjunction with any
given scheduling and routing algorithms.

The concept of traffic grooming has been extensively studied
for various circuit-switched WDM network topologies (ring,
mesh, etc.) under different traffic scenarios (static or dynamic)
[10]–[14]. The basic idea in all these problems is to share

lightpaths, defined as wavelength channels dedicated to es-
tablished connections. Hence, we refer to these problems as
lightpath-based grooming problems. The objective of data-
burst grooming in OBS over WDM networks, however, is to
aggregate multiple sub-bursts to share the data burst created to
satisfy a request. Data-burst grooming in OBS has not received
much attention in the literature. In [15], the authors consider
data-burst grooming at core nodes where several sub-bursts
sharing a common path can be aggregated together in order
to reduce switching overhead. The aggregated sub-bursts can
be separated at a downstream node prior to reaching their final
destinations.

In this paper, we address the problem of data-burst grooming
in OBS networks. In our study, we concentrate on grooming
data bursts at the edge nodes. This study is motivated by the
following network constraints: 1) the data traffic through the
network is bursty in nature and connections are short lived;
2) at low IP-packet arrival-rate instances, the core-node switch-
ing time is much larger than the average IP-packet size; and
3) incoming IP packets passing through the network have a
maximum end-to-end delay tolerance. We emphasize that under
such conditions, traffic-aware assembly and routing schemes
may not be efficient due to the bursty nature of the traffic. Simi-
larly, lightpath-based grooming with static connections will not
be suitable because it does not support on-demand network re-
configurability. On the other hand, dynamically reconfigurable
lightpath-based grooming may not efficiently utilize the avail-
able bandwidth because data connections have short duration
relative to the setup time of the lightpaths. Note that without
the delay-tolerance constraint, packets can stay in the assembly
unit indefinitely and there will be no need for burst grooming.

The main contribution of this paper is an edge-node architec-
ture for enabling burst grooming, as well as several data-burst-
grooming heuristic algorithms. Using simulation, we examine
the performance of our proposed grooming algorithms under
specific network conditions. We compare our results with those
obtained without burst grooming in terms of blocking proba-
bility and average end-to-end IP-packet delay. We show that
our proposed burst-grooming techniques lead to performance
improvement when the IP-traffic arrival rate is low.

The remainder of this paper is organized as follows. In
Section II, we describe the proposed edge-node architecture
in OBS networks capable of supporting data-burst grooming.
Section III formulates the data-burst-grooming problem and
provides descriptions of two proposed grooming algorithms.
The performance results for each algorithm are presented in
Section IV. Finally, Section V concludes the paper.

II. NODE ARCHITECTURE

The general core-node architecture is described in detail in
[3] and [4]. We assume that the switching time for core nodes is
given as τ , and that the minimum required data-burst duration
is defined as a function of τ ; i.e., LMIN = f(τ). Throughout
this paper, we refer to sub-bursts as the aggregated IP packets
with the same edge-node destination, whose total length is less
than LMIN. Hence, a transmitted burst can contain multiple
sub-bursts.
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Fig. 2. Edge-node architecture supporting burst grooming with Q ports and
W data channels and one control channel on each port.

TABLE I
SUMMARY OF PARAMETER DEFINITIONS

Fig. 2 shows the basic architecture of an edge node sup-
porting data-burst grooming. An ingress edge node, which
generates and transmits data bursts to core nodes, performs the
following operations: 1) burst assembly—aggregating incom-
ing IP packets with the same edge-node destination (or other
similar characteristics) in a virtual queue (VQ); 2) sub-burst
grooming—combining multiple sub-bursts from different VQs
into a single burst; 3) burst scheduling—attaching padding and
preamble (framing) overhead to the bursts and scheduling them
for transmission on an appropriate channel; and 4) burst header
packet (BHP) generation—constructing the header packets and
transmitting them prior to their corresponding data bursts.

In the egress path, as shown in Fig. 2, an egress edge node
performs two basic functions: burst disassembly and IP routing.
Upon receiving a data burst, the edge node initially disas-
sembles the burst. The extracted sub-bursts, which need to be
retransmitted to the downstream nodes are sent to the assembly
unit, while the remaining sub-burst will be directed to the IP-
routing unit. The IP-routing unit is a line card responsible for
disassembling each sub-burst and sending its embedded packets
to appropriate IP routers in the access layer of the network.

III. BURST GROOMING

In this section, we first introduce some basic definitions
and formulate the edge-node grooming problem in the OBS
network, and then describe our proposed grooming algorithms.
A summary of notations used in the following sections is
provided in Table I.

A. Data-Burst Grooming

We denote a sub-burst i as bi. Each sub-burst bi consists
of multiple IP packets with the same edge-node destination
and can be characterized by its edge-node source, destination,
and length: Sbi

, Dbi
, and Lbi

. As soon as an IP packet with
destination Dbi

arrives to a node, a timer is set for sub-burst bi.
The sub-burst will be released when it is timed out. The time-
out value is based on the maximum end-to-end delay tolerance
that IP packets can tolerate within the OBS network, denoted
by Te.1 Therefore, the time-out value for data bursts in each
VQ is bounded by the difference between Te and the sum of
OBS source–destination propagation delay and node process-
ing delays, which includes the burst disassembly time at the
destination node. In addition to the aforementioned parameters,
each sub-burst bi has a remaining slack time, denoted as δbi

.
The remaining slack time is defined as the remaining tolerable
end-to-end delay the sub-burst can tolerate before it reaches its
destination.

We represent a groomed data burst by G = {b0, b1, b2, . . .},
which is constructed by aggregating a number of sub-bursts
with different destinations. We consider the first element (sub-
burst) in the grooming set (b0) as the timed-out sub-burst,
which must be routed on a single-hop shortest path. Hence, the
first hop for all sub-bursts in G will be the node corresponding
to the destination Db0 . In our notation, |G| and LG indicate
the number of sub-bursts groomed together and their combined
length, respectively. Clearly, if |G| = 1, no grooming has been
performed and LG = Lb0 . Furthermore, we refer to GMAX

as the maximum number of sub-bursts that are allowed to be
groomed together prior to transmission, hence, |G| ≤ GMAX.

We define the hop delay as the delay time imposed on an
incoming sub-burst due to electronic processing. In our study,
we only consider the maximum hop delay, expressed as Th, and
assume it is the same for all nodes. It is clear that the timed-
out sub-burst can only be groomed with any other sub-burst bi,
whose remaining slack time satisfies the following expression:

Tp(Sb0 ,Db0) + Tp(Db0 ,Dbi
) + Th ≤ δbi

≤ Te. (1)

In the above expression, Tp(s, d) is the propagation delay from
node s to node d. Note that δb for any given sub-burst is
bounded by Te.

When G reaches its first destination node Db0 , sub-burst b0

is dropped. Then, each remaining sub-burst bi, in the grooming
set G, is directed to its proper VQ and its slack time is reduced
by Th + Tp(Sb0 ,Db0). Incoming sub-bursts may be aggregated
with the existing IP packets waiting in the corresponding VQ.
In this case, the remaining slack time of the combined sub-burst
is set to the remaining slack time of the earliest packet in the
queue.

We illustrate the above concepts using the example shown
in Fig. 3. In this example, the sub-burst at node 1 going to
node 3 is timed out and it is groomed with another sub-burst

1In general, depending on their class of service, IP packets can have different
Te values. In this paper, we assume all IP packets belong to the same class of
service and hence, the same Te value can be applied to all IP packets.
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Fig. 3. Simple network carrying groomed data bursts.

with destination node 7, in order to meet the minimum-length
requirement. At node 3, the sub-burst with destination node 3
is dropped. The remaining sub-burst going to node 7 will be
groomed with another sub-burst with destination node 6. At
node 7, the sub-burst going to node 6 is sent to the proper VQ
and combined will all existing IP packets in the queue. When
the timer is expired, the combined sub-burst going to node 6
must be transmitted. In this case, since the minimum length is
not met, padding overhead is added.

When a sub-burst b0 is timed out, the burst-grooming al-
gorithm finds the appropriate G(b0 ∈ G) among all possible
grooming combinations. Selection of the grooming set is based
on the optimization objective of the grooming algorithm. Ag-
gregating multiple sub-bursts reduces the padding overhead,
which in turn can improve the blocking probability. However,
this can potentially result in routing the groomed sub-bursts
over longer physical paths. This phenomena, referred to as the
routing overhead, can impact the network throughput.

For example, consider Fig. 3, where at node 1, the timed-
out sub-burst going to node 3 is groomed with the sub-burst
going to node 7. We denote the shortest physical-hop distance
between node pair (s, d) by Hp(s, d). In this case, the sub-burst
going to node 7, will be traveling over Hp(1, 3) + Hp(3, 7) =
3 + 3 = 6 physical hops, whereas the shortest physical-hop
distance between node 1 and node 7 is 2: Hp(1, 7) = 2. This
example demonstrates that a simple greedy aggregation of sub-
bursts can have adverse effects. Consequently, an effective
grooming policy must minimize both the padding and the
routing overhead, while minimizing additional hop delay.

It is evident in the above example that a potential drawback of
burst grooming is the increase in number of electrical-to-optical
converters/transmitters as incoming groomed sub-bursts must
be retransmitted from intermediate nodes to their final edge-
node destinations. Furthermore, burst grooming can result in
higher buffering requirements at intermediate nodes. We defer
these issues until later studies.

B. Problem Formulation

In an OBS mesh network, data-burst grooming can be per-
formed at the edge node. In this case, each individual edge
node must decide how to aggregate individual sub-bursts with
durations smaller than the minimum-length requirement, in
order to optimize the throughput and reduce the probability

of burst dropping. Hence, we can formulate the data-burst-
grooming problem at the edge node as follows. Given the
entire network information (including the physical network
topology and full routing knowledge between all node pairs),
the minimum required data-burst duration, the maximum end-
to-end delay that each class of IP packet can tolerate, and a
timed-out sub-burst with a length smaller than the minimum
required length that has timed out, find any available sub-burst
bi that can be aggregated with the timed-out sub-burst b0 in
order to minimize blocking probability.

We consider the following assumptions: All edge nodes have
full grooming capability and equipped with full wavelength
converters; all incoming IP packets have arbitrary lengths
and a single destination; data bursts with durations shorter
than the minimum burst length requirement will be subject
to padding overhead; and all IP packets in a VQ must be
transmitted together. In addition, in this study, we focus on
networks with low IP-traffic arrival rate; thus, only a timer-
based triggering scheme is assumed. We assume source rout-
ing, where the source edge node knows the entire path for all
sub-bursts.

C. Description of Grooming Algorithms

An intuitive approach to reduce IP-packet blocking prob-
ability is to develop effective grooming algorithms in order
to reduce overall network overhead. The efficiency of the
grooming algorithm can be affected by several parameters,
including the number of sub-bursts that can be groomed to-
gether, the accumulated length of the groomed sub-bursts,
and the way groomed sub-bursts with different destinations
are routed. These parameters can have conflicting impacts
under different network conditions. For example, at moderate
loads, having fewer constraints on the above parameters may
considerably reduce the network overhead, resulting in higher
network throughput. On the contrary, at higher loads, asserting
no constraints on the above parameters may notably alter the
traffic characteristics and increase traffic burstiness, resulting
in higher packet blocking.

We distinguish grooming algorithms by the way the source
node calculates the padding and routing overheads due to burst
grooming. Since the source node has no knowledge about the
traffic between other node pairs, its padding-overhead calcula-
tions are based on worst case local estimations. In our study,
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Fig. 4. NoRO algorithm.

we consider two grooming algorithms: No routing overhead
(NoRO) and Minimum total overhead (MinTO).
NoRO Algorithm: The main objective in this algorithm is to

ensure no routing overhead is added as sub-bursts are groomed
together. In practice, this leads to routing all sub-bursts through
their shortest cost path. Depending on the cost metric, the
shortest cost path can be, for example, based on physical-hop
distance or total link distance. Without loss of generality, in this
paper, we consider the physical-hop distance between a node
pair as the cost metric and refer to it as the shortest path. Note
that NoRO does not distinguish between alternative shortest
cost paths or interdependencies between them, as long as the
cost remains the same.

The routing overhead for a sub-burst bi, when groomed
with b0, can be quantified using the relative routing overhead
Υ(bi, b0), which is defined as

Υ(bi, b0) =
Hp(Sb0 ,Db0) + Hp(Db0 ,Dbi

)
Hp(Sb0 ,Dbi

)
. (2)

Sub-bursts bi and b0 can only be groomed if Υ(bi, b0) = 1,
indicating that the destination of the timed-out sub-burst Db0

is on the shortest path to the destination of the groomed sub-
burst Dbi

.
The details of the NoRO grooming algorithm as sub-burst

b0 with length Lb0 is timed out are shown in Fig. 4. We
denote all available sub-bursts (excluding b0) in VQs as set
S = {b1, . . . , bi, . . .}. Note that the NoRO algorithm continues
to groom b0 with other sub-bursts until the combined length of
the groomed burst LG is larger than LMIN, or the number of
groomed sub-bursts |G| has exceeded GMAX.

MinTO Algorithm: The main objective of this algorithm is
to reduce the combined routing and padding overheads by
grooming multiple sub-bursts together. In practice, this leads
to relaxing the NoRO constraint and allowing sub-bursts to
travel through additional physical hops, when compared to their
shortest path, before reaching their edge-node destinations. The
combined routing and padding overheads for a sub-burst bi,
if groomed with a set of sub-bursts G, can be quantified by
the relative routing and padding overhead Ψ(bi,G), which is
defined in (3) shown at the bottom of the page. In (3) �(x) =
max(LMIN, x) and G ∪ bi = {b0, bi}, if G = {b0}. Note that

Fig. 5. MinTO algorithm.

the necessary condition for bi to be groomed with set G, where
b0 ∈ G, is Ψ(bi,G) < 1.

The additional physical hops a sub-burst bi, when groomed
with b0 ∈ G, must traverse before it reaches its edge-node
destination is referred to as route-deflection distance, and we
define it by

∆(bi, b0)

= (Hp (Sb0 ,Db0) + Hp (Db0 ,Dbi
)) − Hp (Sb0 ,Dbi

) . (4)

For example, referring to Fig. 3, the sub-burst going to node 7
from node 1 will have to tolerate a route-deflection distance of
∆ = 6 − 2 = 4.

Clearly, if ∆ is limited to 0, no route deflection will be
allowed, and all sub-bursts must traverse along their shortest
paths. Note that having ∆ = 0 also implies no routing over-
head: Υ = 1.

Details of the MinTO grooming algorithm as sub-burst b0

with length Lb0 is timed out are shown in Fig. 5.

D. Algorithm Analysis

In this section, we take a closer look at the MinTO algorithm
and examine its performance under three different loading
conditions. For simplicity, we assume that the maximum num-
ber of sub-bursts that can be groomed in a single burst is 2,
GMAX = 2.

1) Light Loads (LG, Lb0 , Lbi
< LMIN): In this case, (3)

will be reduced to

Ψ(bi,G) =
Hp (Sb0 ,Db0) + Hp (Db0 ,Dbi

)
Hp (Sb0 ,Db0) + Hp (Sb0 ,Dbi

)
. (5)

Using (4), the necessary condition for Ψ(bi,G) < 1, indicating
bi can be groomed with b0 ∈ G, is

∆(b0, bi) ≤ Hp (Sb0 ,Db0) . (6)

If the route-deflection distance is 0, ∆ = 0, under the low-
loading assumption, (5) is reduced to

Ψ(bi,G) =
Hp (Sb0 ,Dbi

)
Hp (Sb0 ,Db0) + Hp (Sb0 ,Dbi

)
< 1. (7)

Ψ(bi,G) =
� (LG + Lbi

) · Hp (Sb0 ,Db0) +
∑bj �=b0

bj∈G∪bi
�

(
Lbj

)
· Hp

(
Db0 ,Dbj

)
∑

bj∈G∪bi
�

(
Lbj

)
· Hp

(
Sb0 ,Dbj

) (3)
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Fig. 6. Example of a five-node network where sub-burst by going to node y is timed out and it can be groomed with any one of the available sub-bursts: bw , bx,
or bz . Note that we assume the size of the grooming set is limited to GMAX = 2.

In this case, Ψ(bi,G) will be smaller in value for sub-bursts bi

with shorter hop distance from Sb0 to Dbi
: Hp(Sb0 ,Dbi

).
2) Moderate Loads (LG ≥ LMIN, Lb0 , Lbi

< LMIN): In
this case, (3) will be reduced to

Ψ(bi,G) =
Hp (Sb0 ,Db0) ·

(
LG

LMIN

)
+ Hp (Db0 ,Dbi

)
Hp (Sb0 ,Db0) + Hp (Sb0 ,Dbi

)
. (8)

Rewriting the above expression in terms of ∆, we obtain

∆(b0, bi) ≤ Hp (Sb0 ,Db0)
(

LG

LMIN

)
. (9)

Comparing (5) and (8) suggests that as long as LG < LMIN

and Hp(Db0 ,Dbi
) < Hp(Sb0 ,Dbi

), the timed-out sub-burst
can be groomed with bi. However, as the load increases and
LG > LMIN, fewer burst grooming can be expected.
3) Higher Loads (Lbi

≈ LG ≥ LMIN, Lb0 < LMIN): In
this case, (3) can be expressed as

Ψ(bi,G) =
Hp (Sb0 ,Db0) + Hp (Db0 ,Dbi

)

Hp (Sb0 ,Db0) ·
(

LMIN

LG

)
+ Hp (Sb0 ,Dbi

)
. (10)

Using the definition for ∆, the above expression can be re-
written as

∆(b0, bi) ≤ Hp(Sb0 ,Db0)
(

LMIN

LG

)
(11)

where LMIN/LG ≤ 1.
In the above discussion, we can clearly see that, in order to

minimize routing and padding overhead, MinTO continuously
attempts to groom multiple small sub-bursts whose destinations
are closest to Db0 . On the contrary, the NoRO algorithm mainly
attempts to find the largest available sub-burst traveling along
the timed-out sub-burst’s path. An interesting observation in
comparing (6), (9), and (11) is that as the network load in-
creases, smaller route-deflection distance will be allowed, and
hence, less grooming opportunities will be provided by MinTO.

Fig. 7. Calculating the minimum routing and padding overhead for G =
{by , bx}, {by , bz}, and {by , bw} as a function of Lby .

Furthermore, the above relationships show that under certain
network conditions, MinTO reduces the overall overhead in
the network by introducing minimum routing overhead, ∆ �= 0.
This is different from NoRO, which aggressively attempts to
search for the largest available sub-bursts to be groomed, re-
gardless of the network load.

We illustrate the behavior of the NoRO and MinTO using
the example shown in Fig. 6, where a five-node network with
a single optical channel between each node pair is considered.
We assume, at node a, that sub-burst by is timed out and can
be groomed with one of the available sub-bursts: bw, bx, or bz .
Using the NoRO algorithm, if we groom sub-burst by with bz ,
the lowest Υ value can be obtained. On the other hand, using
the MinTO algorithm, the grooming choice changes depending
on the length ratio of the available sub-bursts, namely, bw, bx,
and bz , over LMIN. For example, assuming the length of bz is
much larger than Lbx

and Lbw
, the value of Ψ for bx, bz , and

bw varies depending on the length of the timed-out sub-burst
by , as shown in Fig. 7. It can be seen that for high values of
Lby

/LMIN, Ψ(bx, by) will be the smallest, and hence, bx will be
selected to be groomed with by . This shows that under special
circumstances, the MinTO algorithm prefers to groom with
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Fig. 8. NSF network with 14 nodes.

an available sub-burst, which results in larger route-deflection
distance.

IV. PERFORMANCE RESULTS

In this section, we present the simulation results obtained
by implementing the NoRO and MinTO algorithms. We have
chosen the National Science Foundation Network (NSFNet)
backbone, shown in Fig. 8, as our test network. In this net-
work, we assume each link is bidirectional with a fiber in
each direction. Our simulation model was developed based
on the following assumptions: IP-packet arrivals into the OBS
network are Poisson, with λ denoting their arrival rate, and
they are uniformly distributed over all sender–receiver pairs;
IP-packet length is fixed with 1250 B; the maximum end-to-
end IP-packet delay tolerance is 50 ms; the switching time at
the core node is 25 µs, requiring a minimum burst length of
LMIN = 250 packets; each data burst can carry a maximum of
2500 IP packets; and each switch port has eight wavelengths,
each of which has a transmission rate of 10 Gbit/s. We also
assume all nodes support data-burst-grooming capacity and are
equipped with full wavelength converters. We adopt the latest
available unscheduled channel (LAUC) algorithm to schedule
data bursts at the core nodes. Furthermore, we only consider
a timer-based assembly and assume all sub-bursts can be
groomed as long as their accumulated length is less than the
minimum required length.

In our simulation study, we focus on traffic-load scenarios
where sub-bursts typically time out before they reach their
minimum required length, and hence, the mean burst length is
less than LMIN. Throughout this section, we refer to the offered
IP-packet load into the network as load, denoted by ρ. In our
results, we focus on two basic performance metrics: IP-packet
blocking probability and average end-to-end IP-packet delay.
We define the former as the ratio of the number of IP packets
that did not reach their destination over the total number of
incoming IP packets.

In our C-based simulation model, we used confidence-
interval accuracy as the controlling factor. For each case of
interest, the simulation was run until a confidence-interval
level of 90% was observed and an acceptably tight confi-
dence interval were achieved. Calculations of the confidence

Fig. 9. Packet blocking probability using NoRO for GMAX = 2, 3, and 6.

interval were based on the variance within the collected
observations [16].

A. Characterizing the NoRO Algorithm

Fig. 9 shows the performance of the NoRO grooming algo-
rithm for GMAX = 2, 3, and 6. As this figure suggests, under
light loads (ρ < 0.1), allowing more sub-bursts to be groomed
together results in lower packet blocking probability. Note that
in our simulation, further increase in GMAX > 6 does not result
in further performance improvement. This is because there is no
more sub-burst available in the VQs.

At moderate loads (0.1 ≤ ρ ≤ 0.36), the IP-packet blocking
probability increases for higher GMAX values. As the load
continues to increase, only a small percentage of sub-bursts
will be shorter than LMIN, and hence, less grooming will take
place. Eventually, at higher loads (ρ > 0.36), no grooming
will be performed and, as Fig. 9 suggests, the blocking prob-
ability for different GMAX values will become the same.

A surprising observation in Fig. 9 is that at moderate loads,
as more sub-bursts are allowed to be groomed, the packet
blocking probability increases. To understand this behavior, we
examine two basic traffic characteristics, namely the padding-
overhead ratio and traffic burstiness. The former is defined as
the ratio of total padding overhead with and without grooming.
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Fig. 10. Padding-overhead ratio over the OBS network using NoRO for
GMAX = 2, 3, and 6.

Clearly, having smaller padding-overhead ratio implies higher
link utilization compared to the case with no grooming.

We define traffic burstiness over each switch egress port i
(or unidirectional link between a node pair) as variation of burst
load in time interval s [17] and express it as

βi(s) =

√
σ2

i (s)
µ2

i (s)
(12)

where σ2
i (s) and µi(s) are the variance and mean of the burst

load measured on link i over some time period s, respectively.
Burst load is defined as the product of burst arrival rate and
mean burst length. Assuming the entire simulation period is
Tsim = m · s, with m discrete intervals of s, we will have
µi(Tsim) =

∑m−1
k=0 vk

i (s)/m = E{vi(s)}, where vi(s) is the
burst load measured on link i over a time interval s. Similarly,
σi(Tsim) =

√
E{vi(s)2} − E2{vi(s)}.

Fig. 10 indicates that at light loads, having larger GMAX

value can considerably reduce the padding-overhead ratio.
However, as the load increases, the padding-overhead ratios
for different values of GMAX tend to become the same and
approach 1. In Fig. 10, note that, at moderate loads, the groom-
ing algorithm results in minimum padding-overhead ratio. This
is attributed to the fact that, at light loads, fewer and smaller
sub-bursts are available to be groomed. On the other hand,
at higher loads, fewer sub-bursts require padding and hence,
grooming impact is minimized.

Fig. 11 compares the traffic burstiness, defined in (12), on
unidirectional links 1 through 42 for GMAX = 2 and 6 when
ρ = 0.25. This figure shows that as GMAX increases from 2
to 6, the traffic burstiness increases as well. Increasing traffic
burstiness results in higher peak burst load, leading to higher
link congestion and blocking probability. Similar results can
be obtained until ρ ≈ 0.36, where grooming impact starts
diminishing.

Based on the above traffic characteristics, we observe that
at light loads, the padding-overhead ratio of GMAX = 6 is
significantly lower than that of GMAX = 2. Consequently, the
link utilization when GMAX = 6 will be higher, leading to

Fig. 11. Traffic burstiness measured on each switch egress port at ρ = 0.25
for GMAX = 2 and 6 using NoRO.

Fig. 12. Average end-to-end packet delay (milliseconds) using NoRO for
GMAX = 2, 3, and 6.

lower blocking probability. As the load increases, the difference
between the padding-overhead ratios for GMAX = 2 and 6 is
reduced, and the traffic burstiness becomes the dominant factor.
Hence, the blocking probability for GMAX = 6 will be higher
than GMAX = 2.

The average end-to-end packet delay obtained from NoRO
is shown in Fig. 12. As GMAX increases, lower average delay
can be achieved. This is due to the fact that by allowing higher
number of sub-bursts to be groomed in a single burst, fewer
sub-bursts will have to wait until they are timed out.

B. Characterizing the MinTO Algorithm

The overall performance of MinTO, in terms of packet
blocking probability and average end-to-end packet delay, fol-
lows similar trends we described for NoRO. A major issue
with MinTO, however, is that it can potentially send some
groomed sub-bursts through longer paths before reaching their
destinations. Consequently, such sub-bursts will be more vul-
nerable to blocking. In fact, further simulation shows that at
light loads, sub-bursts experience an average route-deflection
distance of ∆ ≈ 1.9. As the load increases, ∆ tends to become
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Fig. 13. Average end-to-end IP-packet delay (milliseconds) using MinTO for
GMAX = 2, 3, and 6.

smaller, which can be verified by comparing (5) and (8). This
effect can also be observed in Fig. 13. When GMAX = 2, the
average number of sub-bursts groomed together remains the
same for all loads and the average end-to-end packet delay at
ρ = 0.05 is slightly larger than when ρ = 0.13. However, when
GMAX = 6, this effect is not evident because the average
number of sub-bursts groomed together changes.

One way to avoid excessive route deflection is to impose
an upper bound on the maximum route-deflection distance,
for example, ∆ ≤ 1. Our simulation results showed that under
such constraint, at higher loads, slightly lower packet blocking
can be achieved, which are consistent with our analysis in
Section III-D. The tradeoff for such constraint is the higher av-
erage end-to-end packet delay due to limited grooming oppor-
tunities. In the remainder of this section, we consider MinTO,
where ∆ ≥ 0.

C. Grooming Algorithm Comparison

In this section, we compare the performance of NoRO and
MinTO with the case when no grooming is applied. We start by
examining the average number of sub-bursts groomed obtained
by each algorithm as the load changes. Then, we demonstrate
how the average number of sub-bursts groomed impacts the
performance metrics.

Fig. 14 shows that, when GMAX = 6, at light loads, MinTO
is less aggressive and provides fewer grooming opportunities
compared to NoRO. This is due to the fact that in MinTO,
burst grooming depends on the latest value of Ψ(bi,G) and the
sub-bursts that have already been included in G. As the load
increases, there are more sub-bursts available. Hence, MinTO
provides more grooming opportunities by relaxing the rout-
ing overhead constraint and allowing route-deflection distance.
When GMAX = 2, the average number of sub-bursts groomed
will be similar for both algorithms. However, NoRO is more
aggressive because it tends to select the largest available sub-
bursts for grooming, as described in Fig. 4.

Fig. 15 shows the packet blocking probability obtained by
implementing the NoRO and MinTO for GMAX = 1, 2, and
6. At light loads, the more aggressive grooming approach,

Fig. 14. Comparing the average number of sub-bursts groomed in a single
burst using NoRO and MinTO for GMAX = 2 and 6.

Fig. 15. Comparing the packet blocking probability using NoRO and MinTO
for GMAX = 2 and 6.

i.e., NoRO, with higher GMAX, provides slightly lower block-
ing probability. At higher loads, however, a more aggressive
grooming approach results in higher traffic burstiness on links,
as shown in Fig. 11. Consequently, NoRO with GMAX = 2
outperforms MinTO with GMAX = 6 in terms of packet block-
ing probability. Recall that even limited grooming, GMAX = 2,
can considerably reduce the padding-overhead ratio, and hence,
improve the overall blocking probability.

Fig. 16 shows that, in general, the average end-to-end packet
delay due to grooming is much less than the case in which
no grooming is implemented. Furthermore, the relative per-
formance of MinTO and NoRO consistently follows the algo-
rithm’s grooming aggressiveness, as shown in Fig. 14. That is,
more grooming results in lower end-to-end packet delay.

The aforementioned results demonstrate that MinTO and
NoRO perform differently depending on the load. In gen-
eral, grooming higher number of sub-bursts together can
considerably improve the average end-to-end packet delay.
Burst grooming can also improve packet blocking probability
throughout the network at moderate loads. However, at higher
loads, depending on network constrains, such as LMIN and Te,
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Fig. 16. Comparing the average end-to-end packet delay (milliseconds) using
NoRO and MinTO for GMAX = 2 and 6.

limited grooming must be considered to reduce the padding
overhead, and hence, to reduce the packet blocking probability.
An adaptive approach, which aggressively grooms sub-bursts
at low loads and gradually decreases GMAX as the load in-
creases, can improve the overall network performance in terms
of both blocking probability and average end-to-end packet
delay.

D. Performance of NoRO Under Different
Network Parameters

In this section, we investigate the performance of the groom-
ing algorithms as the maximum tolerable end-to-end packet
delay Te and the minimum burst length requirement LMIN

vary. Since both NoRO and MinTO behave similarly under
such changes, we only focus on the performance of the NoRO
grooming algorithm.

In general, for a given switching time and load, as Te

decreases, data bursts time out earlier, and hence, the average
number of IP packets aggregated in each burst tends to be-
come smaller. Consequently, more padding overhead will be
generated and higher packet blocking probability is expected.
Fig. 17 shows the packet blocking probability using NoRO
with GMAX = 2 for Te = 50 and 60 ms. This figure suggests
that, for a given load and switching time, NoRO becomes more
effective in terms of lowering the packet blocking probability as
Te is reduced. This implies that burst grooming can particularly
benefit IP packets with lower end-to-end delay tolerance.

Fig. 18 shows the percentage performance improvement of
NoRO with GMAX = 2 compared to when no grooming is
implemented, as LMIN changes from 250 to 350. As LMIN

increases, NoRO becomes more effective in terms of lowering
the blocking probability for higher loads. Similarly, our simu-
lation results confirmed that, for a given load and Te, as LMIN

increases, burst grooming can become more effective in terms
of lowering the average end-to-end packet delay.

We also examined the impact of burst grooming when no
wavelength converters were used. The results demonstrate that
burst grooming provides lower blocking probability compared
to the case with no grooming, when no wavelength convert-

Fig. 17. Comparing the packet blocking probability using NoRO and no
grooming for GMAX = 2, Te = 50 and 60 ms.

Fig. 18. Percentage improvement in packet blocking probability of NoRO
compared to no grooming, assuming GMAX = 2 and LMIN changes from
250 to 350.

ers are utilized. This is because burst grooming allows the
incoming groomed sub-bursts, which have been reassembled,
to be retransmitted on any available channel. Such advantage
is diminished when all nodes have wavelength converters. In
terms of average end-to-end packet delay, having wavelength
converters appears to have no impact.

Based on the above results, it can be concluded that burst
grooming can particularly be advantageous for networks that
are constrained by cost (e.g., having no wavelength converters)
or technology (e.g., having core nodes with slow switching
times) and which carry on-demand traffic with relatively low
arrival rate sub-bursts.

V. CONCLUSION

In this paper, we discussed the problem of data-burst groom-
ing in OBS networks. The main motivation for this study is
improving network performance when the sub-bursts have low
arrival rate, and the core node’s switching time is larger than the
average size of sub-bursts. Under such assumptions, sub-bursts
will time out before they reach their minimum required length,
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and hence, padding overhead must be added. We developed
two grooming algorithms, namely MinTO and NoRO, which
aggregate multiple small sub-bursts together in order to reduce
the padding overhead, while minimizing any added routing
overhead.

Through a comprehensive simulation study, we investigated
the performance of the MinTO and NoRO algorithms in terms
of packet blocking probability and average end-to-end packet
delay. Our results show that, in general, the proposed grooming
algorithms can improve the performance when compared with
the case with no grooming. However, careful considerations
must be given to loading conditions and the number of sub-
bursts allowed to be groomed together. This is due to the fact
that they alter the network traffic characteristics negatively and
make the traffic more sporadic.

One area of future work would be to extend the proposed
burst-grooming framework such that it can support service
differentiation and QoS. As we mentioned before, two poten-
tial drawbacks of burst grooming are increase in number
of electrical-to-optical converters/transmitters and additional
buffering requirements. Further studies are required to ex-
amine such cost increases. In addition, analyzing the cost–
performance comparison between two networks, one with
burst-grooming capability but no wavelength converters and
the other with wavelength converters but no grooming capa-
bility, can also be interesting. Another open problem to study is
the data-burst grooming under static-traffic scenario, where the
average traffic between each node pair is known in advance.
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