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Abstract—Memristors are being explored as a potential technology to replace CMOS for logic-in-memory systems that exploit the memristive non-volatility. Memristors are two-terminal, non-volatile devices that exhibit a variable resistance that is dependent on the applied voltage history of the device, providing the capability to store and process information within the same structure. The ability of memristors to perform logic has been previously demonstrated, but previous analyses of memristor logic efficiency have not included the overhead CMOS circuitry that is required to control memristor logic operations. In this paper, the required overhead CMOS circuitry for implementing logic with memristors is evaluated for standard logic gates and a one-bit full adder to enable an analysis of the overall system efficiency. The results show that the number of CMOS devices in the overhead circuitry can be upwards of 50 times that of a conventional CMOS implementation, and that the power-delay product of the memristor logic with overhead circuitry is roughly one billion times greater than for conventional CMOS circuits. These results enable the conclusion that the overhead circuitry requirements for stateful memristor logic threaten to negate any efficiency improvements that are achieved by the memristors themselves.

Index Terms—Memristors, memristive systems, logic gates, non-volatile logic computing, control circuit, beyond CMOS computing, memristor control circuit.

I. INTRODUCTION

SINCE the invention of the first integrated circuit, the density of transistors has grown exponentially. While this trend persists, thanks to continued advancements in silicon process technologies, many have posited that the end of Moore’s Law is quickly approaching [1]. This eventual barrier to further increases in transistor density encourages investigation into novel circuit architectures. Many concepts for beyond-CMOS computing have been proposed [2]–[15], with significant recent interest toward performing logic-in-memory [16], [17] with memristors [18], [19].

Based on research from HP Labs, a simplified understanding of memristor [20] behavior is depicted in Fig. 1(a), where the shifting of the connection points is influenced by the applied voltage [21]. As a varying voltage is applied between terminals 1 and 2, the resistance of the device shifts between low and high resistance states. Fig. 1(b) shows the symbol that is commonly used for memristor devices. Consistent with the memristor model used in this work [22], a negative voltage applied from the “+” terminal to the “−” terminal decreases the resistance to $R_{ON}$ (i.e., a positive voltage applied from the “+” terminal to the “−” terminal increases the resistance to $R_{OFF}$ (i.e., an open circuit). Memristors based on this behavior have been proven to be able to perform logic both theoretically [18] and experimentally [19], [21].

Since the publication of the work performed by HP Labs, there has been a flurry of research in this field. This includes the ability of two memristors to perform the implication (IMPLY) function [19], standard functions such as AND and OR [23], and more advanced functions such as the one-bit full adder [24] and multi-bit full adder [18]. Various schemes for memristor connectivity have also been suggested including the parallel [19], [25] memristor and crossbar configurations [26]–[28]. Furthermore, some drawbacks have been identified, such as the potential for sneak-paths in crossbar arrays [18], [29] and the need for sense amplifiers to read the state of a memristor [18].

Amidst all of the excitement toward memristors for non-volatile logic, very serious concerns have been overlooked and minimized. In particular, the peripheral circuitry required...
to control memristor logic has not been fully designed and analyzed [30]. The required CMOS control circuitry poses a serious threat that must be considered in order to enable realistic predictions of the efficiency of this technology.

To truly understand the efficacy of a memristor-based computing system, it is necessary to determine the overhead required to control the application of voltages to the memristors. This paper therefore evaluates the CMOS circuitry required as overhead to control memristor-based functions, providing insight into the true viability of stateful memristor logic. A complete overhead circuit is proposed and analyzed, leading to the conclusion that even if the memristors themselves are ignored, more CMOS transistors are required for the memristor control circuit than are required for a conventional CMOS implementation. (In Section III, it is shown that when the control circuit is not ignored, memristor logic requires many additional devices).

II. OVERVIEW OF MEMRISTOR LOGIC

To provide insight into the operation of memristors from a physical perspective, memristor technology is introduced. The IMPLY function is explained as the basis for computing with memristors. Additional Boolean functions are considered for implementation with memristors, and it is shown that if the control circuit is ignored, fewer memristors are required as compared to the number of transistors in a conventional CMOS implementation. Furthermore, the power delay product of a conventional CMOS implementation is greater than one billion times better than with memristors, proving that even with significant improvements in memristor-based architectures, CMOS-based computing is more efficient than memristor logic.

A. Memristor Technology

While there are many types of memristors, the most common has a zero-crossing curve with hysteresis [21], [31]–[33]. In the ideal I-V curve shown in Fig. 2, the device changes to a low resistance state when the voltage applied across the device ($V_{SET}$) is less than the $V_{THN}$ voltage. Conversely, the device reverts to the high resistance state when the voltage applied across the device ($V_{RESET}$) is greater than the $V_{THP}$ voltage. The conditional voltage, $V_{COND}$, is also critical to logic operation using memristors and is described in the next section.

The physical realization of memristors varies based on the specific construction of the memristor, and different mechanisms have been discussed previously [34], [35]. As an introduction, the discussion here is limited to the bipolar filamentary switching process. A simplified diagram is depicted in Fig. 3 to illustrate the mechanism of resistance change in the device [36], [37]. When the $V_{SET}$ voltage is applied to the device, a metallic filament is formed, switching the device to the low resistance state (logic “1”). When the $V_{RESET}$ voltage is applied to the device, the filament retreats, switching the device back into the high resistance state (logic “0”). This property can be exploited to perform logical operations such as the implication function, as depicted in Fig. 4 and described further in Section II.B.

As the device switching is “mechanical” in the sense that ions are required to move to form a filament, the switching speed is limited by the velocity of the ions. Though the switching speed may be limited, the mechanical switching enables these devices to retain their state without external excitation. This quality makes memristors a promising technology, as they can both perform logical functions as well as act as local memory storage, reducing long-distance data transfer and overcoming the von Neumann bottleneck [34]. This non-volatile memristor device can be used both to store information as well as perform complex logic functions [18], [19], [23], [24], with the implication function as the basis for memristor logic.
TABLE I

<table>
<thead>
<tr>
<th>Case</th>
<th>A</th>
<th>B</th>
<th>Input</th>
<th>During Operation</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>GND</td>
<td>V\textsubscript{PD} &lt; V\textsubscript{COND}</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>V\textsubscript{SET}</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>V\textsubscript{COND}</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>V\textsubscript{SET} &lt; V\textsubscript{PD} &lt; V\textsubscript{COND}</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 5. Implication logic operation for case 3 of Table I.

B. Implication Function

The IMPLY gate is the fundamental building block for stateful memristor logic. The IMPLY function is commonly denoted by $\rightarrow$ or IMP (e.g., $A \rightarrow B$ or A IMP B), and is also known as the material conditional [19]. The A IMP B function can also be understood as standard Boolean logic function $\text{NOT}(A) \text{ OR } B$ (i.e. $\overline{A} + B$). This function is not commutative, and the four input cases are shown in the truth table of Table I. The inputs of the IMPLY function are the states of the memristors A and B, and the output is the state of B after the operation (B'). The state of memristor A is unchanged during the IMPLY operation.

Fig. 5 depicts the functional operation of the IMPLY gate for case 3, illustrating the importance of the V\textsubscript{COND} voltage. As described in Fig. 2, the memristor switches states from high resistance (0) to low resistance (1) when the V\textsubscript{SET} voltage is applied across its terminals from + to -. The V\textsubscript{COND} voltage is of less magnitude than V\textsubscript{SET}, such that applying V\textsubscript{COND} or (V\textsubscript{SET} - V\textsubscript{COND}) does not change the memristor from high resistance (0) to low resistance (1).

Table I summarizes each of the four combinations of inputs for the IMPLY gate, noting the voltages applied and the states of each of the memristors before, during, and after the operation.

C. Stateful Memristor Logic

The IMPLY gate can be extended to perform additional logic functions with the addition of parallel memristors. It has been shown in [19] that a NAND operation can be performed, and in [18] that the AND, OR, NOR, and XOR gates can be implemented with serial applications of the implication function. Beyond the advantage of non-volatility in memristors, an additional benefit to memristors is that fewer devices are required to perform standard logic functions (when the control overhead is not included). Table II summarizes the number of transistors required compared to the number of memristors required for equivalent functions.

Table II shows that memristors have a clear advantage over standard CMOS when considering the number of devices required to perform the logical function itself. When using memristors, the standard Boolean functions may require only one-third as many the number of devices required for CMOS, and the full adder circuit requires 22 fewer devices, a nearly 80% reduction. However, this comparison only tells part of the story.

A significant drawback to the six-memristor full adder implementation is that the function requires 29 serial steps, significantly slowing down the operation time [18]. In addition to the significant reduction in operating speed due to the mechanical switching of memristors and the number of serial steps, this device comparison does not fully consider all circuitry required. While it has been shown that these Boolean functions can be performed using fewer memristors (as compared to transistors) when the overhead circuit is ignored, little research has gone into fully understanding the required supporting CMOS circuitry necessary to coordinate sequential operations in memristor-based logic arrays.

D. Alternative Memristor Logic Styles

This paper focuses specifically on the IMPLY-based logic of [18], [19], and [25]. Many other memristor logic styles have been proposed, including:

- Memristor ratioed logic (MRL) [38],
- Memristor-aided logic (MAGIC) [39],
- Complementary resistive switch (CRS) logic [40], [41],
- Crossbar array logic [42], and
- Memristors-as-drivers (MAD) logic [43], [44].

The voltages applied to the memristors must be carefully coordinated by non-memristor devices presumably CMOS transistors in all of these configurations. Therefore, the challenges identified in this paper may extend to other memristor logic styles.

III. OVERHEAD CIRCUITRY FOR BOOLEAN FUNCTIONS

As noted above, the design of peripheral circuitry for memristor logic has not been previously proposed [30]. To evaluate
the efficacy of a memristor-based logic system, the CMOS
circuitry required to implement memristor logic functions is
described. Simple functions such as the IMPLY, AND, OR,
and XOR are analyzed to investigate the number of transistors
required for memristor-based gates, and the result is compared
to the number of transistors required for a purely CMOS gate
implementation.

As there is a trade-off between flexibility and control circuit
overhead, this paper examines IMPLY-based structures due to
their relatively simple overhead control circuits resulting from
their relative logical rigidity as compared to other memristor
logic proposals [24]. The overhead circuits for the more
flexible memristor logic structures are even more complex and
cause further negative impact on system efficiency.

A. Overhead Control Circuit Structure

As described in relation to Fig. 5, the memristor logic oper-
ations are not performed solely with memristors. Additional
transistors are required to apply the appropriate voltages to
the memristors to perform the IMPLY function. The structure
of Fig. 5, however, is a simplification of the complete struc-
ture required for computing with memristors. This particular
circuit can perform the IMPLY function only once, and the
memristors cannot be reset as a V_RESET voltage cannot be
applied. Additional transistors are therefore required for each
memristor to allow for resetting, making functions repeatable.
Furthermore, a set of clock pulses is required to perform
sequential steps correctly. Taking these factors into consider-
ation, a memory-based, clocked control scheme that scales
with function complexity is demonstrated here. This control
scheme is designed to ensure that any sequential memristor-

based function can be implemented with this technique.

The control method of [45] incorporates the enhancements
highlighted in [30] to be suitable for controlling memristor
logic. These enhancements include the ability to select
rows and columns to enable parallel execution and the abil-
ity to select additional voltages beyond the V_SET, V_COND,
and V_RESET voltage nodes previously discussed. The peripheral
circuit analyzed here does not allow for parallel execution
and also has a limited subset of voltages, so therefore is a
simpler version of what is considered necessary for complete
memristor-based logic control. Given the simpler structure of
the architecture highlighted below, the actual number of over-
head transistors required to control a more flexible memristor-
based logic array is significantly higher.

The control circuit is centered on read-only memory (ROM)
that contains the information required to perform a specific
function, as depicted in Fig. 6. A clock increments a MOD-N
counter, which drives the input address of the ROM.
A MOD-N counter is used in this design to help reduce the
number of clocks required to address the ROM, so that only
a single clock is required instead of a complex system of
clocks. While the system could alternatively be based solely
on a multi-phase clock, this requires a significantly more
complex clock generation scheme. The ROM interprets the
N-bit address and outputs the data contained at this address to
drive the inputs of a decoder. The outputs of the decoder are
connected to the gates of the transistors (or power switches)
that connect the appropriate voltage to the corresponding
memristor. The decoder aids in reducing the size of the ROM
and also provides the drive strength necessary to quickly drive
the gates of the power switches. Additionally, a pair of level
shifters are required to drive the V_SET and V_COND transistors.
This complete system coordinates a set of memristors to
perform a desired function based on a single clock and a
repeatable instruction set.

B. Overhead Circuit Transistor Count

For the computation of any stateful memristor logic func-
tion, the necessary control circuit requires the use of a larger
number of transistors than is required for a conventional CMOS implementation. The conventional CMOS NAND and NOR functions require only four transistors; the stateful memristor logic control circuit requires a larger number of transistors for the control circuit consisting of a counter, read-only memory (ROM), a decoder, level shifters, and drivers. This is mathematically proven below; optimizations are made for stateful memristor logic systems with a large number of steps, as it is readily apparent that stateful memristor logic systems with a small number of steps require more transistors than conventional CMOS.

The static counter used in this work utilizes 28 transistors per counter stage. As the number of stages is equivalent to \( \log_2(S) \) for a stateful memristor logic function with \( S \) steps, the number of transistors required by the counter is

\[
N_{\text{COUNT}} = 28\log_2(S).
\]

In a system with a large number of sequential steps, the transistor cost of the counter is less significant than in a small system.

The sequential operations inherent to stateful memristor logic requires ROMs to store the operation codes that set the memristor driving circuits to the desired modes. For each memristor at each time step, two bits of information are required to encode the voltage applied to the memristor among the four possibilities: floating, conditional, set, and reset. Therefore, a two-bit ROM is required for each memristor at each time step. The minimum core ROM size for any particular function is therefore

\[
N_{\text{ROM,CORE}} = 2XS,
\]

where \( X \) is the number of memristors required for that function. Additionally, an \( X \)-row ROM utilizes a \( \log_2(X) \)-bit address signal, which requires a \( \log_2(X) \)-to-\( X \) decoder for the ROM word lines. Furthermore, an \( S \)-column ROM requires \( S \) pre-charge PMOS transistors to pull-up the bit line and a sense amplifier to read-out the bit stored in the ROM. A five-transistor differential amplifier is the simplest sense amplifier structure, though most practical sense amplifiers consist of a larger number of transistors. For a ROM with \( X \) rows and \( S \) columns, the peripheral circuits therefore require at least

\[
N_{\text{ROM,PERIPHERAL}} = 6X + 6S - 2
\]

transistors. The total number of transistors required by the ROM is therefore at least

\[
N_{\text{ROM}} = N_{\text{ROM,CORE}} + N_{\text{ROM,PERIPHERAL}} = 2XS + 6X + 6S - 2.
\]

While the other components of the control circuit add significantly to the overhead cost, the transistor count of this ROM alone is greater than a conventional CMOS logic circuit and is a fundamental cause of the inefficiency of stateful memristor logic.

In order to minimize the size of the ROM of a function that requires many steps (as in any large-scale system), the two-bit encoding described above is used to represent the four voltage levels applied to each memristor rather than four bits as would be required by a naïve design. It is therefore necessary to use 2:4 decoders for each memristor, at a cost of 22 transistors each, for a total of

\[
N_{\text{DEC}} = 22X.
\]

If instead the ROM signals are directly used as the inputs to driving circuits without encoding, the required ROM size is doubled to

\[
N_{\text{ROM,NoDecoder}} = 4XS + 12X + 6S - 2.
\]

Therefore, decoders are used in this analysis.

As negative voltages are used for the implication operation, voltage level shifters are required to deliver both the \( V_{\text{Cond}} \) and \( V_{\text{Set}} \) voltages to each memristor. Each level shifter requires ten transistors, for a total transistor count of

\[
N_{\text{LS}} = 2(10X) = 20X.
\]

Finally, driver transistors are required to connect each of the three possible memristor voltages (\( V_{\text{Cond}} \), \( V_{\text{Set}} \), and \( V_{\text{Reset}} \)) to the supply rails. While these transistors must be relatively large, only one transistor is required for each of these voltages for each memristor, for a transistor count of

\[
N_{\text{DRIVE}} = 3X.
\]

The total transistor count of the stateful memristor logic control circuit is given by

\[
N_{\text{TOTAL}} = N_{\text{COUNT}} + N_{\text{ROM}} + N_{\text{DEC}} + N_{\text{LS}} + N_{\text{DRIVE}} = 28\log_2(S) + 2XS + 51X + 6S - 2.
\]

Therefore, for additional sequential steps with a given number of memristors, each memristor requires the following number of transistors:

\[
N_{\text{STEP}} = 28\log_2(S) + 2XS + 6S.
\]

While the other components of the control circuit add significantly to the overhead cost, the transistor count of this ROM alone is greater than a conventional CMOS logic circuit and is a fundamental cause of the inefficiency of stateful memristor logic.

In order to minimize the size of the ROM of a function that requires many steps (as in any large-scale system), the two-bit encoding described above is used to represent the four voltage levels applied to each memristor rather than four bits as would be required by a naïve design. It is therefore necessary to use 2:4 decoders for each memristor, at a cost of 22 transistors each, for a total of

\[
N_{\text{DEC}} = 22X.
\]

If instead the ROM signals are directly used as the inputs to driving circuits without encoding, the required ROM size is doubled to

\[
N_{\text{ROM,NoDecoder}} = 4XS + 12X + 6S - 2.
\]

Therefore, decoders are used in this analysis.

As negative voltages are used for the implication operation, voltage level shifters are required to deliver both the \( V_{\text{Cond}} \) and \( V_{\text{Set}} \) voltages to each memristor. Each level shifter requires ten transistors, for a total transistor count of

\[
N_{\text{LS}} = 2(10X) = 20X.
\]

Finally, driver transistors are required to connect each of the three possible memristor voltages (\( V_{\text{Cond}} \), \( V_{\text{Set}} \), and \( V_{\text{Reset}} \)) to the supply rails. While these transistors must be relatively large, only one transistor is required for each of these voltages for each memristor, for a transistor count of

\[
N_{\text{DRIVE}} = 3X.
\]

The total transistor count of the stateful memristor logic control circuit is given by

\[
N_{\text{TOTAL}} = N_{\text{COUNT}} + N_{\text{ROM}} + N_{\text{DEC}} + N_{\text{LS}} + N_{\text{DRIVE}} = 28\log_2(S) + 2XS + 51X + 6S - 2.
\]

Therefore, for additional sequential steps with a given number of memristors, each memristor requires the following number of transistors:

\[
N_{\text{STEP}} = 28\log_2(S) + 2XS + 6S.
\]

C. CMOS Requirements for Boolean Functions

Only two memristors and a single step are required to perform the IMPLY operation. However, the ROM requires 14 transistors, the decoder requires 44 transistors, the level shifters require 40 transistors, and there are six control transistors, totaling 104 supporting transistors which is nearly 20 times the amount required to perform the same function in traditional CMOS. This result includes ROM optimizations and scales up with the number of memristors and instructions required, making this additional overhead burdensome.
As shown in Table III, the IMPLY function requires fewer devices as compared to standard CMOS; however, when the supporting CMOS structure for memristor logic is considered, the IMPLY gate requires many additional transistors.

With the structure in Fig. 6, it is clear that a large number of additional CMOS transistors are required for operating a scalable memristor-based computation. The same control method is used to evaluate the number of transistors required for other standard Boolean functions including NAND, AND, NOR, OR, XOR, and XNOR. Each structure scales up with the number of steps required in addition to the number of memristors. Table III summarizes the number of memristors and additional transistors required for the memristor architecture relative to the number of transistors required for a pure CMOS implementation.

A simple NAND gate that typically only requires 4 transistors in a pure CMOS implementation requires 231 additional transistors when computing the function utilizing three memristors. It is clear from the table that a large supporting structure is required for computing with memristors, which can be a major barrier to using memristors to perform logic; even with significant potential improvements, the overhead requirements remain overwhelming.

### IV. NAND AND FULL ADDER OVERHEAD ANALYSIS

To demonstrate the challenges resulting from the overhead circuitry, memristor NAND and full adder circuits are thoroughly analyzed. The simulation modeling methods, circuit design, and simulation results are provided, and the overhead circuitry is compared to a standard CMOS implementation. Additionally, the power-delay product, a metric of the efficiency of a logic system, is analyzed for memristor-based logic and compared to a CMOS implementation.

#### A. Simulation Approach

In this work, the VTEAM memristor model [22] is used to simulate the memristors in the circuit. The IBM 130 nm CMOS technology is integrated with the VTEAM model to design and simulate the CMOS overhead circuit, as well as for the conventional CMOS implementation. The ROM is simulated in a behavioral manner and does not impact the electrical simulation results; the overhead circuit performance and efficiency should therefore be considered optimistic. The VTEAM memristor model, described in Table IV [22], provides a threshold of $-0.85$ V for switching from high resistance to low resistance; in other words, a negative voltage applied to the positive terminal of the device reduces the resistance. The VTEAM memristor model has a threshold of $0.22$ V for switching from low resistance back to high resistance; that is, a positive voltage greater than $0.22$ V increases the resistance. While the model utilized here is not a representative example of the fastest memristors demonstrated to date [46], the gap in efficiency shown in section IV.D demonstrates that these fabrication improvements are inconsequential.

#### B. Memristor NAND Operation With Overhead Circuit

Similar to CMOS, the NAND gate implementation is the simplest standard Boolean logic function that can be performed with memristors. The NAND gate implementation here is adapted from [19] and requires only three memristors and two steps. As shown in Table V, the IMPLY function is performed between each of the input devices and the output device sequentially. As noted previously in Table I, if the input memristor is in the high resistance state (0), the output memristor will switch from high resistance (0) to low resistance (1). For the NAND function, if either input memristors is in the high resistance state (0), then the output will remain in the high resistance state (0), thereby performing the NAND function.

The result of the $A = B = 0$ input combination for the NAND gate simulation is depicted in Fig. 7, where both inputs start in the high resistance state (0). The power switch control
Fig. 7. Simulation of memristor NAND gate. Three memristors $M_A$, $M_B$, and $M_Y$ perform the function $M_A \text{ NAND } M_B$ where memristor $M_Y$ contains the output of the operation. The clock pulse triggers an update of the ROM address on the falling edge and enables the ROM and decoder when high. The ROM address and the input signals to each of the decoders are displayed, in accordance with the structure of Fig. 6. Each memristor has three control transistors for applying $V_{COND}$, $V_{SET}$, and $V_{RESET}$. The voltage of the control signals for each of the nine transistors and the resulting states of the three memristors is shown, where a high signal in the waveform corresponds to turning on the switch that applies $V_{COND}$, $V_{SET}$, or $V_{RESET}$ to the $A$, $B$, or $Y$ memristor. The analog voltage across each of the memristors illustrates how each of the memristors changes states based on the $V_{THP}$ and $V_{THN}$ threshold voltages. At the end of the simulation, the state of each of the memristors exhibits the correct calculation of the function.

Signals are shown for all nine transistors to illustrate how each of the voltages are applied to the corresponding memristor. The first step depicts how the output device, $M_Y$, is set to 0 by turning on the $T_{Y,RESET}$ transistor. The second step is a buffer step to ensure the output device is reset properly due to the slow switching speed of the memristor. Steps three and four show how the $T_{A,COND}$ and $T_{B,COND}$ transistors are enabled for the input devices, $M_A$ and $M_B$, and the $T_{Y,SET}$ transistor is enabled for the output device, $M_Y$, to perform the implication function as described previously in Fig. 5 and Table II. It can be seen from Fig. 7 that during the first IMPLY step, $M_A \rightarrow M_Y$, the output switches from the high resistance state (0) to the low resistance state (1). The second IMPLY step, $M_B \rightarrow M_Y$ also can change the output from the high resistance state (0) to the low resistance state (1), however, in this example the state already changed during the first step, so the output remains in the low resistance state (1). The correct result of the NAND gate is shown at the end of the simulation, with the output in the low resistance state (1). As mentioned previously, the memristor undergoes a state change through the motion of ions, which can be a slow process. Note the long delay in Fig. 7 for the memristor to switch states, in addition to the slow speed of the entire function. The device requires between 2 and 3 $\mu$s to switch, and the entire function requires nearly 20 $\mu$s to perform, as compared to a standard CMOS implementation that is achieved within nanoseconds. Even if the model utilized a significantly faster memristor, it would still be much slower than a CMOS transistor.

C. Memristor One-Bit Full Adder With Overhead Circuit

A more thorough analysis of the overhead circuit requirements is achieved through the design and simulation of a memristor one-bit full adder and the corresponding overhead. The memristor one-bit full-adder function is adapted from Kvatinsky et al. [18], which uses a six memristor structure to perform the function in 29 serial steps. The memristor circuit is depicted in Fig. 9, utilizing the overhead structure described previously in Fig. 6.

The simulation results are depicted in Fig. 8, showing the evolution of the memristor states through the 29 steps.
Fig. 8. Simulation of the one-bit full adder using memristors. Six memristors A, B, Carry, M1, M2, and Sum are utilized to perform the function where A, B, and Carry are the inputs and Carry and Sum are the outputs. Each memristor is driven by three transistors for applying V\text{COND}, V\text{SET}, and V\text{RESET}, with the gate voltages not shown here. The states for each of the six memristors are shown throughout the entire calculation. Each set of steps highlights a sub-function that is utilized in the sequence to calculate the final C\text{out} and Sum. This set of steps is adapted from [4] to perform the one-bit full adder with the fewest memristors.

Fig. 9. Memristor structure for implementing a one-bit full adder based on the serial step method provided in [18].

The most complex case of the one-bit full adder is used, where A, B, and C\text{in} all begin in the low resistance state (1). The standard logic functions of which the full adder is comprised are separated and highlighted. Overall, the simulation takes 34 steps rather than 29 steps, as buffer steps are required whenever a Reset operation is performed. The results demonstrate proper functionality with the C\text{out} and Sum ultimately in the low resistance state (1).

The memristor one-bit full adder requires 427 supporting transistors, 14 times more than the number of transistors required for a standard CMOS implementation. Even if the control circuitry were further optimized, the system would still require many more transistors than required in a pure CMOS implementation. In addition to the large overhead required, the 34 serial steps required to implement this function with only six memristors results in a calculation time of 200 \mu s. While memristors can perform logic-in-memory, the increase in the delay for performing even simple calculations is far more problematic than the delay resulting from the von Neumann bottleneck. Even if the true devices and simulation were significantly faster, a CMOS implementation would still be multiple orders of magnitude faster than a memristor-based solution.

D. Analysis Of Power-Delay Product

As highlighted previously, the state-change operation of memristors require both a significant amount of power consumption, due to the current required to mobilize the ions, and time, due to the mechanical switching and number of serial steps. A standard figure of merit, the power-delay product (PDP), is measured in simulation and compared to a standard CMOS implementation. The PDP is measured for both the memristor logic and the CMOS logic by measuring the current through each device and calculating the energy.
TABLE VI
POWER-DELAY PRODUCT FOR MEMRISTORS AND CMOS

<table>
<thead>
<tr>
<th>Function</th>
<th>Memristor PDP (J)</th>
<th>CMOS PDP (J)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAND</td>
<td>1.29 × 10^{-8}</td>
<td>3.74 × 10^{-19}</td>
</tr>
<tr>
<td>AND</td>
<td>1.58 × 10^{-8}</td>
<td>7.17 × 10^{-19}</td>
</tr>
<tr>
<td>NOR</td>
<td>8.10 × 10^{-9}</td>
<td>5.06 × 10^{-19}</td>
</tr>
<tr>
<td>OR</td>
<td>1.90 × 10^{-8}</td>
<td>8.91 × 10^{-19}</td>
</tr>
<tr>
<td>XOR</td>
<td>1.04 × 10^{-7}</td>
<td>1.86 × 10^{-18}</td>
</tr>
<tr>
<td>XNOR</td>
<td>9.29 × 10^{-8}</td>
<td>1.83 × 10^{-18}</td>
</tr>
<tr>
<td>Full Adder</td>
<td>1.14 × 10^{-7}</td>
<td>6.63 × 10^{-18}</td>
</tr>
</tbody>
</table>

TABLE VII
ENERGY-DELAY PRODUCT FOR MEMRISTORS AND CMOS

<table>
<thead>
<tr>
<th>Function</th>
<th>Memristor EDP (J·s)</th>
<th>CMOS EDP (J·s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAND</td>
<td>2.58 × 10^{-13}</td>
<td>1.87 × 10^{-24}</td>
</tr>
<tr>
<td>AND</td>
<td>3.95 × 10^{-13}</td>
<td>3.59 × 10^{-24}</td>
</tr>
<tr>
<td>NOR</td>
<td>1.22 × 10^{-13}</td>
<td>2.53 × 10^{-24}</td>
</tr>
<tr>
<td>OR</td>
<td>3.80 × 10^{-13}</td>
<td>4.46 × 10^{-24}</td>
</tr>
<tr>
<td>XOR</td>
<td>7.25 × 10^{-12}</td>
<td>9.31 × 10^{-24}</td>
</tr>
<tr>
<td>XNOR</td>
<td>6.04 × 10^{-12}</td>
<td>9.15 × 10^{-24}</td>
</tr>
<tr>
<td>Full Adder</td>
<td>1.93 × 10^{-11}</td>
<td>3.32 × 10^{-23}</td>
</tr>
</tbody>
</table>

delay product, which is then used with the propagation delay to determine the power delay product. The PDP and EDP are measured for each standard Boolean function in addition to the one-bit full adder, and the results are provided in Tables VI and VII, respectively.

It can be seen that the memristor implementation is generally ten orders of magnitude less efficient than CMOS. Any potential advantage that memristors provide is dwarfed by this unacceptable PDP. This result confirms that the memristor-based logic cannot compete with current CMOS technologies. Even if the control system is further optimized by reducing the overall number of devices, and the memristors are significantly faster, these improvements would still not allow the memristor-based system to compete with a CMOS structure. Faster or lower energy memristors [46] will shrink the gap between these PDP values, but more CMOS transistors are required for the overhead circuit than in a conventional CMOS implementation. Therefore the stateful memristor logic implementation can never be superior to a pure CMOS implementation within a conventional von Neumann architecture.

V. COMPUTING IMPLICATIONS

While previous research posited that the total number of devices can be reduced when utilizing memristors as compared to a CMOS architecture, these research findings typically utilize a large number of serial steps to perform the same function [18]. The large number of serial steps paired with the slow response time of memristors imposes an extraordinary limitation on computation speed and PDP. Moreover, much previous work fails to investigate a potentially critical barrier to the adoption of memristors in computing architectures: the overhead of the required supporting structures.

Further investigation into the required CMOS overhead circuits show that memristors cannot effectively reduce the number of devices required to perform computations. While on the surface it may seem that a one-bit full adder can be performed with only six memristors, this does not take into account the required supporting circuitry, which far surpasses the number of devices with which the same function can be performed in CMOS.

Though the analysis shown here may not describe a fully optimized solution for a control system for memristor-based logic, this control system is simpler than what is truly required for memristor-based computing [30] and what is highlighted in [45]. The system proposed in [45] requires significantly more CMOS transistors, as the complexity scales with the flexibility of the architecture as well as the number of unique voltages that are applied to each memristor. The analysis shown here also does not specifically include the required structures for reading the state of a particular memristor. Reading the state of any device in the architecture requires even more circuitry for each memristor. Converting the state of a memristor into a voltage requires circuits such as sense amplifiers, as depicted in Fig. 3(a) of [30], further increasing the size of the peripheral architecture for a memristor-based logic array.

It is possible to increase the speed of computation when using memristors by decreasing the number of serial steps required; however, this comes at the cost of additional parallel memristors. Moreover, adding memristors increases the number of power switches required, necessitating additional memory and supporting structures. There is a fundamental tradeoff between the number of devices and the speed of operation, and this analysis shows that even with the slowest operation of the full-adder, the required number of devices far surpasses those required for a standard CMOS implementation. Additionally, even if the speed were improved, this improvement must be of multiple orders of magnitude in order to compete with a CMOS implementation. Due to the mechanical switching of a memristor, the speed of operation of a memristor simply cannot compete with a CMOS transistor, causing the memristor-based approach to have a significantly inferior PDP. Even with a significantly faster memristor [46], the overhead requirements are unchanged, requiring more CMOS transistors than a pure CMOS implementation and providing less efficiency.

VI. CONCLUSION

While memristor technology is promising, memristors as computing blocks are shown here to exhibit many shortcomings. The required serial steps and the slow memristor switching speeds coupled with the energy consumption of the overhead circuit lead to a significant increase in PDP, with a result ten orders of magnitude inferior to an equivalent CMOS implementation. With such a wide gap in PDP between memristors and CMOS, even with significant improvements in the control circuitry and the speed of operation of memristors, the memristor-based system simply cannot compete. Furthermore, without even including the required circuitry for
reading the state of the memristors, it has been determined that the number of supporting transistors can be upwards of 50 times the number of transistors required for a standard CMOS implementation. Therefore, though stateful memristor logic may have utility within a non-von Neumann computing architecture that makes efficient use of the memristor non-volatility, the prospects for stateful memristor logic within a conventional computer architecture are severely limited by the overhead circuit requirements.
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