How Do Assertions Impact Coverage-based Test-Suite Reduction?
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Abstract—Code coverage is the dominant criterion in test-suite reduction. Typically, most test-suite reduction techniques repeatedly remove tests covering code that has been covered by other tests from the test suite. However, test-suite reduction based on code coverage alone may incur fault-detection capability loss, because a test detects faults if and only if its execution covers buggy code and its test oracle catches the buggy state. In other words, test oracles may also affect test-suite reduction; However, to our knowledge, their impacts have never been studied before. In this paper, we conduct the first empirical study on such impacts by using 10 real-world GitHub Java projects, and find that assertions (i.e., a typical type of test oracles) are significantly correlated with coverage-based test-suite reduction. Based on our preliminary study results, we also proposed an assertion-aware test-suite reduction technique which outperforms traditional test-suite reduction in terms of cost-effectiveness.

I. INTRODUCTION

Regression testing is one of the most widely used and powerful ways to verify developer changes during software evolution. According to existing studies [1], [2], [3], running the entire regression test suite can incur huge execution cost. For example, our industrial collaborators at Huawei reported that executing the entire regression test suite for one of their products cost over weeks. Therefore, it is essential to keep a reasonably small (i.e., enabling faster execution) but still effective test suite (i.e., keeping high fault-detection capability). Test-suite reduction [1], which removes tests satisfying redundant test requirements (e.g., statement coverage) from the test suite, has been widely recognized as one of the most effective approaches to reducing the test-suite size without substantially losing the fault-detection capability.

In test-suite reduction, traditional code coverage (e.g., statement coverage) is the dominant criterion. Most test-suite reduction techniques repeatedly remove tests covering code elements that have been covered by other tests from the test suite. However, while traditional code coverage has been widely used, it alone still has widely-known limitations. That is, removing tests covering redundant code elements alone is not equivalent to removing tests detecting redundant faults, and may actually incur fault-detection capability loss. More specifically, code coverage depends on only test inputs, while test inputs alone cannot guarantee effective fault detection. According to the PIE theory [4], a fault can be detected only if the buggy code is covered by a test input and the buggy state can be caught by a test oracle. Therefore, test oracles, which are in charge of checking the correctness of the program behaviors given the test inputs, also contribute to fault detection and should be considered in test-suite reduction.

Recently, a huge amount of research effort has been dedicated to study the explicit relation among code coverage, oracle coverage$^1$, and test effectiveness [5], [6]. However, to our knowledge, no study has ever explored how test oracles impact coverage-based test-suite reduction, although it also suffers from the neglect of test oracles to a large extent.

In this paper, we present the first empirical study that investigates the impacts of test oracles on coverage-based test-suite reduction. In particular, assertions, which are statements checking whether a boolean predicate is true at a certain program execution point, are widely used as test oracles in practice [5], [7]. Therefore, in the empirical study we focus on assertions, and perform an empirical study of four widely-used coverage-based test-suite reduction techniques on 10 real-world GitHub Java projects. Moreover, we measure the effectiveness of assertions by using assertion coverage [8] and assertion count [5], and measure the effectiveness of test-suite reduction techniques using the test-suite size reduction and the fault-detection capability loss [9], [1]. The experimental results show that both assertion coverage and assertion count are significantly correlated with the effectiveness (including the test-suite size reduction and the fault-detection capability loss) of traditional coverage-based test-suite reduction techniques. These findings indicate that assertion information (including assertion coverage and assertion count) may aid to improve the effectiveness of traditional test-suite reduction techniques.

II. STUDIED REDUCTION TECHNIQUES

In this section, we briefly introduce the coverage-based test-suite reduction techniques investigated in our empirical study.

$^*$Corresponding author.
Moreover, we explain the techniques based on the statement coverage, but they are applicable to other test requirements.

A. HGS

The HGS technique is proposed by Harrold et al. [10], which reduces a test suite by identifying the tests that are essential to cover some statements, which are called essential tests. The HGS technique is a greedy algorithm, which consists of the following steps. First, this technique groups the statements into \( R_1, \ldots, R_d \), where \( R_i \) \((i = 1, \ldots, d)\) represents the statements that can be satisfied by exactly \( i \) tests in the test suite. Second, this technique selects all tests covering the statements in \( R_1 \) because its statements can be covered by only these tests. Third, this technique repeatedly selects the most essential test from the test suite to cover each statement from \( R_2 \) to \( R_d \) until all the statements are covered by the selected tests. More specifically, for each statement in \( R_i \), this technique always selects the test that covers the maximum number of statements in \( R_i \). If more than two tests satisfy the preceding condition, this technique breaks the tie by comparing the number of statements in \( R_{i+1} \) that are covered by each of these tests. This comparison procedure continues from \( R_{i+1} \) to \( R_d \) until one of these tests wins. If no test wins, this technique randomly selects one of these tests. The set of selected tests composes the reduced test suite.

B. GE

Chen and Lau [11] proposed the GE technique, which is a greedy algorithm adapted from the HGS technique. This technique initializes the reduced test suite as \( \emptyset \), and selects all the tests each of which is the only one test that covers some statements. Then this technique continues selecting the test that covers the maximum number of statements that are not covered by already selected tests until all the statements are covered by the set of selected tests. More specifically, during each selection, this technique first selects a test \( t \) satisfying \( \forall t' \in (T - T') \cup [S[T']] \leq [S[t]] \), where \( T \) and \( T' \) represent the original test suite and the reduced test suite respectively, and \( S[t] \) and \( S[t'] \) represent the set of test requirements satisfied by \( t \) and \( t' \) respectively, then this technique puts \( t \) into the reduced test suite and removes \( S[t] \) from the set of test requirements satisfied by the unselected tests. In particular, the termination condition of the selections is \( S[T'] = S[T] \).

C. GRE

Chen and Lau [12] proposed the GRE technique, which mixes three strategies including the greedy strategy, the essential strategy, and the 1-to-1 redundancy strategy. The greedy strategy selects the tests covering the maximum number of statements that are not covered by already selected tests, the essential strategy selects all essential tests, and the 1-to-1 redundancy strategy removes all the 1-to-1 redundant tests. A test is 1-to-1 redundant if there exists another test that can cover all the statements the former covers. More specifically, the GRE heuristic first removes all the 1-to-1 redundant tests, and then performs the GE technique, i.e., the essential strategy and the greedy strategy, on the reduced test suite.

D. ILP

Black et al. [13] proposed to model test-suite reduction through integer linear programming (ILP), whose objective is to minimize the number of selected tests. The ILP model for test-suite reduction is represented by Formula (1), where \( x_j \) represents whether the \( j \)th test in the test suite is selected, and \( a_{ij} \) represents whether the \( j \)th test in the test suite covers the \( i \)th statement. The objective function of this ILP model is to minimize the number of selected tests by satisfying that each statement is covered by at least one selected test.

\[
\text{Minimize } \sum_{j=1}^{n} x_j, x_j \in [0, 1] \\
\text{Subject to } \bigwedge_{i=1}^{n} \left( \sum_{j=1}^{n} a_{ij} x_j \geq 1 \right), a_{ij} \in [0, 1]
\]

Besides this single-objective ILP-based technique, Black et al. [13] also proposed another multi-objective ILP-based technique, which balances the objective of finding the minimal set of tests and the objective of finding the most valuable tests on detecting faults. As this paper investigates only coverage-based techniques, we consider only the single-objective ILP-based technique in the empirical study.

III. EMPIRICAL STUDY

In this section, we present the first empirical study investigating the impacts of assertions on coverage-based test-suite reduction. We use two widely-used measurements to represent the strength of test oracles, assertion coverage and assertion count [5]. In summary, this empirical study investigates the following research questions.

- **RQ1**: How does assertion coverage impact coverage-based test-suite reduction?
- **RQ2**: How does assertion count impact coverage-based test-suite reduction?

A. Implementation and Supporting Tools

Following prior work [5], we collect two types of code coverage with Clover\(^2\), and collect assertion coverage with JavaSlicer\(^3\). To implement the ILP-based reduction technique, we use a mathematical programming solver, GUROBI Optimization\(^4\), which is used to represent and solve the equations formulated by the ILP-based technique. Besides, we use the PIT mutation testing tool\(^5\) to generate mutation faults. All the reduction techniques are implemented as Python programs, which are available at our project website\(^6\).

B. Subjects, Tests and Faults

In our study, we use 10 real-world GitHub Java projects. Table I shows their basic information. In this table, Columns “PSLOC” and “TSLOC” present the lines of product code and test code respectively, which are measured by SLOCCount\(^7\).

\(^{2}\)https://www.atlassian.com/software/clover.
\(^{3}\)We remove the tests that JavaSlicer fails to generate slices.
\(^{4}\)http://www.gurobi.com/.
\(^{5}\)http://pitest.org/.
\(^{6}\)https://github.com/JuljieChen/ReductionAssertion.
\(^{7}\)http://www.dwheeler.com/sloccount/.
Previous studies [14], [15] show that mutation faults are close to real faults and are suitable for software testing experimentation, since real faults are usually hard to collect and small in number, making it hard to perform statistical analysis. In particular, mutation faults have also been widely used in test-suite reduction research [9], [16]. Therefore, in our study we use mutation faults to investigate the effectiveness of test-suite reduction techniques.

C. Independent Variables

We consider the following independent variables.

1) Assertion Information: Following prior studies on assertions [5], we measure the strength of assertions by two measurements: (1) assertion coverage (also called checked coverage [8]), i.e., the percentage of statements checked by test assertions in a test suite, and (2) assertion count [5], i.e., the number of assertions (e.g., assertEqual) in a test suite.

2) Techniques: We consider four coverage-based reduction techniques in our study, including (1) the HGS technique (abbreviated as HGS), (2) the GE technique (abbreviated as GE), (3) the GRE technique (abbreviated as GRE), and (4) the ILP-based technique (abbreviated as ILP). More details on these techniques are referred to Section II.

3) Code coverage: For each reduction technique, we consider two widely-used code coverage criteria, i.e., statement coverage and method coverage.

D. Dependent Variables

We consider two dependent variables in the study, including the test-suite size reduction and the fault-detection capability loss, which are widely used to measure the effectiveness of reduction techniques [9], [1]. More specifically, we use Formulae (2) and (3) to calculate the test-suite size reduction and the fault-detection capability loss, respectively. In the two formulae, $T$ and $T'$ are the original test suite and the reduced test suite respectively, and $\#\text{Fault}(T)$ and $\#\text{Fault}(T')$ represent the number of faults detected by $T$ and $T'$ respectively.

$$\text{Size Reduction} = \frac{|T| - |T'|}{|T|}$$  
(2)

$$\text{Loss} = \frac{\#\text{Faults}(T) - \#\text{Faults}(T')}{\#\text{Faults}(T)}$$  
(3)

E. Procedure

First, we construct faults for each subject, and use all the mutation faults for each subject following the existing work on test-suite reduction [17].

Second, we construct 1,000 test suites for each subject, recording their assertion coverage and assertion count. More specifically, we randomly select a random number of tests from the original test suite $T$ to construct a test suite with the maximum size of $|T|$.

Third, for each constructed test suite, we collect its statement coverage and method coverage on the subject without any mutation faults.

Fourth, for each constructed test suite, we apply four reduction techniques introduced in Section II by using statement coverage and method coverage, recording the reduced test suite and their assertion coverage and assertion count. For each reduction technique we calculate the test-suite size reduction, the fault-detection capability loss, and the assertion coverage reduction and the assertion count reduction of each test suite.

F. Threats to Validity

The threat to internal validity mainly lies in the implementations of test-suite reduction techniques and the scripts used in our experiments. To reduce this threat, the first two authors of this paper reviewed the source code.

The threats to external validity mainly lie in subjects and faults. In our study, we use 10 real-world GitHub Java projects as subjects, although these subjects may not be sufficiently representative for other projects. Besides, we use mutation faults instead of real faults. In the future, we will reduce these threats by using more projects in other programming languages with real faults.

The threat to construct validity mainly lies in the measurement for test-suite reduction. In the study, we use the widely-recognized test-suite size reduction and fault-detection capability loss to measure the effectiveness of test-suite reduction without considering test costs [18], [19], [20]. In the future, we will repeat the study by considering this issue.

G. Results and Analysis

1) RQ1: Impacts of Assertion Coverage: We analyze the impacts of assertion coverage on test-suite reduction through correlation analysis. More specifically, we calculate the Spearman correlation between the assertion coverage reduction and the effectiveness (including the test-suite size reduction and the fault-detection capability loss) of coverage-based test-suite reduction techniques, because Spearman correlation coefficient is widely used to assess how well the relationship between two variables can be described using a monotonic function, whose results are shown in Table II. Due to space limit, we cannot present the analysis results of four test-suite reduction techniques with two types of code coverage. Here we present the analysis results of the ILP technique with statement/method coverage because different reduction techniques have quite similar results. The complete results of the study are all available at our project website.
TABLE II: Spearman correlation between the assertion coverage reduction and the effectiveness of the coverage-based ILP reduction technique

<table>
<thead>
<tr>
<th>ID</th>
<th>Test-suite Size Reduction statement method</th>
<th>Fault-detection Capability Loss statement method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.873(<em>) 0.873(</em>) 0.613(<em>) 0.642(</em>)</td>
<td>0.825(<em>) 0.852(</em>) 0.395(<em>) 0.496(</em>)</td>
</tr>
<tr>
<td></td>
<td>0.704(<em>) 0.704(</em>) 0.449(<em>) 0.531(</em>)</td>
<td>0.685(<em>) 0.805(</em>) 0.266(<em>) 0.675(</em>)</td>
</tr>
<tr>
<td></td>
<td>0.673(<em>) 0.721(</em>) 0.562(<em>) 0.566(</em>)</td>
<td>0.899(<em>) 0.914(</em>) 0.884(<em>) 0.905(</em>)</td>
</tr>
<tr>
<td></td>
<td>0.915(<em>) 0.954(</em>) 0.789(<em>) 0.933(</em>)</td>
<td>0.871(<em>) 0.875(</em>) 0.516(<em>) 0.605(</em>)</td>
</tr>
<tr>
<td></td>
<td>0.692(<em>) 0.856(</em>) 0.425(<em>) 0.704(</em>)</td>
<td>0.724(<em>) 0.724(</em>) 0.516(<em>) 0.545(</em>)</td>
</tr>
<tr>
<td></td>
<td>0.395(<em>) 0.496(</em>) 0.721(<em>) 0.704(</em>)</td>
<td>0.266(<em>) 0.675(</em>) 0.899(<em>) 0.905(</em>)</td>
</tr>
<tr>
<td></td>
<td>0.915(<em>) 0.954(</em>) 0.789(<em>) 0.933(</em>)</td>
<td>0.871(<em>) 0.875(</em>) 0.516(<em>) 0.605(</em>)</td>
</tr>
<tr>
<td></td>
<td>0.692(<em>) 0.856(</em>) 0.425(<em>) 0.704(</em>)</td>
<td>0.724(<em>) 0.724(</em>) 0.516(<em>) 0.545(</em>)</td>
</tr>
<tr>
<td></td>
<td>0.721(<em>) 0.721(</em>) 0.516(<em>) 0.545(</em>)</td>
<td>0.266(<em>) 0.675(</em>) 0.899(<em>) 0.905(</em>)</td>
</tr>
</tbody>
</table>

TABLE III: Summary on the strength of correlations between the assertion coverage reduction and the effectiveness of coverage-based reduction techniques

<table>
<thead>
<tr>
<th>Tech.</th>
<th>Strength</th>
<th>Size Reduction method</th>
<th>Fault-detection Capability Loss method</th>
</tr>
</thead>
<tbody>
<tr>
<td>HGS</td>
<td>✓ ✓</td>
<td>9 9</td>
<td>2 3</td>
</tr>
<tr>
<td>GE</td>
<td>✓ ✓</td>
<td>9 9</td>
<td>2 3</td>
</tr>
<tr>
<td>GRE</td>
<td>✓ ✓</td>
<td>9 9</td>
<td>2 3</td>
</tr>
<tr>
<td>ILP</td>
<td>✓ ✓</td>
<td>9 9</td>
<td>2 3</td>
</tr>
</tbody>
</table>

In this table, Columns 1 presents subject IDs, Columns 2-3 present the correlation between the assertion coverage reduction and the test-suite size reduction, Columns 4-5 present the correlation between the assertion coverage reduction and the fault-detection capability loss. Besides, the value in each cell represents the Spearman correlation coefficient, where the positive value represents positive correlation and the negative value represents negative correlation. Moreover, we use (*) to show the correlation with statistical significance (the significant level \(\alpha\) is set to 0.05).

From Table II, all the correlations between the assertion coverage reduction and the effectiveness (including the test-suite size reduction and the fault-detection capability loss) of the ILP technique are statistically significant. That is, the assertion coverage reduction has significant impacts on coverage-based test-suite reduction, including on its test-suite size reduction and fault-detection capability loss. Furthermore, all the correlation coefficients of both measurements are positive. That is, when the assertion coverage reduction increases, both the test-suite size reduction and the fault-detection capability loss become larger.

Besides, based on the correlation coefficients, the correlations are classified into extremely strong correlations (0.8 ∼ 1) (abbreviated ✓ ✓), strong correlations (0.6 ∼ 0.8) (abbreviated ✓), moderate correlations (0.4 ∼ 0.6) (abbreviated ◯), weak correlations (0.2 ∼ 0.4) (abbreviated \(\checkmark\)), and extremely weak correlations (0 ∼ 0.2) (abbreviated \(\checkmark\) \(\checkmark\)). Therefore, we further summarize the strength of correlations based on this classification, whose results are shown in Table III. In this table, Column 1 presents four reduction techniques, Column 2 presents the strength of correlations, Columns 3-4 present the number of subjects with the corresponding correlation strength on the test-suite size reduction, and Columns 5-6 present the number of subjects with the corresponding correlation strength on the fault-detection capability loss.

From Table III, the correlations on the test-suite size reduction are always extremely strong and strong for all code coverage and all reduction techniques. Besides, the correlations on the fault-detection capability loss are mostly extremely strong, strong, and moderate. That is, the assertion coverage reduction tends to have strong correlations with both the size reduction and the fault-detection capability loss of coverage-based reduction techniques, but the former is much stronger than the latter.

2) RQ2: Impacts of Assertion Count: We also analyze the impacts of assertion count on test-suite reduction through Spearman correlation analysis between the assertion count reduction and the effectiveness (including the test-suite size reduction and the fault-detection capability loss) of coverage-based reduction techniques, and also summarize the strength of correlations based on the above mentioned classification. The correlation analysis overall has the same trend with Section III-G1, and the detailed results can be found in our project website. Actually, the observation that the impacts of assertion coverage and assertion count are similar is as expected, because assertion coverage and assertion count also have correlations. That is, when assertion coverage is reduced after reduction, assertion count tends to be reduced too.

3) Summary: Based on the analysis, we have the following major findings:

- Both assertion coverage and assertion count are significantly correlated with coverage-based test-suite reduction.
- When the assertion coverage/count reduction increases, the coverage-based reduction techniques tend to have larger test-suite size reduction and more fault-detection capability loss.
- Both the correlations between the assertion coverage/count reduction and the size reduction and the correlations between the assertion coverage/count reduction and the fault-detection capability loss are mostly strong.

IV. DISCUSSION

Based on Section III, assertions have significant correlations with coverage-based test-suite reduction. When the assertion coverage/count reduction increases, both the test-suite size reduction and the fault-detection capability loss become larger. Note that since code coverage are preserved after reduction, the assertion difference may be the major reason for the result difference (including the differences on the size reduction and the fault-detection capability loss). That indicates when reducing a test suite, it is necessary to consider assertions. In
this section, we make the first attempt to combine assertions with statement coverage in the ILP reduction technique by forcing the reduced test suite to preserve both statement coverage and assertion coverage, and further evaluate whether such combination works. In particular, in order to distinguish with the traditional statement-coverage-based ILP technique, we call the ILP technique based on the combinational test requirements as the assertion-aware ILP technique.

Based on our assertion-aware ILP technique, we conduct a preliminary study to evaluate the effectiveness of such combination. In particular, we use the similar experimental setup as Section III. The only difference with the setup in Section III is that in this study we use the original test suite to reduce. Table IV shows the comparison results between the traditional statement-coverage-based ILP technique and our assertion-aware ILP technique. In this table, Columns 2-3 present the comparison results on the test-suite size reduction, Columns 4-5 present the comparison results on the fault-detection capability loss. From this table, for almost all the subjects, the fault-detection capability loss of our assertion-aware ILP technique is smaller than that of the statement-coverage-based ILP technique, and the test-suite size reduction of the former is also smaller than that of the latter. That is, our assertion-aware ILP technique performs better than the statement-coverage-based ILP technique in terms of the fault-detection capability loss but performs worse than the latter in terms of the test-suite size reduction. As the ultimate goal of software testing is to detect faults, developers would like to sacrifice test-suite size (i.e., small test-suite size reduction) rather than fault detection (i.e., more fault-detection capability loss). From this perspective, our assertion-aware ILP technique is promising, even compared with the traditional statement-coverage-based ILP technique.

\[
density = \frac{\#\text{Faults}(T) - \#\text{Faults}(T')}{|T| - |T'|} \quad (4)
\]

Our assertion-aware ILP technique actually provides a trade-off between the fault-detection capability loss and the test-suite size reduction. To investigate whether such a trade-off is worthwhile, we calculate the density of the fault-detection capability loss as Formula 4. In this formula, \#\text{Faults}(T) - \#\text{Faults}(T') represents the number of faults that become undetected after reduction; \(|T| - |T'|\) represents the reduced number of tests after reduction. This density measures the fault-detection capability loss when a test is reduced, which can be used to measure the overall cost-effectiveness of a test reduction technique by considering both the fault-detection capability loss and the test-suite size reduction. In particular, the smaller the density is, the more effective the corresponding reduction technique is.

Columns 6-7 in Table IV present the detailed comparison results between the traditional statement-coverage-based ILP technique and our assertion-aware ILP technique in terms of the density. We can find that our assertion-aware ILP technique performs better than the traditional statement-coverage-based ILP techniques in terms of the density on most subjects. That is, although our assertion-aware ILP technique sacrifices the test-suite size reduction to decrease the fault-detection capability loss, the sacrifice is worthwhile because when reducing a test from a test suite, the number of faults that become undetected is much smaller compared with coverage-based ILP technique.

In summary, our combination indeed improves the traditional statement-coverage-based ILP technique in terms of cost-effectiveness. This conclusion also confirms the impacts of assertions on coverage-based test-suite reduction. In particular, this conclusion indicates the promising future on combining assertions with code coverage in test-suite reduction.

V. RELATED WORK

A. Test-Suite Reduction

As prior work [9], we also classify the existing work on test-suite reduction into two categories.

The first category is algorithms to reduce the size of a test suite. Besides the studied techniques in our empirical study, there are still a lot of work focusing on reducing the size of a test suite. Yoo and Harman [22] viewed this problem as a multi-objective optimization problem, whose objectives contain coverage, cost and fault history, and applied a hybrid algorithm that combines the greedy technique and a multi-objective evolutionary algorithm. Hao et al. [9] proposed an on-demand test-suite reduction approach, in order to allow engineers to set specific upper limits on fault-detection capability loss. Gotlieb and Marijan [23] proposed FLOWER, a new approach to test-suite reduction based on a search among network maximum flows. Blue et al. [24] proposed a interaction-based test suite reduction to complement standard combinatorial test design. Zhang et al. [25] proposed specialized test-suite reduction techniques to speed up mutation testing. The second category is criteria used in test-suite reduction. Jones and Harrold [26] proposed to use the modified condition/decision coverage. Lin et al. [27] proposed to utilize multiple coverage criteria (e.g., branch coverage and definition-use pair coverage) to increase fault-detection effectiveness. Hsu and Orso [28] proposed a general framework and tool for supporting test-suite reduction based on any number of criteria by leveraging ILP solvers. Shi et al. [17] proposed to utilize killed mutants to reduce test suites in software evolution.
Different from the above previous work, our work conducts the first empirical study to explore the impacts of assertions on coverage-based test-suite reduction.

B. Empirical Studies on Test Oracles

Our work is also related to the empirical studies on test oracles. In the literature, a huge amount of research efforts have been dedicated to empirical studies of test oracles, including the test oracle problem for GUI [29], oracle strategies for model-based testing [30], correctness/understandability of Daikon invariants when used as test oracles [31], [32], the effectiveness of metamorphic testing to alleviate the oracle problem [33], the cost/effectiveness of automated oracles [34], the effectiveness of crowd oracles [35], the comparison of internal oracles on fault-detection capability [36], the usage of manual assert [37], the relationship between software assertions and faults [38], and the impact of assertion quantity and coverage on test effectiveness [5]. However, none of the existing work investigates the impacts of assertions on coverage-based test-suite reduction, which is target of this paper.

VI. Conclusions

In this paper, we conduct the first empirical study to explore the impacts of assertions on coverage-based test-suite reduction. Our results demonstrate that assertions are significantly correlated with coverage-based test-suite reduction. In the future, we will further investigate how to combine assertions and code coverage for test suite reduction and various other software testing problems.
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