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Abstract—Systematic testing plays a vital role in increasing software reliability. A particularly effective and popular approach for systematic testing is symbolic execution, which analyzes a large number of program behaviors using symbolic inputs. Even though symbolic execution is among the most studied analyses during the last decade, scaling it to real-world applications remains a key challenge. This paper studies how a class of semantics-preserving program transformations, namely compiler optimizations, which are designed to enhance performance of standard program execution (using concrete inputs), influence traditional symbolic execution. As an enabling technology, the study uses KLEE, a well-known symbolic execution engine based on the LLVM compiler infrastructure, and focuses on 33 optimization flags of LLVM. Our specific research questions include: (1) how different optimizations influence the performance of symbolic execution for Unix Coreutils, (2) how the influence varies across two different program classes, and (3) how the influence varies across three different back-end constraint solvers. Some of our findings surprised us. For example, applying the 33 optimizations in a pre-defined order provides a slowdown (compared to applying no optimization) for a majority of the Coreutils when using the basic depth-first search with no constraint caching. The key finding of our work is that standard compiler optimizations need to be used with care when performing symbolic execution for creating tests that provide high code coverage. We hope our study motivates future research on harnessing the power of symbolic execution more effectively for enhancing software reliability, e.g., by designing program transformations specifically to scale symbolic execution or by studying broader classes of traditional compiler optimizations in the context of different search heuristics, memoization, and other strategies employed by modern symbolic execution tools.

I. INTRODUCTION

Software testing and verification provide an effective means to improve software reliability. During the last decade, one of the most widely studied techniques for testing and verification is symbolic execution, a classic program analysis based on a systematic exploration of the program’s execution paths (up to a bound on the search depth) [16, 37, 12, 25, 35, 51, 34, 44, 54, 59, 7]. While testing and verification were the original application areas of symbolic execution when it was first conceived over 30 years ago [16, 37], recent work has shown its application in areas as diverse as security [7] and software energy consumption estimation [31], as well as directly supporting software reliability [20, 21, 49].

The path-based analysis that symbolic execution performs to compute its results is powerful but time consuming since programs often have a very large number of paths. To reduce the cost of symbolic execution, researchers have designed a number of optimizations to speed it up, e.g., using composition [24, 50], parallelization [55, 52], differential analysis [48], memoization [12, 60, 57], and heuristics [9, 41]. Despite these advances, scaling symbolic execution to effectively handle real-world applications remains a key technical challenge [14].

In this paper we study a class of semantics-preserving program transformations that were originally designed to make conventional program execution (using concrete inputs) faster [6] and we also hope to provide a promising basis for designing new optimizations for symbolic execution. Specifically, we study compiler optimizations to empirically evaluate their effect on the performance of symbolic execution. The evaluation results show possible negative performance impact of the optimizations on symbolic execution – contrary to what one might assume given their well-known benefits for conventional execution. Our paper thus presents an important advance in how users of symbolic execution for reliability – whether through improved testing and verification or through direct application – may benefit most from this powerful analysis.

Traditional compiler optimizations form a well-studied area in the context of conventional execution. Modern compilers, such as GCC [1] and LLVM [39], support a number of basic as well as aggressive optimizations, and allow the users to manually select a suitable optimization level for their applications. Moreover, some recent research projects have addressed the problem of automatically identifying combinations of optimizations for given applications to achieve likely optimal benefits across a number of different axes, e.g., time, memory, and program size, using heuristics [46, 56].

However, the use of compiler optimizations in the context of symbolic execution is not so well-understood. A symbolic execution engine that explicitly supports their use is KLEE [12], which analyzes C programs. KLEE’s foundation on the LLVM infrastructure [39] allows KLEE to directly access and apply (if the user so chooses) dozens of optimizations that the LLVM compiler provides.
Given the semantics preserving and performance optimizing nature of the program transformations that compiler optimizations perform by construction, it can be natural to simply reason that compiler optimizations offer obvious benefits for symbolic execution similar to their benefits for traditional execution [3]. However, such reasoning is complicated by the fact that symbolic execution relies on an SMT solver [23] that is used to check the satisfiability of each path condition, which represents conditions on inputs required to execute that path, such as branch conditions and in-bounds load/store conditions. The issue that complicates applying a compiler optimization to symbolic execution is that while it is easier to predict that eliminating instructions, removing redundant computations, or enabling other optimizations typically reduces program runtime in standard execution, a similar reduction is not so obvious in symbolic execution. The reason is that the main bottleneck for symbolic execution is the SMT solving time and the SMT solver is usually used as a black-box. In fact, some optimizations are simply irrelevant to the path conditions (and thus have no impact on SMT solving time), and others like transforming loop variables to promote further loop optimizations might even generate path conditions that are harder for the solvers to handle. To our knowledge, previous research has not rigorously studied the relation between standard compiler optimizations and symbolic execution.

Our goal in this paper is to study compiler optimizations in the context of traditional symbolic execution [37], [16], which can be implemented by using a deterministic (bounded) depth-first search [35], [12], [25], [51]. KLEE, with its industrial strength implementation and basis on the advanced compilation infrastructure of LLVM, provides the enabling technology for our study. KLEE has several options, e.g., search strategy and constraint caching, which users can select to control how symbolic execution is performed. To make KLEE’s analysis faithful to traditional symbolic execution (which is the focus of our study), we use KLEE with two specific settings: depth-first search and caching disabled.

We present our study of 33 compiler optimizations implemented by the LLVM compiler and used by KLEE. Specifically, we study three core research questions. One, we study how different optimizations influence the performance of symbolic execution for Unix Coreutils. Coreutils are a set of programs that KLEE handles very well. The initial embodiment of KLEE found a number of previously unknown bugs in several programs in Coreutils [12]. Subsequently, KLEE was applied to test a number of more recent versions of Coreutils [42]. Two, we study how the influence of compiler optimizations varies across two different classes of programs: (1) Coreutils and (2) NECLA benchmarks [5]. Three, we study how the influence of compiler optimizations varies across three different back-end constraint solvers for symbolic execution: STP [23], Z3 [19], and Boolector (Btor) [8]. The STP solver is the primary solver for KLEE. Recent work on KLEE [45] added support for Z3 and Btor.

Our initial findings are:

• Certain compiler optimizations influence symbolic execution more than the other optimizations. On average, applying optimizations makes symbolic execution worse for Coreutils programs. Moreover, using a combination of optimizations makes symbolic execution even worse, and KLEE’s default settings are in general not optimal for symbolic execution of Coreutils programs.

• The influence of compiler optimizations varies across different sets of subject programs. Specifically, optimizations help symbolic execution of the smaller NECLA benchmarks. Moreover, the optimizations that have the maximum influence on NECLA benchmarks are a subset of those that have the highest influence on Coreutils. Furthermore, applying more optimizations does not necessarily make symbolic execution faster, regardless of the order, even for NECLA benchmarks.

• The influence of compiler optimizations is similar across the three solvers. Moreover, the relative performance of the solvers is similar across different programs even in the presence of compiler optimizations; specifically STP performs better than Z3 and Btor.

We hope our work will motivate further research in designing effective compiler optimizations specifically targeted to symbolic execution [58] as well as studies of compiler optimizations in wider settings for symbolic execution, e.g., using heuristics [47], different search strategies [12], [40], and memoization [12], [60], [57]. We believe symbolic execution has a vital role to play in software reliability and optimizing symbolic execution further will improve our ability to study and enhance the reliability of real-world software systems.

II. MOTIVATING EXAMPLES

This section presents two small examples to demonstrate that compiler optimizations can both reduce and increase the number of SMT queries.

Our first example uses loop fusion, which consists of combining loops that have statements in common to avoid redundant computations across the loops. Figure 1 shows the example code before and after the loop fusion optimization. We mark the change in grey.

In this example loop fusion helps symbolic execution because the branching conditions that are present at the lower
int main() {
    int N;
    int i;
    klee_make_symbolic(&N, sizeof(N), "N");
    klee_assume(N>0);
    klee_assume(N<10);
    int a[10];
    for (i=0; i<N; ++i) {
        a[i]=i;
    }
    for (i=0; i<N-3; ++i) {
        a[i]=0;
    }
    for (i=0; i<N; ++i) {
        a[i]=i;
    }
    for (i=0; i<N-3; ++i) {
        a[i]=0;
    }
    int sum=0;
    for (i=0; i<N; ++i) {
        sum+=a[i];
    }
    return sum;
}

int main() {
    int N;
    int i;
    klee_make_symbolic(&N, sizeof(N), "N");
    klee_assume(N>0);
    klee_assume(N<10);
    int a[10];
    for (i=0; i<N-3; ++i) {
        a[N-3+i]=i;
    }
    for (i=1; i<N-3; ++i) {
        a[i]=i;
    }
    for (i=0; i<N-3; ++i) {
        a[i]=0;
    }
    int sum=0;
    for (i=0; i<N; ++i) {
        sum+=a[i];
    }
    return sum;
}

Fig. 2. A compiler optimization example that increases SMT queries for symbolic execution.

level representation of the code are reduced as the second loop is removed. The number of queries sent to the solver is 208 before the optimization and 106 after the optimization, which is expected given that two similar loops are converted into one.

Next, we present an example that uses aggressive dead code elimination, which assumes all instructions are dead unless proven otherwise and tries to eliminate dead statements within loop computations. The code before and after the optimization is shown in Figure 2. We mark the change in grey.

In this case, symbolic execution before the optimization requires 63 queries whereas it requires 154 queries afterwards. This can be explained by the fact that the starting condition of the first loop gets more complicated after the optimization to avoid doing the redundant computations. Although this is favorable in terms of execution time, the resulting path conditions in the context of symbolic execution are harder to analyze.

III. BACKGROUND

This section gives background on symbolic execution, the KLEE tool, and compiler optimizations.

A. Symbolic Execution

Symbolic execution [37], [16], [51], [12], [48], [55], [47], [61] treats user inputs as symbolic values instead of concrete values, so that the execution to be performed covers many potential concrete executions at the same time. To do so, the conditions to reach the different control points in the program are maintained together with sanity checks (such as array indices within bounds). Conceptually, branching instructions create a fork in the symbolic exploration, which considers the execution when the branch is false as well as when it is true. Ideally, if symbolic execution is performed for every feasible path of the program, the software should be very reliable. However, symbolic execution requires solving the path conditions to check their feasibility and avoid exploration of known infeasible paths. Thus, the complexity of the path conditions is in practice a key bottleneck for the scalability of symbolic execution.

B. KLEE and LLVM

KLEE is a symbolic execution engine built on top of the compilation framework LLVM [38]. LLVM grew as an academic project to focus efforts on implementing a strong compiler back-end that was independent of the front end. One of LLVM’s best features is its well-defined intermediate representation(IR), over which the back-end operates. The main idea is that multiple front-ends can be plugged into the compiler as long as they produce the correct IR, and similarly, the optimizations and target-generation plugins can be developed independently as long as they can handle the input IR. Ultimately, it has become a widely used compiler, being competitive in performance to GCC. The IR is based on single-static assignment form (SSA) [18], which means that, when possible, variables are defined only once among any execution path. This allows for easier tracking of the values of variables, and hence code that is easier to analyze at compile-time, facilitating the application of optimizations.

KLEE supports test input generation with respect to given input bounds. It has been shown to provide excellent program coverage in general, over 90% in average of the Coreutils benchmarks, and has been able to find bugs in these programs that remained undetected for many years. KLEE’s error reporting provides useful information for fault localization during debugging. The existing version of KLEE allows either the application of the entire set of compiler optimizations in LLVM or no application of optimizations.

C. Compiler Optimizations

Compiler optimizations transform the source program into a more efficient (i.e. faster, smaller, less power-consuming) target program to be executed. Since KLEE is built on top of LLVM, we study the effect of the LLVM optimizations in symbolic execution. These optimizations are mostly loop transformations, conversion of memory operations to register operations, simplifications of computed expressions and elimination of redundant instructions. These are all transformations that are well defined over lattices using the data flow analysis framework [36]. They have a natural implementation as a fix-point computation algorithm. These optimizations or similar ones have been described in traditional textbooks and dissertations [6][17][29].

IV. EXPERIMENTAL STUDY

In this section we will first define our research questions. Given these questions, we will then describe our design of a series of experiments, including independent and dependent variables. Then we will present and analyze the results and give our answers as well as explanations to the defined research questions in Section V.
A. Research Questions

We study the following research questions in this paper:

**RQ1: How do LLVM compiler optimizations influence symbolic execution performance for Coreutil programs?**

Given the above motivating examples, we would like to study more about how LLVM compiler optimizations influence symbolic execution with respect to the Coreutil programs. More specifically, first we want to know if compiler optimizations have positive or negative effects on symbolic execution for Coreutils. Also, we would like to find out whether there are any specific optimization flags that have great impact on symbolic execution. Moreover, we want to observe whether adding more optimization flags, or having a combination of optimization flags, leads to better or worse results, and whether KLEE’s default compiler optimization settings are optimal for Coreutils or not.

**RQ2: Is the influence of compiler optimizations on symbolic execution consistent across different program classes?**

Different programs may behave differently even for the same setup. Therefore, it might be not very convincing if we only conduct experiments on Coreutil programs. We want to see if we could address something in common from benchmarks with different characteristics and different sizes, and therefore we choose another suite of benchmarks to compare the effect of compiler optimizations on symbolic execution and observe the variation.

**RQ3: How do different solvers influence the performance of different optimizations?**

Even if we apply the same optimizations on the original program before symbolic execution, different constraint solvers may also have influences on the result of symbolic execution and give different results. We would like to compare the performance of symbolic execution with different solvers after applying different optimizations to see if the behaviors of different optimizations are consistent among different solvers.

B. Experimental Setup

We modified KLEE so that it can take an extra flag specifying which optimization flag(s) to apply before symbolic execution. We use our modified version for all our experiments. For other options of KLEE we use the ones similar to KLEE documentation [4]. The main change that we have made for the setup is that we use the DFS search heuristic instead of KLEE’s default random search heuristic in order to have more deterministic results. Also, we disable the caching of KLEE for all experiments in order to exclude the influence of caching on symbolic executions.

1) Independent Variables: We considered the following independent variables for our study:

**Different flags.** LLVM has a rich set of optimization flags, and the number is still increasing as LLVM is evolving. Among all of them we choose all 33 flags that KLEE uses inside its –optimize option. This option is the optimization option that comes with KLEE. It applies 33 different optimization flags provided by LLVM in a certain order. The set of these 33 flags contains the most commonly used flags in compiler optimization. We study the effect of each of them, and some of their combinations. In later part of this paper we will refer the –optimize option that comes with KLEE as the **ALL** optimization.

**Different programs.** We study two different sets of programs, Unix Coreutils 6.11, and the NECLA Static Analysis Benchmarks (necla-static-small) [5]. Many researches on symbolic execution use KLEE as the symbolic execution tool to run their experiments against Coreutils. This experiment was originally proposed by the authors of KLEE [12]. We conduct studies with similar setup as the one used by most researchers and select 40 different Coreutils programs for experimental subjects, with the changes of search heuristic option mentioned above. Table I lists all of the Coreutil programs studied in this work with their ELOC and GLOC. ELOC shows the size of the programs in terms of the number of executable lines of code [40], while GLOC shows the lines of code excluding library and head code, e.g., the lines of code directly traced by gcov, which is a tool used in conjunction with GCC to test code coverage in programs [2]. The NECLA benchmarks [5] are a traditional set of C benchmarks to test the performance of compilers. Normally they are small, loop intensive and perform operations with integer variables and arrays. We modified some of them by changing some variables inside them to symbolic variables, and adding some nondeterministic bounds to these variables inside the program to make them compatible with KLEE.

**Different solvers.** The latest version of KLEE supports three different types of solvers: STP, Z3 and Btor[45]. The STP solver is the native solver integrated with KLEE, and the other two are recently supported. We would like to study and compare the effect of all of them together with different compiler optimizations.
2) Dependent Variables: For different experiments we would like to measure different dependent variables according to the property of each experiment design. Specifically there are two types of experiments, and we list the dependent variables for each of them.

Limited time. For all Coreutil programs, since they are normally large and complicated, we will limit the execution time and halt the execution when the specified time reaches. For different setups we will choose 5, 10, 20 or 30 minutes execution time. We measure both line and branch coverage after the execution stops. By comparing different coverage numbers using the same execution time but different optimizations, we could see the performance difference between different optimization flags.

Unlimited time. For the NECLA benchmarks, the program size is usually very small and they do not require complicated inputs such as the Coreutils. Therefore we let the programs finish their execution. In this case, we measure the time needed for execution and the number of solver calls. When the programs finish executing, they will typically give the same coverage. Therefore we can compare the execution time and also the number of solver calls. With the same coverage, shorter time and less number of solver calls indicates faster symbolic execution.

V. Result Analysis
A. RQ1: Influence of optimizations on symbolic execution

The main question we would like to answer is how compiler optimizations influence symbolic execution for Coreutil programs. Specifically, we would like to know whether compiler optimizations are generally beneficial or detrimental for symbolic execution. Also, we believe that among all optimization flags, there are some flags that are more influential than others, and we would like to verify if our assumption is correct. Moreover, we want to know whether a combination of optimization flags makes symbolic execution better or worse, and whether KLEE's optimization setting is optimal for symbolic execution of Coreutil programs.

With these questions, we design several experiments. We will present them in the following subsections.

1) Finding the determining flags: We combine all the 40 studied Coreutils programs with each of the 33 optimization flags mentioned in Section IV-B1, plus no optimization (NO) and KLEE's optimization option (ALL) that comes with KLEE. We limit each run to 5 minutes and record the line coverage for each run. We consider it as a change if the line coverage after applying certain optimization is different from not applying any optimization. All flags that we use and the number of changes that each flag makes are shown in Table II.

From Table II we can see that among all 33 optimization flags and the ALL flag, many of them only make changes for less than 10 programs. From the actual raw data we can observe that there are some programs whose result will be changed after applying almost every single flag, and these programs contribute a lot to those changes with small numbers. However, there are certain flags that make significant changes to most programs. The ALL flag makes most of the changes to the program, because it applies all other optimization flags in a certain order. We also observe that InstructionCombining(IR), makes the second most changes to the programs. Also, IndVarSimplify(IVS), PromoteMemoryToRegister(PMTR) and LoopRotate(LR) makes more than or about half of the programs to change.

We could further separate the above changes into two categories: the ones that make symbolic execution better and the ones that make symbolic execution worse. Figure 3 illustrates this separation. The x-axis represents different optimization flags. The bar above the x-axis represents the number of programs for which the optimizations have positive effects, and below means negative changes. From this figure we notice the very interesting observation that the majority of flags tend to make symbolic execution worse, since for most programs the light gray area below x-axis is larger than the dark area above x-axis. This observation indicates that, although compiler optimizations are usually beneficial for program execution, the same may not be true for symbolic execution in general.

We consider the above top five flags as the "determining flags" for our setup, since they contribute the most in making symbolic execution different from applying no optimization. We will further study the effect of these flags in later experiments.

2) Analyzing the determining flags: Using the five determining flags from Section V-A1, we study more on the effect of them on symbolic execution. We run KLEE using NO, ALL and these five determining flags one by one, on all 40 Coreutils listed in Table I, and limit the time to 5, 10, 20 and 30 minutes accordingly using the DFS heuristic. Again, we first apply NO for different time limits and get the line and branch coverage for each run as the "base". Then we apply either ALL optimization or a single optimization flag to get the line coverage and branch coverage after optimization. We show the box plots of the actual line and branch coverage for this set of experiments in Figure 4 and 5. In each figure, the four sub-figures are box plot of the coverage running KLEE for 5, 10, 20 and 30 minutes, and each box is the result of applying one of the optimization flags mentioned above for the corresponding time. Each box plot shows the average (a small square in the box), median (a line in the box), and upper/lower quartile values for the corresponding code coverage. We mark the results for the pre-defined KLEE flags (NO and ALL) as gray and the other five individual flags (IVS, IC, LR, PMTR, ALL) as black. From the box plots, we observe that the variability of the line and branch coverage after optimization is different for different optimization flags. For example, the line coverage for the InstructionCombining(IR) experiment has a larger interquartile range than the line coverage for the IndVarSimplify(IVS) experiment for all time limits. This indicates that the InstructionCombining(IR) optimization has a larger impact on the line coverage than the IndVarSimplify(IVS) optimization.
and SRA) as red. From the corresponding box plots, we make the following observations:

First, although the performance for an individual optimization on symbolic execution varies from program to program according to the box plot, the average result shows the trend that compiler optimizations are in general making symbolic execution worse for Coreutils programs. To illustrate, NO (applying no optimizations) achieves better average coverage for all time limitations than all the other single compiler optimization flags and the ALL optimization. This result is quite surprising to us, since KLEE’s documentation[3] says the following:

“We can help with that problem (and others) (note from author: low coverage) by passing the –optimize option to KLEE. This will cause KLEE to run the LLVM optimization passes on the bitcode module before executing it; in particular they will remove any dead code. When working with non-trivial applications, it is almost always a good idea to use this flag.”

It seems that KLEE simply applies all compiler optimizations, but our experimental results show the negative effects of doing so.

Second, from the results we can observe that among all the optimization flags that we choose, the ALL flag performs worse than all single flags for both line and branch coverage, which is even more surprising. Take line coverage and 30 minutes as an example, the ALL flag (applying all optimizations) only achieves an average coverage of 52.6%, while the coverage for all single flags are greater than that. The worst single flag, IC, achieves an average coverage of 55.4%, and all the others achieve coverage greater than 60%. We could also easily make similar observations in the box plot since the boxes for ALL flag are always lower than the others. As mentioned above, KLEE is using a traditional order of optimization which in general helps with program execution. However, according to the experimental result the ALL optimization that KLEE uses is the worst optimization for symbolic execution in our settings. Therefore, we can conclude that KLEE’s default setting for optimization is not optimal for symbolic execution, at least for our experimental setup. This observation leads us to wonder whether the combination of more optimization flags will make symbolic execution even worse. In the next section we will use a new set of experiments to explore this question.

3) Study of different optimization combinations: In order to study the effect of compiler optimization combinations on symbolic execution, we further come up with four different combinations based on our knowledge. We combine the determining flags that we found out from previous experiments in different orders. One flag may appear more than once.

The first combination (TRAD) is an arrangement according to the traditional compiler optimization order. The idea is from the famous compilers “Dragon Book” [6]. It suggests a normal order of applying optimizations that is good for program execution in general. The second combination (EXTR) is extracted from KLEE’s original optimization only using the determining flags, with the same order and number of occurrences. The third and fourth combinations (C3 and C4) are based on our understanding of compilers. Table III lists all of them.

We first run KLEE using NO and ALL. After that we apply these combinations one by one. Each run in this section takes 10 minutes. Similar to the previous section, for the average line and branch coverage, we show box plots in Figure 6. We mark NO and ALL in gray, our four combinations TRAD, EXTR, C3 and C4 in red. To make further comparison, we also show the worst single flag IC and mark it in blue.

From Figure 6 we can observe that none of the optimizations are making symbolic execution any better. Also, comparing the box plot of ALL with the other combinations of
optimizations, we find that they perform almost the same. This observation shows the effectiveness of the chosen determining flags, that the combinations of the five determining flags have similar effect to \textit{ALL}. Also, if we compare all the combinations including \textit{ALL} with the worst single flag \textit{IC}, we could observe that all of them are worse than the worst single flag, and even worse than \textit{NO}. Therefore we can conclude that applying more optimization flags within a given time limit tends to make symbolic even worse than applying no optimization or a single optimization. To sum up, in this experimental setup we have the following findings:

First, on average, given limited time and using the DFS search heuristic, compiler optimizations are making symbolic execution for Coreutil programs worse in terms of line coverage and branch coverage.

Second, there are several determining flags which have greater influence on symbolic execution. According to our experimental setup the top five flags are \textit{IC, IVS, PMTR, SRA} and \textit{LR}. They have the most influence on symbolic execution among all optimization flags that we choose, and the combination of them provides similar result to the \textit{ALL} flag.

Third, applying a combination of optimizations is not a good choice. According to our experiments, applying more optimizations tends to make symbolic execution even worse, and the most complicated \textit{ALL} flag gives the worst result. Therefore, KLEE’s default compiler optimization settings is not optimal for Coreutil programs.

B. RQ2: Result consistency across different program classes

In section V-A we studied the effect of compiler optimizations on symbolic execution based on the Coreutil programs, which is a set of real-world programs with usually complicated structures. In this section we will conduct similar experiments on another class of programs. We choose a small set of NECLA Static Analysis Benchmarks [5]. These benchmarks are C based programs often used to test the performance of compilers. All the programs are quite small in size and are less than 100 lines of code. Many of them are loop intensive and perform integer and array operations for most of the time. We used all the six NECLA programs that can be successfully executed with KLEE. For all the following experiments in this section we use similar options as those for Coreutil programs.

1) Single optimization flag: We first apply \textit{NO, ALL}, and all 33 individual optimization flags with a similar setup as the previous experiments, and record the result for each of them. However, among all 33 optimization flags that KLEE has used, we notice that only three flags, \textit{IC, PMTR} and \textit{SRA}, make a change between the optimized program and original program in either execution time or number of solver calls. In order to save space and show only meaningful results, we only list the result of applying \textit{NO}, applying \textit{ALL}, and applying these three individual flags in Table IV, where “Time” shows the...
symbolic execution time, and “Queries” shows the number of solver calls.

From Table IV we can observe that, unlike in the previous Coreutil experiments, the ALL optimization, in many of the programs, helps with symbolic execution by significantly reducing the execution time and number of solver calls while giving the same coverage. This result conflicts with our previous results that compiler optimization makes symbolic execution worse. However, we believe that both results are understandable because these two experiment are of two different program classes. All the NECLA programs are very small and are intentionally designed to test the performance of compilers, so there is a lot of space left for optimizations. However, for the real-life Coreutils, the program size is usually very large and the they do more realistic tasks other than array operations and they use more complicated data types and data structures. Therefore, the space left for optimization is very narrow and applying some optimizations might even make the program structure more complicated.

Another observation we can make is that the behavior of IC is very similar to ALL, which indicates that for this experimental setup IC might be the most significant determining flag. The other two optimizations slightly changed the symbolic execution time, while all the remaining flags that are not listed in Table IV do not change anything. Also, another very interesting observation is that, all the three flags that we list for this experiment are a subset of the determining flags that we get from the previous Coreutil experiment. This observation indicates that there might be several determining optimization flags in common across different program classes, which have more influence on symbolic execution than others.

2) Multiple optimization flags: Similar to the previous experiment, we also want to explore the effect of different flag combinations for the small benchmarks. Since this time we only have 3 determining flags, we simply combine every two of them in different order, and list the result in Table V. Note that in this table, for simplicity we use I for IC, P for PMTR and S for SRA.

Table V shows the results after combining two out of the three determining flags. There are two observations that we can make for this case. First, applying one more flag on the most significant determining flag (which is IC in our case) does not help anymore in symbolic execution. For example, in ex2 applying I+P gives almost the same result as applying IC only. Second, the order of flags does not change the execution results. Take ex2 as an example again, applying IC before PMTR gives the same result as applying PMTR before IC. We believe that all above behaviors are due to the fact that IC is very effective for our selected benchmarks, since they are share similar characteristics and it is possible that one optimization in our case will outperform all other flags for our selected benchmarks.

Since all these small programs are used to test the functionality of compilers and finding compiler bugs and their sizes are usually small, they do not resemble the real-life programs, and the conclusion we get for this experiment might not be applicable to larger-sized real-world programs. That is the main reason why some of the results in this experiment are not in accordance with the results from the Coreutils experiment. Nonetheless, even for the Coreutil experiments there are some cases where compiler optimizations help with symbolic execution. Therefore, we cannot yet claim that compiler optimizations are beneficial or detrimental for symbolic execution for a specific program, since the program itself is still an important factor. However, we think in future work if we could characterize different programs into different categories, and study the effect of different optimizations on each category, it is very possible that we could get some more concrete observation and generalize the effect of certain optimizations to the result of symbolic execution of certain kinds of programs.

C. RQ3: Influence of solvers on optimizations

All previous results are based on the STP solver which comes with KLEE. We also want to see the effect of different solvers working together with different optimization flags. Recently Palikareva et al. proposed a new infrastructure for KLEE which supports different constraint solvers [45]. This infrastructure provides us a good opportunity to study the effect of multiple solvers, together with compiler optimizations, on symbolic execution.

We use the same 11 Coreutils and same setup as the authors used in their paper for multi-solver support for KLEE [45]. Again, we use our modified version of KLEE so that it can take one or more optimization flags. Using the same determining flags that we mentioned above (NO, ALL and the five determining optimization flags), we execute KLEE for 10 minutes.
D. Threats to Validity

Threats to external validity. The main threat to external validity of our study is that our findings may not be generalizable for other subject programs, symbolic execution tools, or compiler optimizations. To reduce this threat, we studied two different set of subjects, each of which has been widely used in software testing and analysis research. In addition, to make our results replicable, we used the widely used KLEE tool with the deterministic DFS search heuristic, and the LLVM framework with 33 popular compiler optimizations. However, our results may still suffer from the threats to external validity. Further reduction of these threats to external validity requires additional studies using different symbolic execution tools with different search strategies, more compiler optimizations, as well as more experimental settings, e.g., using longer time for each symbolic execution run.

Threats to internal validity. The main threat to internal validity of our study is that there may be potential faults in the studied symbolic execution and compiler optimization techniques, as well as in our code for data analysis. To reduce this threat, we used the mature symbolic execution tool KLEE and the compiler optimization flags in the widely used LLVM framework. In addition, we reviewed all the code that we produced for our experiments before conducting the experiments.

VI. RELATED WORK

This section first reviews some related work on scaling symbolic execution for testing and verification using parallel, compositional, and incremental techniques, and then discusses compiler optimizations in the context of standard execution and symbolic execution.

A couple of recent research projects proposed parallel symbolic execution [55], [52], [53]. Static partitioning [55] uses an initial shallow run of symbolic execution to minimize the communication overhead during parallel symbolic execution; the key idea is to create pre-conditions using conjunctions of clauses on path conditions encountered during the shallow run and to restrict symbolic execution by each worker to program paths that satisfy the pre-condition for that worker’s path exploration. ParSym [52] parallelizes symbolic execution dynamically by treating every path exploration as a unit of work and using a central server to distribute work between parallel workers. While this technique implements a direct approach for parallelization [27], [13], it requires communicating symbolic constraints for every branch explored among workers, which incurs a higher overhead. Ranged symbolic execution [53] represents the state of a symbolic execution run using a just concrete test input to provide a lightweight solution for work stealing.

Compositional techniques for symbolic execution, introduced by PREfix and PREfast [10], can handle large code bases but they do not handle properties of complex data, such as heap-allocated data structures. Godefroid et al.’s work on must summaries [28] also enables compositional symbolic execution [24] as well as compositional dynamic test generation [26] by statically validating symbolic test summaries against changes. These techniques use logical representations for the summaries for sequential code.

Incremental techniques for symbolic execution utilize previous runs of symbolic execution to optimize the current run. DiSE [48] uses a static analysis to determine the differences between two program versions and uses this information to guide the execution of symbolic paths towards exercising that difference. Memoise [60] builds a tree-based representation to store path conditions and path feasibility results during a run.

<table>
<thead>
<tr>
<th></th>
<th>NO</th>
<th>ALL</th>
<th>IVS</th>
<th>IC</th>
<th>LR</th>
<th>PMTR</th>
<th>SRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>STP</td>
<td>62.06</td>
<td>50.32</td>
<td>58.51</td>
<td>50.55</td>
<td>63.69</td>
<td>63.50</td>
<td>63.50</td>
</tr>
<tr>
<td>Z3</td>
<td>61.02</td>
<td>49.71</td>
<td>51.30</td>
<td>49.51</td>
<td>60.62</td>
<td>61.13</td>
<td>61.47</td>
</tr>
<tr>
<td>Btor</td>
<td>56.49</td>
<td>45.28</td>
<td>54.40</td>
<td>45.76</td>
<td>56.82</td>
<td>58.66</td>
<td>58.66</td>
</tr>
</tbody>
</table>

**TABLE VI. AVERAGE LINE COVERAGE OF EACH OPTIMIZATION SOLVER PAIR FOR ALL PROGRAMS**

<table>
<thead>
<tr>
<th></th>
<th>NO</th>
<th>ALL</th>
<th>IVS</th>
<th>IC</th>
<th>LR</th>
<th>PMTR</th>
<th>SRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>STP</td>
<td>74.05</td>
<td>60.85</td>
<td>69.87</td>
<td>60.94</td>
<td>74.59</td>
<td>75.24</td>
<td>75.24</td>
</tr>
<tr>
<td>Z3</td>
<td>73.97</td>
<td>59.65</td>
<td>62.12</td>
<td>59.83</td>
<td>73.37</td>
<td>73.20</td>
<td>74.01</td>
</tr>
<tr>
<td>Btor</td>
<td>65.32</td>
<td>50.91</td>
<td>62.44</td>
<td>52.42</td>
<td>65.59</td>
<td>67.89</td>
<td>67.89</td>
</tr>
</tbody>
</table>

**TABLE VII. AVERAGE BRANCH COVERAGE OF EACH OPTIMIZATION SOLVER PAIR FOR ALL PROGRAMS**
of symbolic execution on one program version and enables re-use of those results during a future run of symbolic execution on a newer program version. The idea of caching constraints in symbolic execution was first introduced by KLEE [12]; doing so allows KLEE to achieve orders of magnitude speed-up because there are often many redundant constraints during symbolic path exploration. The recently developed Green solver [57] wraps every call to the solver to check if the result is already available in its database of previous solver calls.

While traditional work on compiler optimizations defined optimizations and studied their effect [6], a focus of some recent research projects on compiler optimizations has been the problem of selecting a likely optimal set of compiler optimizations for faster, smaller and less power-consuming object code. A multi-objective optimization formulation of the problem was proposed in [32]. A machine-learning approach using performance counters with machine learning that takes in consideration the underlying hardware was presented in [15]. Their work was enhanced to be included as part of the GCC compiler [22]. These are the so-called iterative compilation frameworks, where single flags are being added with the purpose of minimizing runtime of the benchmarks. The work in [32] tries to optimize many objectives simultaneously by exploring the search space instead of resorting to local search by adding flags iteratively. A manual mechanism to select the best set of flags for Java was presented in [33].

Our study of the influence of compiler optimizations on symbolic execution is driven by our overarching goal of making symbolic execution more efficient. To our knowledge, KLEE’s –optimize flag is the first previous work that directly uses standard compiler optimizations in an attempt to achieve better performance for symbolic execution. The more recent Overify framework [58] introduces a suite of compiler optimizations specifically designed for making symbolic execution more efficient; the experimental results show Overify outperforms the standard optimization settings (i.e., O0, . . . , O3) supported by KLEE (and LLVM). Our work differs from Overify in three basic ways: (1) our study is at a finer-grained level – we study how standard compiler optimizations influence symbolic execution individually (not just collectively as pre-defined optimization levels, such as O2); (2) our study uses three different back-end solvers (not just the default KLEE solver); (3) we study a new class of programs, namely NECLA benchmarks (not just the standard benchmarks of Coreutils). Recently, Cadar [11] independently reported similar findings with our paper. That work provided concrete examples and justifications for the adverse effect of some LLVM optimizations in KLEE. In contrast, our study presents a more rigorous empirical study involving different sets of real-world subject programs together with different constraint solver settings.

The idea of source-level program transformation to facilitate automated software testing was introduced by Harman et al. in their work on testability transformation [30], which focused on test input generation and test coverage criteria. They also introduced the idea of employing a transformation that may not be semantics preserving.

In the context of a declarative language, Marinov et al. presented transformations inspired by traditional compiler optimizations to optimize bounded-exhaustive analysis of declarative models written in the Alloy specification language and analyzed using the Alloy toolset’s backend SAT solvers [43]. These transformations, while not being semantics preserving in general, produced an Alloy model that was equivalent to the original model with respect to the analysis bounds.

VII. CONCLUSION

The focus of our paper was to study the foundation of a promising approach for scaling symbolic execution – a classic program analysis with many traditional applications in software testing and verification, and most recently applied directly for software reliability. Specifically, we studied the impact of compiler optimizations – which are designed for faster execution of programs on concrete inputs – on the performance of symbolic execution. As an enabling technology we used the KLEE symbolic execution engine and focused on 33 optimization flags of the LLVM compiler infrastructure that is used by KLEE. Specific research questions addressed were (1) how different optimizations influence the performance of symbolic execution for Unix Coreutils, (2) how the influence varies across two different program classes, and (3) how the influence varies across three different back-end constraint solvers. Some of our findings surprised us. For example, applying the 33 studied compiler optimizations in a pre-defined order can slow down symbolic execution (when using the basic depth-first search with constraint caching turned off) for Coreutils; moreover, in our experimental setup, applying no optimization performs better for many of the Coreutils. This is because existing compiler optimizations, which have been tailored to effectively generate faster code, display the inconvenient side-effect of altering its (typically branching) structure in a way that can make the program harder to analyze. Nevertheless, we believe compiler optimizations and techniques inspired by them have an important role to play in symbolic execution. We hope our work provides an effective foundation for better scalability of symbolic execution and using it more effectively for testing, verification, and reliability of real-world software systems.
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