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Abstract: Most of the classical change-point detection schemes are designed for the sequences of independent and identically distributed (i.i.d.) random variables. In this article, motivated by the outbreak of 2009 H1N1 pandemic influenza, we develop change-point detection procedures for the susceptible–infected–recovered (SIR) epidemic model, where a change-point in the infection rate parameter signifies either the beginning or the end of an epidemic trend.

The considered model falls into a general class of binomial thinning processes, which is a Markov chain. The cumulative sum (CUSUM) change-point detection procedure is developed for this class, and its performance is evaluated. Apparently, the CUSUM stopping rule is no longer optimal for this non-i.i.d. case. It can be improved by introducing a non-constant adaptive threshold. The resulting modified scheme attains a shorter mean delay and at the same time a longer expected time of a false alarm, given that a false alarm eventually occurs.

Proposed detection procedures are applied to the 2001–2012 influenza data published by the Centers for Disease Control and Prevention.
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1. INTRODUCTION

In the current practice, epidemics are formally declared when the associated mortality exceeds the epidemic threshold. However, to attain a threshold before
the end of an epidemic season, mortality has to grow at a rate unusual for the nonepidemic distribution creating a pre-epidemic trend (Dwyer and Groves, 2001; Weber et al., 2001). Other deviations from the nonepidemic behavior will also occur; for example, unusually high numbers of infections, doctor visits, hospitalizations, sold medications, and searches of related keywords (Fienberg and Shmueli, 2005; Ginsberg et al., 2009; Goldenberg et al., 2002). That is, a change-point occurs when the observed process starts deviating from its “normal,” nonepidemic distribution.

Timely detection of such a change-point will enable to detect an epidemic early during the epidemic season and possibly predict an epidemic before it becomes official (Baron, 2002, 2004; Dwyer and Groves, 2001; Hashimoto et al., 2000; Rath et al., 2003; Tabnak et al., 2000; Weber et al., 2001; also see Brauer et al., 2008; Chowell et al., 2009; Diekmann and Heesterbeek, 2000; and others for mathematical modeling in epidemiology).

In this article, the susceptible–infected–recovered (SIR) epidemic model is considered, introduced in Kermack and McKendrick (1927) and widely used ever since. According to this model, the population consists of three groups, (S)usceptible, (I)nfected, and (R)ecovered, that form a non-stationary Markov chain. Any individual can move through the states in order,

\[ S \rightarrow I \rightarrow R. \]

The first transition, from \( S \) to \( I \), occurs when an individual gets infected, and the second transition, from \( I \) to \( R \), means recovery from the disease (and presumably, immunity from re-infection until the next epidemic season).

Every time unit (say, every day), members of the susceptible group can become infected with probability \( \theta \), the infection rate, and members of the infected group can recover with probability \( \eta \), the recovery rate. If individuals get infected and recover independently of each other, the number of transitions of each type during each day is conditionally binomial. Then the overall number of susceptible people reduces every day according to a general binomial thinning model (Weiβ, 2008, 2009; Zhu and Joe, 2006) with a thinning operator (Steutel and van Harn, 1979) converting the number of susceptible \( X_t \) on day \( t \) into \( X_{t+1} = \theta \circ X_t \), that has a binomial \( (X_t, \theta) \) distribution, given \( X_t \).

Besides population dynamics where the number of people or species reduces due to epidemics, migration, and other causes, binomial thinning models are applicable to other areas; for example, the distribution of goods such as tickets or apartments, each being offered for sale/rent every day while it is available.

This article focuses on the optimal change-point detection tools for the binomial thinning processes. For epidemics, a change in the infection rate from \( \theta_0 \) to \( \theta_1 > \theta_0 \) marks the beginning of an epidemic trend; for the distribution of goods, it means a change in the market demand.

Performance criteria for the detection procedures include the mean delay, probability of a false alarm, expected time until the false alarms, or a risk function that is a combination of these.

We start with the performance evaluation of the cumulative sum (CUSUM) procedure for the change-point detection, which is the optimal stopping rule under the independent and identically distributed (i.i.d.) assumption according to a number of criteria (Basseville and Nikiforov, 1993; Lai, 2001; Lorden, 1971; Moustakides, 1986; Ritov, 1990). Performance characteristics of the CUSUM rule
are derived for large populations in Section 2. In particular, we show that the CUSUM stopping time for thinning processes has an asymptotically Gumbel distribution under the no-change hypothesis. These results enable one to choose a threshold that guarantees the desired performance of the procedure.

A recent discussion in the *Journal of Sequential Analysis* (Han and Tsung, 2009; Tartakovsky and Moustakides, 2010) questioned whether CUSUM remains optimal in the case of Markov chains. The answer appears negative for the binomial thinning models. In fact, the standard CUSUM procedure can be improved by introducing a variable *adaptive threshold* that we derive in Section 3. Having a shorter mean delay and at the same time a longer expected time of a false alarm, it yields a lower risk.

Section 4 contains a simulation study that supports the obtained theoretical results. Developed change-point detection procedures are applied in Section 5 to the seasonal influenza and the 2009 influenza A (H1N1) pandemic data published by the Centers for Disease Control and Prevention (CDC).

### 2. CUSUM RULE FOR BINOMIAL THINNING PROCESSES

In this section, we develop a CUSUM procedure for change-point detection in the binomial thinning process and evaluate its performance characteristics.

#### 2.1. Epidemic Modeling and Binomial Thinning

Assume that the initial population (say, in the beginning of an epidemic season) consists of a large number $N$ of susceptible individuals. Then, each time unit $t$, every susceptible gets infected with probability $\theta$, and every infected recovers with probability $\eta$. Conditioned on the number of susceptible people $X_t$ at time $t$, their number $X_{t+1}$ at time $(t+1)$ has the binomial distribution,

$$X_{t+1} | X_t \sim \text{binomial}(X_t, 1 - \theta). \tag{2.1}$$

A random operator performing the transition from $X_t$ to $X_{t+1}$ is called the *thinning operator* (Steutel and van Harn, 1979) that arises in all of the situations where individuals leave the subpopulation with the constant probability and independently of each other. The resulting discrete valued *thinning process* $X_t$ represents a homogeneous irreversible Markov chain.

While there is no reason for the recovery rate $\eta$ to change, a jump in the infection rate $\theta$ is of particular importance in epidemiology. A sudden increase of the infection parameter from the “normal” value $\theta_0$ to an “epidemic” value $\theta_1$ inevitably causes the number of infections to grow at an unusually high rate that may eventually lead to a formal epidemic. Detection of such a change allows to signal a pre-epidemic trend and predict an epidemic.

#### 2.2. CUSUM Stopping Rule

Most of the classical change-point detection schemes are designed for sequences of i.i.d. observations $X_1, X_2, \ldots, X_n \sim f_0(*)$ before the change-point $\nu$ and i.i.d.
X_{t+1}, X_{t+2}, \ldots \sim f_1(\cdot) \) after the change. An optimal, according to several criteria, sequential detection scheme for this case is the CUSUM procedure that is based
on the likelihood ratios of the prechange and postchange densities (with respect to some reference measure) \( f_0 \) and \( f_1 \). The CUSUM stopping rule is the first time

\[
T = \inf \{ t : W_t \geq h \},
\]

When the CUSUM process

\[
W_t = \max_{k=0,\ldots,t} \log \frac{f_1(X_{k+1}, \ldots, X_t)}{f_0(X_{k+1}, \ldots, X_t)} = \max_{k=0,\ldots,t} \sum_{j=k+1}^t \log \frac{f_1(X_j)}{f_0(X_j)}
\]

attains the prechosen constant threshold \( h > 0 \).

Assumption of independent observations is often too restrictive although not many papers go beyond the i.i.d. case (Baron, 2004; Basseville and Nikiforov, 1993, chs. 8–9; Beibel, 2000; Davis et al., 1995; Fuh, 2003, 2004; Lai, 1998; Moustakides, 2004; Tartakovsky, 1995; Yakir, 1994). A natural extension of the CUSUM scheme is based on the conditional likelihood ratios,

\[
W_t = \max_{k=0,\ldots,t} \log \frac{f_1(X_{k+1}, \ldots, X_t)}{f_0(X_{k+1}, \ldots, X_t)} = \max_{k=0,\ldots,t} \sum_{j=k+1}^t \log \frac{f_1(X_j | X_1, \ldots, X_{j-1})}{f_0(X_j | X_1, \ldots, X_{j-1})}
\]

(Baron, 2004; Basseville and Nikiforov, 1993, Section. 8.3), which simplifies as

\[
W_t = \max_{k=0,\ldots,t} \sum_{j=k+1}^t \log \frac{f_1(X_j | X_{j-1})}{f_0(X_j | X_{j-1})}
\]

for the first-order Markov chains, including the thinning process (2.1).

Optimality of the CUSUM stopping rule (2.2) in terms of the mean delay and the rate of false alarms is shown for the i.i.d. case in Lorden (1971), Moustakides (1986), Ritov (1990), and others. Does it remain optimal for the case of non-i.i.d. observations? Han and Tsung (2009) claimed that the CUSUM stopping time is optimal for change-point detection in Markov processes under the condition of invariant distribution. However, Tartakovsky and Moustakides (2010) pointed out flaws in the proof and questioned the conclusion.

In this article, we evaluate performance of the CUSUM stopping rule (2.2) for change-point detection in thinning processes and propose its improvement by an adaptively chosen threshold. In particular, this shows that the standard CUSUM procedure with a constant threshold \( h \) can be improved for Markov chains of type (2.1).

2.3. Performance of the CUSUM Procedure

Theoretical evaluation of the CUSUM scheme is based on the following result that extends Wald’s identity to the case of independent but not identically distributed observations.
Theorem 2.1 (Extended Wald’s lemma). Let $Z_1, Z_2, \ldots$ be independent random variables with $E(Z_i) = \mu_i$, where $|\mu_i| \leq C$ for some $C > 0$. Let $T$ be a Markov stopping time with respect to $\{Z_j\}$. Then, for $S_t = \sum_{j=1}^{t} Z_j$ and $g(t) = \sum_{j=1}^{t} \mu_j$,

$$E(S_T) = Eg(T). \quad (2.3)$$

For the case of $\mu_i \equiv \mu$, this result reduces to the Wald’s identity $E(S_T) = \mu E(T)$. The proof of Theorem 2.1 is given in the Appendix.

We apply Theorem 2.1 to conditional log-likelihood ratios of the binomial thinning process (2.1),

$$Z_k = \log \frac{f_j(X_k|X_{k-1})}{f_0(X_k|X_{k-1})} = (X_{k-1} - X_k) \log \frac{\theta_1}{\theta_0} + X_k \log \frac{1 - \theta_1}{1 - \theta_0}, \quad (2.4)$$

where for $j = 0, 1$,

$$f_j(X_k|X_{k-1}) = \left( \frac{X_{k-1}}{X_k} \right)^{X_k - X_i} (1 - \theta_j)^{X_i},$$

with $\theta_0$ and $\theta_1$ being infection rates before and after the change-point, respectively.

2.3.1. Mean Delay

To find the mean delay of the CUSUM procedure for the binomial thinning process, we solve

$$E_1(S_T) = E_1\left( \sum_{j=1}^{T} Z_j \right) = Eg(T) \approx h \quad (2.5)$$

for the stopping time $T$.

It can be seen that the expectation of the thinning process decreases at an exponential rate,

$$E(X_j|v) = N(1 - \theta_0)^{\min\{t,v\}} (1 - \theta_1)^{\max\{t,v\}},$$

where $N = X_0$ is the initial state that is reduced every time unit by an expected fraction of $\theta_0$ before the change-point $v$ and by $\theta_1$ after $v$. Then, applying Theorem 2.1,

$$h \approx E(W_T) \approx E(S_T - S_0)^+ \approx E_{\theta_1}^{(T-\gamma)^+} \sum_{j=1}^{T-\gamma} Z_j$$

$$= N(1 - \theta_0)^{\gamma} E \sum_{k=1}^{(T-\gamma)^+} \left( \left\{ (1 - \theta_1)^{k-1} - (1 - \theta_1)^k \right\} \log \frac{\theta_1}{\theta_0} + (1 - \theta_1)^k \log \frac{1 - \theta_1}{1 - \theta_0} \right)$$

$$= N(1 - \theta_0)^{\gamma} \left( \theta_1 \log \frac{\theta_1}{\theta_0} + (1 - \theta_1) \log \frac{1 - \theta_1}{1 - \theta_0} \right) \frac{1 - E(1 - \theta_1)^{(T-\gamma)^+}}{\theta_1}$$

$$\approx N(1 - \theta_0)^{\gamma} K_1 \frac{1 - (1 - \theta_1)^{(T-\gamma)^+}}{\theta_1}, \quad (2.6)$$

where $K_1 = K(\theta_1, \theta_0)$ is the Kullback-Leibler information number for Bernoulli distributions with parameters $\theta_1$ and $\theta_0$, and the last approximation is justified for
small $\theta_1$, when function $(1 - \theta_1)^x$ is approximately linear, up to terms of order $\theta_1^2$. Several other approximations are used here, all ignoring the terms of order $o(h)$ as $h \to \infty$. Firstly, the overshoot $(W_T - h)$ is ignored, as in Wald’s approximation (e.g., Basseville and Nikiforov, 1993). Secondly, we let $W_t \approx S_t - S_{\nu}$ for $t > \nu$, assuming $\min\{S_k, k = 1, \ldots, T\} \approx S_{\nu}$, because the random walk $S_t$ has a negative drift for $t \leq \nu$ and a positive drift for $t > \nu$. Thirdly, applying Theorem 2.1, we assume that $Z_k$ are nearly independent since for small $\theta_0, \theta_1$ (which are much less than 1% in epidemics), the size of susceptible group changes very slowly. Finally, we let $T \approx E(T)$ when solving equation (2.5) for $T$. The accuracy of these approximations is assessed by simulations in Section 4.

“Solving” equation (2.6) for $E(T - v)^+$, which is the mean delay for the stopping rule $T$, we obtain the asymptotic expression for the mean delay given a change-point at time $v$,

$$MD(v) = E,(T - v)^+ \approx \frac{\log \left(1 - \frac{h\theta_1}{NK_1(1 - \theta_1)^x}\right)}{\log (1 - \theta_1)} \approx \frac{h}{NK_1(1 - \theta_0)^x},$$

where $N$ is the initial population size, $\theta_0$ and $\theta_1$ are (small) binomial parameters before and after the change, and $h$ is the threshold that does not increase faster than $N$.

It can be seen from (2.7) that in order to satisfy a constraint on the mean delay, the threshold $h$ should be chosen to be of the same order as the population size $N$. In particular, to attain $MD(v) \leq d$, choose $h \approx NdK_1(1 - \theta_0)^x$.

2.3.2. Probability of a False Alarm (PFA)

Another performance characteristic of the CUSUM procedure, counter balancing the mean delay, is the probability of a false alarm.

We assume that the observation period is finite even though the change-point detection problem is sequential in nature. That is, should a change occur in the distribution of observed data, it has to take place before a certain known time $t_{\text{max}}$. In epidemiology, $t_{\text{max}}$ is duration of the epidemic season; in tickets distribution, it is the time until the start of the event. Then, the probability of a false alarm is defined as

$$PFA = P(T \leq t_{\text{max}} \mid \text{no change, or } v = \infty).$$

To evaluate $PFA$ for the CUSUM scheme, we first consider the probability $p_{x,h}$, under $\theta_0$, that the random walk $S_n$ that starts from zero when the population size is $x$, exceeds the threshold $h$ before it crosses zero again,

$$p_{x,h} = P_{\theta_0}(S_n \geq h \text{ before } S_n \leq 0 \mid X_0 = x).$$

**Lemma 2.1.** As the initial population size $N \to \infty$ proportionally to the current size $x = cN$ ($c \leq 1$) and threshold $h = dK_1N$ satisfying the mean delay condition $MD(0) \leq d$ ($d \geq 1$),

$$p_{x,h} \approx e^{-N(dK_1+cK_0-cV/2)}(1 + o(1)), \quad (2.8)$$
for sufficiently small \( \theta_0 \) and \( \theta_1 = r\theta_0 \) with \( 1 < r < 6 \), Kullback information numbers \( K_0 = K(\theta_0, \theta_0) \) and \( K_1 = K(\theta_1, \theta_0) \), and \( V = \theta_0(1 - \theta_0) \log^2 \left( \frac{1 - \theta_0}{1 - \theta_0^2} \right) \), where the approximation is up to \( \theta_0^2 \) terms.

In other words,

\[
\lim_{N \to \infty} (-N^{-1} \log p_{x,h}) = dK_1 + cK_0 - V/2 + O(\theta_0^2), \quad \theta_0^2 \downarrow 0.
\]

The proof is given in the Appendix. In particular, it shows that \( K_0 - V/2 > 0 \) under the given assumptions, so our approximation of the probability \( p_{x,h} \) is clearly between 0 and 1.

To use Lemma 2.1, let \( \tau = \sum_{1}^{t_{\max}} 1_{S_{j-1}} \) be the number of times random walk visits 0, and let \( X_1, \ldots, X_{\tau} \) be the population size at these moments. Also, let \( A_j \) be the event that after the \( j \)th visit to 0, \( S_j \) returns to 0 before crossing threshold \( h \).

According to Lemma 2.1, the probability of a false alarm before time \( t_{\max} \) can be bounded as

\[
PFA = p_{N,h} + (1 - p_{N,h})E(p_{X_1,h} \mid A_1)
+ (1 - p_{N,h})(1 - E(p_{X_1,h} \mid A_1))E(p_{X_2,h} \mid A_1 \cap A_2) + \ldots
\approx E(p_{X_{\tau,h}} \mid A_1 \cap \cdots \cap A_{\tau-1})
\leq \exp \left\{ -N \left[ dK_1 + (1 - \theta_0)^{t_{\max}}(K_0 - V/2) \right] \right\} (1 + o(1)).
\] (2.9)

Ignoring for small \( \theta_0 \), the change in the population size between the last visit to 0 and \( t_{\max} \) and recalling that \( h = dK_1 N \), we obtain the approximation

\[
PFA \approx \exp \left\{ -h - CN(1 - \theta_0)^{t_{\max}} \right\}.
\] (2.10)

where \( C = K_0 - V/2 > 0 \).

2.3.3. Distribution of the Stopping Time

In fact, formula (2.10) gives the probability of crossing threshold \( h \) by an arbitrary time \( t \). Therefore, we have approximated the whole cumulative distribution function of the stopping time \( T \).

\[
P(T \leq t) \approx \exp \left\{ -h - CN(1 - \theta_0)^t \right\} = \exp \left\{ -h - \exp \left( -\frac{t - \mu}{\beta} \right) \right\}, \quad t > 0,
\] (2.11)

where \( \mu = \log(CN)/|\log(1 - \theta_0)| \) and \( \beta = |\log^{-1}(1 - \theta_0)| \). Noticeably, \( \lim_{t \to \infty} F(t) = e^{-h} < 1 \). Hence, if hypothetically, the observation period can be extended unboundedly, the stopping time \( T \) becomes improper. With probability \( 1 - e^{-h} = P(T = \infty) \), the entire “susceptible” population becomes “infected” before raising a false alarm.

Equation (2.11) also shows that conditionally on \( T < \infty \), the stopping time \( T \) has the Gumbel distribution with location parameter (mode) \( \mu \) and scale parameter \( \beta \),

\[
P(T \leq t \mid T < \infty) = \exp \left\{ -\exp \left( -\frac{t - \mu}{\beta} \right) \right\}, \quad t > 0.
\]

Thus, if there is no change in distribution, the most likely time period for a false alarm is around the mode of the Gumbel distribution, which is \( \mu \).
2.3.4. Expected Time until a False Alarm (ETFA)

From the Gumbel distribution of $T$, should a false alarm occur, it has the (conditional) expected time

$$ETFA = E_{0_0}(T \mid T < \infty) \approx \mu + \beta \gamma = \frac{\log(CN) + \gamma}{\log(1 - \theta_0)},$$

where $\gamma \approx 0.5772$ is the Euler constant. It is a (slowly) increasing function of the initial population size $N$ because the threshold $h$ increases proportionally to it.

The following result summarizes the performance characteristics of the CUSUM stopping rule under the binomial thinning model.

**Theorem 2.2.** As the initial population size $N \to \infty$, the CUSUM stopping rule $T$ has the following performance characteristics for sufficiently small binomial parameters $\theta_0$ and $\theta_1 = r\theta_0$.

1. The mean delay given a change point at $v$ is

$$MD(v) = E_v(T - v)^+ \approx \frac{h}{NK_1(1 - \theta_0)^v}(1 + o(1)),$$

if $h = O(N)$.

Further results are for the threshold proportional to the population size $h = dK_1N(1 + o(1))$, $d \geq 1$, that satisfies the constraint $MD \leq d$ when $v = 0$, and for $r = \theta_1/\theta_0 \in (1, 6]$.

2. The expected time until a false alarm, conditional on the occurrence of a false alarm, is

$$ETFA = E_{0_0}(T \mid T < \infty) \approx \frac{\log(CN) + \gamma}{\log(1 - \theta_0)}(1 + o(1))$$

(2.13)

3. Probability of a false alarm by the time $i$ is

$$PFA(i) = P_{0_0}(T \leq i) \approx \exp \{-h - CN(1 - \theta_0)^i\}$$

(2.14)

4. Conditioned on a false alarm, the stopping time $T$ has approximately Gumbel distribution under $\theta_0$ with parameters $\mu = \log(CN)/\log(1 - \theta_0)$ and $\beta = |\log^{-1}(1 - \theta_0)|$

where $C = K_0 - V/2 > 0$; $V = \theta_0(1 - \theta_0)\log^2[(1 - \theta_1)\theta_0]/[(1 - \theta_0)\theta_1]$, $K_0 = K(\theta_0, \theta_1) = \theta_0 \log[\theta_0/\theta_1] + (1 - \theta_0) \log[(1 - \theta_0)/(1 - \theta_1)]$ and $K_1 = K(\theta_1, \theta_0) = \theta_1 \log[\theta_1/\theta_0] + (1 - \theta_1) \log[(1 - \theta_1)/(1 - \theta_0)]$ are Kullback-Leibler information numbers for the corresponding Bernoulli distributions; $\gamma \approx 0.5772$ is the Euler constant; and the approximations are up to the terms of order $\theta_0^2$.

Theorem 2.2 can be used to design change-point detection procedures satisfying certain desired performance characteristics by choosing a suitable threshold $h$ as we do in Section 5. Alternatively, a threshold can be chosen to minimize the risk function that combines several performance characteristics, such as $R(v, h) = PFA + \lambda MD(v)$ (e.g., Ritov, 1990; Shiryaev, 1978).
3. CUSUM WITH ADAPTIVE THRESHOLD

According to the binomial thinning model, the population size $X_t$ steadily reduces over time. This questions the use of CUSUM procedures with constant thresholds. Indeed, Theorem 2.2 shows that with constant $h$, it takes longer to reach the threshold under either parameter $\theta_0$ or $\theta_1$, if the change occurs late during the observation period. As a result, the mean detection delay increases exponentially, $MD(\nu) \sim (1 - \theta_0)^{-\nu}$. Although the prechange rate $\theta_0$ is assumed small, this mean delay may be considerable if a change-point occurs late during the observed period. On the other hand, if no detection occurred by the time $t$, the probability of a false alarm decreases with $t$, and it is even possible that the population reduces to zero before having a false alarm. This may be an overwhelming protection against false alarms at the expense of progressively longer mean delays.

In non-i.i.d. situations, when future observations can be predicted from the past—for example, in Markov chains—it seems natural to introduce adaptive thresholds that are constructed based on the current state of the observed process. Indeed, in sequential problems, it is not necessary to calculate the threshold for the entire procedure in advance. At any time, only the current threshold is needed in order to decide on the stopping time. Thus, it is perfectly fine to make the threshold dependent on the previous observations.

An adaptive threshold can be used to stabilize the mean delay. From (2.7), in order to have the mean delay $MD(\nu) \leq d$, threshold $h$ should be proportional to the population size at $\nu$. This suggests to choose a threshold at any time $t$ proportional to the current value of $X_t$,

$$\bar{h}_t = dK_1X_t.$$ 

To simplify the supporting theory, we modify this threshold making it a function of the population size at the last visit to zero, a renewal point of the CUSUM process. That is, we introduce an adaptive threshold

$$h_t = dK_1X_{j(t)},$$

where $j(t) = \max\{k \leq t : W_k = 0\}$ is the time of the last visit to zero before time $t$ (Figure 1).

![Figure 1. CUSUM process with an adaptive threshold. Threshold changes at renewal points.](image-url)
3.1. Performance Characteristics

How does the adaptive threshold (3.1) improve performance of the CUSUM procedure?

First of all, the mean delay is shortened because the threshold is reduced,

\[ h_t = dK_1X_{K(t)} \leq dK_1N, \]

and a lower threshold is attained faster. Also, the mean delay stabilizes and becomes practically independent of the change-point location,

\[ MD \approx h_j = dNK_1(1 - \theta_0)^r (1 + o(1)) \rightarrow d, \]

as \( N \to \infty \). The derivation of this expression follows along the lines of Section 2.3.1. The mean delay is reduced approximately by a factor of \( (1 - \theta_0)^r \).

Second, since the threshold is reset every time the CUSUM process \( W_t \) returns to zero, the probability of crossing it before returning to zero again follows from Lemma 2.1. For example, with \( d = 1 \),

\[ p_{x,h} = p_{x,dK_1} = e^{-x(1 + dK_1 + cV/2)}(1 + o(1)) = e^{-K_1(1 + o(1))}, \]

where \( K = dK_1 + cK_0 - cV/2 \). Then, the probability of a false alarm by the time \( t \), similar to (2.10), is

\[ PFA \sim E(p_{X,h} \mid A_1 \cap \cdots \cap A_{t-1}) \approx \exp \{ -KN(1 - \theta_0)^r \}. \]

According to this formula, the stopping time \( T \) has approximately Gumbel distribution with parameters \( \mu = \log(KN)/|\log(1 - \theta_0)| \) and \( \beta = |\log^{-1}(1 - \theta_0)| \).

Comparing with the distribution of the constant-threshold stopping time in Section 2.3.3, \( \bar{\mu} = \mu + \log(1 + dK_1/C)/|\log(1 + \theta_0)| \) and \( \bar{\beta} = \beta \). Hence, the mode of the time \( T \) until false alarm (\( \bar{\mu} \)) increased by a positive amount of order \( \theta_0^{-1} \), and so did the mean

\[ ETFA \approx \frac{\log(KN) + \gamma}{|\log(1 - \theta_0)|}. \]

This expected time until a false alarm is also understood as conditional expectation given that a false alarm occurs eventually, if hypothetically, the observation period is extended to infinity. There is actually a positive probability that \( T = \infty \) and there is no false alarm at all, for example, if the entire population gets infected during the first time unit. The theoretical probability of no false alarm until \( t = \infty \) is practically zero, lower than for the constant-threshold procedure.

The following result summarizes the performance characteristics of the CUSUM stopping rule with adaptive threshold.

**Theorem 3.1.** The CUSUM stopping rule \( T \) with adaptive threshold (3.1) has the following performance characteristics, as \( N \to \infty \), for sufficiently small \( \theta_0 \) and \( \theta_1 \),

1. The mean delay is

\[ MD \approx d + o(1) \]
2. The expected time until a false alarm, conditional on the occurrence of a false alarm, is

\[ \text{ETFA} \approx \log(KN) + \gamma \log(1 - \theta_0)(1 + o(1)) \]  

(3.3)

3. Probability of a false alarm by the time \( t \) is

\[ PFA(t) \approx \exp\left\{ -KN(1 - \theta_0)^t \right\} \]  

(3.4)

4. Conditioned on a false alarm, the stopping time \( T \) has approximately Gumbel distribution under \( \theta_0 \) with parameters \( \tilde{\mu} = \log(KN)/\log(1 - \theta_0) \) and \( \beta = |\log^{-1}(1 - \theta_0)| \),

where \( K = dK_1 + K_0 - V/2 > 0 \), and the other constants are defined in Theorem 2.2.

Comparing with the classical CUSUM, our adaptive threshold yields a shorter mean delay and a longer expected time until a false alarm, given that a false alarm eventually occurs. However, the probability of a false alarm during an unbounded time period is higher.

4. MONTE CARLO STUDY

To evaluate performance of the proposed detection procedures and compare CUSUM schemes with the constant and adaptive thresholds, random samples are generated from the model (2.1), with the initial population size \( N = 3 \cdot 10^6 \), change-point \( v = 0 \), an epidemic season consisting of \( t_{\text{max}} = 30 \) weeks, and different values of the prechange parameter \( \theta_0 \) and the ratio \( r = \theta_1/\theta_0 \). Results are based on 100,000 Monte Carlo runs.

Table 1 shows the estimated mean delay of the detection procedure with the desired mean delay set at \( d = 3 \). The actual mean delay is always slightly below the desired value, which agrees with (2.9).

False alarm rates and the expected times until false alarms are shown in Table 2. Thresholds are also selected to attain the mean delay of \( d = 3 \). It can be seen that although the adaptive correction of threshold \( h \) is relatively small for low values of \( \theta_0 \), it always results in a significant increase of the expected time until a false alarm, essentially without sacrificing the probability of a false alarm or a mean delay. This

<table>
<thead>
<tr>
<th>Ratio ( r = \theta_1/\theta_0 )</th>
<th>MD (Constant ( h ))</th>
<th>MD (Adaptive ( h ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.03</td>
<td>2.616</td>
<td>2.572</td>
</tr>
<tr>
<td>1.05</td>
<td>2.531</td>
<td>2.484</td>
</tr>
<tr>
<td>1.1</td>
<td>2.499</td>
<td>2.418</td>
</tr>
<tr>
<td>1.3</td>
<td>2.503</td>
<td>2.243</td>
</tr>
<tr>
<td>1.5</td>
<td>2.497</td>
<td>2.107</td>
</tr>
<tr>
<td>1.7</td>
<td>2.500</td>
<td>2.032</td>
</tr>
<tr>
<td>2.0</td>
<td>2.501</td>
<td>2.003</td>
</tr>
<tr>
<td>Prechange parameter $\theta_0$</td>
<td>Ratio $r = \theta_1/\theta_0$</td>
<td>Constant threshold</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>0.001</td>
<td>1.03</td>
<td>1.74</td>
</tr>
<tr>
<td>0.002</td>
<td>1.03</td>
<td>3.49</td>
</tr>
<tr>
<td>0.01</td>
<td>1.03</td>
<td>17.6</td>
</tr>
<tr>
<td>0.02</td>
<td>1.03</td>
<td>35.5</td>
</tr>
<tr>
<td>0.001</td>
<td>1.05</td>
<td>4.81</td>
</tr>
<tr>
<td>0.002</td>
<td>1.05</td>
<td>9.63</td>
</tr>
<tr>
<td>0.01</td>
<td>1.05</td>
<td>48.6</td>
</tr>
<tr>
<td>0.02</td>
<td>1.05</td>
<td>98.1</td>
</tr>
<tr>
<td>0.001</td>
<td>1.1</td>
<td>18.9</td>
</tr>
<tr>
<td>0.002</td>
<td>1.1</td>
<td>37.9</td>
</tr>
<tr>
<td>0.01</td>
<td>1.1</td>
<td>191</td>
</tr>
<tr>
<td>0.02</td>
<td>1.1</td>
<td>386</td>
</tr>
</tbody>
</table>
is where the adaptive threshold offers an improvement of the conventional CUSUM stopping rule.

For some pairs of parameters $\theta_0$ and $r$, a false alarm has not occurred in the course of 100,000 simulated processes; therefore, its probability is formally estimated to be below $10^{-5}$. The exact order of the false alarm probability is still unknown when PFA is extremely low, and it is not practically important. As we know from (2.9), formulas (2.14) and (3.4) give upper bounds for the probabilities of a false alarm, and they are accurate for small prechange parameter $\theta_0$.

We can also see that since the change with a larger ratio $r$ is easier to detect, the same mean delay $d = 3$ can be satisfied with a higher threshold and, therefore, lower probability of a false alarm and longer time until a false alarm.

5. APPLICATION TO INFLUENZA ACTIVITY

In Sections 2 and 3, two CUSUM-type procedures are developed for the sequential detection of a change-point in a sequence of dependent random variables that forms a binomial thinning process. This section shows the application of the proposed algorithms to the detection of epidemic trends.

According to the SIR epidemic model, the number of susceptible members of the population forms a binomial thinning process. Therefore, we are applying the tools developed in this article. In fact, the possibility of a statistical detection of epidemics was the main motivation of this work.

Table 3 shows the detection results for 2001–2012 influenza data published as weekly reports by the CDC. In most seasons, the CUSUM algorithm with an adaptive threshold detects influenza epidemics before it was officially announced. During severe epidemic seasons of 2001–02, 2003–04, 2004–05, 2007–08, and 2010–11, the extended CUSUM process detects epidemics 7, 3, 6, 1, and 6 weeks earlier than the first upcrossing of the epidemic threshold by the pneumonia and influenza (P&I) mortality rate.

In this study, the threshold is chosen to detect an epidemic trend, on the average, no longer than three time units after the change point; that is, $MD \leq 3$. Under this constraint, the test has a probability of a false alarm no greater than

<table>
<thead>
<tr>
<th>Season</th>
<th>Week of detection by CDC threshold</th>
<th>Week of detection by CUSUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001–2002</td>
<td>22nd</td>
<td>15th</td>
</tr>
<tr>
<td>2002–2003</td>
<td>Not detected</td>
<td>14th</td>
</tr>
<tr>
<td>2003–2004</td>
<td>11th</td>
<td>8th</td>
</tr>
<tr>
<td>2004–2005</td>
<td>20th</td>
<td>14th</td>
</tr>
<tr>
<td>2005–2006</td>
<td>Not detected</td>
<td>12th</td>
</tr>
<tr>
<td>2006–2007</td>
<td>Not detected</td>
<td>12th</td>
</tr>
<tr>
<td>2007–2008</td>
<td>16th</td>
<td>15th</td>
</tr>
<tr>
<td>2008–2009</td>
<td>28th</td>
<td>17th</td>
</tr>
<tr>
<td>2009 (H1N1)</td>
<td>22nd–23rd (06/11/09)</td>
<td>23rd (06/13/09)</td>
</tr>
<tr>
<td>2010–2011</td>
<td>17th</td>
<td>11th</td>
</tr>
<tr>
<td>2011–2012</td>
<td>16th</td>
<td>20th</td>
</tr>
</tbody>
</table>
0.00032 provided that the epidemic never started, and this probability is significantly lower for years with stronger epidemics; that is, higher postchange infection rate $\theta_1$.

**APPENDIX**

**Proof of Theorem 2.1 (Extended Wald’s Lemma)**

The proof essentially follows the lines of the proof of Wald’s identity in (Siegmund, 1985, ch. 2), translating it to the case of non identical distributions. Suppose $Z_j \geq 0$. The indicator $\{1_{T \geq j}\} = \{1_{T \geq j-1}\}$ is a function of $Z_1, \ldots, Z_{j-1}$; therefore, it is independent of $Z_j, Z_{j+1}, \ldots$ for any $j = 1, 2, \ldots$. Then

$$E(S_T) = E\left(\sum_{j=1}^{T} Z_j \right) = E\left(\sum_{j=1}^{\infty} Z_j \cdot 1_{T \geq j}\right) = \sum_{j=1}^{\infty} E(Z_j \cdot 1_{T \geq j}) = \sum_{j=1}^{\infty} E(Z_j \cdot 1_{T \geq j-1})$$

$$= \sum_{j=1}^{\infty} E(Z_j) \cdot P(T \geq j) = \sum_{j=1}^{\infty} \mu_j \sum_{k=j}^{\infty} P(T = k)$$

$$= \sum_{k=1}^{\infty} P(T = k) \sum_{j=1}^{k} \mu_j = \sum_{k=1}^{\infty} g(k) P(T = k) = E g(T).$$

**Proof of Lemma 2.1**

From (2.4), given $X_0 = x$, the first increment of random walk $S_1$,

$$S_1 = Z_1 = x \log \frac{\theta_1}{\theta_0} + X_1 \log \frac{(1 - \theta_1)\theta_0}{(1 - \theta_0)\theta_1}$$

is a linear function of a binomial($x, 1 - \theta_0$) variable $X_1$. Conditioning on $X_1$, obtain

$$p_{x,h} = P(S_1 \geq h \text{ before } S_1 \leq 0)$$

$$= P(S_1 \geq h) + E P(S_1 \geq h \text{ before } S_1 \leq 0 | S_1) 1_{0 < S_1 < h} \quad (A.1)$$

$$\approx P(S_1 \geq h) + E \frac{e^h - 1}{e^h - 1} 1_{0 < S_1 < h} \quad (A.2)$$

$$= \frac{e^h}{e^h - 1} P(S_1 \geq h) - \frac{1}{e^h - 1} P(S_1 > 0) + \frac{1}{e^h - 1} E e^{S_1} 1_{0 < S_1 < h}. \quad (A.3)$$

Wald’s formula for the probability of Type I error of SPRT—that is, crossing the upper boundary $h$ before the lower boundary 0 starting from $S_1$ (e.g., Basseville and Nikiforov, 1993, p. 171, or Govindarajulu, 2004, Corollary 2.2.1)—was used to obtain (A.2) from (A.1). It is approximate because of Wald’s approximation; that is, ignoring the overshoot.

Next, as $x \to \infty$ (proportionally to the initial population size $N$ and threshold $h$), the distribution of $S_1$ is asymptotically normal, with

$$E(S_1) = x \left(\log \frac{\theta_1}{\theta_0} + (1 - \theta_0) \log \frac{(1 - \theta_1)\theta_0}{(1 - \theta_0)\theta_1}\right) = -K_0 x$$
and

\[ \text{Var}(S_1) = x \theta_0 (1 - \theta_0) \log^2 \frac{(1 - \theta_1) \theta_0}{(1 - \theta_0) \theta_1} = Vx. \]

The three terms in (A.3) are evaluated using the asymptotic normality of \( S_k \). This results in a linear combination of exponential functions of \( N \) and, thus, the final asymptotic expression will be determined by the dominating, highest degree term. Comparing the exponents, we notice that as \( \theta_0 \) and \( \theta_1 = r \theta_0 \) tend to zero,

\[ K_1 = K(\theta_1, \theta_0) = \theta_0 (r \log r - r + 1) + O(\theta_0^2), \quad (A.4) \]

\[ K_0 = K(\theta_0, \theta_1) = \theta_0 (r - 1 - \log r) + O(\theta_0^2), \quad \text{and} \]

\[ V = \theta_0 \log^2 r + O(\theta_0^2). \quad (A.6) \]

Notice that up to \( \theta_0^2 \) terms, \( K_0 > V/2 \) and for \( r \leq 6, K_0 < V \). In what follows, \( \phi \) and \( \Phi \) denote the standard normal probability density function and cumulative distribution function. It is easy to verify by the L’Hôpital Rule that as \( z \to +\infty, \)

\[ 1 - \Phi(z) \sim \frac{\phi(z)}{z} \quad \text{or} \quad \lim_{z \to +\infty} \frac{1 - \Phi(z)}{\phi(z)/z} = 1. \quad (A.7) \]

As \( h = dK_1 N \to \infty \) and \( x = cN \to \infty \), the first term in (A.3) is asymptotically equivalent to

\[ P(S_1 \geq h) \sim 1 - \Phi \left( \frac{h + K_0 x}{\sqrt{Vx}} \right) \sim \frac{\phi(\sqrt{N} \frac{dK_1 + cK_0}{\sqrt{cV}})}{\sqrt{2\pi N(dK_1 + cK_0)/\sqrt{cV}}} \]

\[ = \frac{\sqrt{cV}}{\sqrt{2\pi N(dK_1 + cK_0)/\sqrt{cV}}} e^{-N \frac{(dK_1 + cK_0)^2}{2\pi N(cV)}}. \quad (A.8) \]

The second term is asymptotically equivalent to

\[ e^{-h} P(S_1 > 0) \sim e^{-dK_1 N \phi(\sqrt{N} K_0 \sqrt{c/V})} \left( \frac{\sqrt{N}}{K_0 \sqrt{c/V}} \right) e^{-N \left( \frac{dK_1 + cK_0}{\sqrt{cV}} \right)^2} e^{-N \left( dK_1 + cK_0 \right) / \sqrt{cV}} \]

\[ = e^{-N \left( dK_1 + cK_0 \right) / \sqrt{cV}} \left[ e^{\frac{dK_1 + cK_0}{\sqrt{cV}} \phi(\sqrt{N} K_0 \sqrt{c/V})} - \Phi \left( \frac{\sqrt{N} K_0 - V}{V} \right) \right]. \quad (A.9) \]

Denoting the standardized value of \( S_1 \) by \( U = (S_1 + K_0 x)/\sqrt{Vx} \) and using the formula

\[ E e^{\beta U} 1_{a < U < b} = e^{\beta^2/2} (\Phi(b - \lambda) - \Phi(a - \lambda)) \]

for the standard normal variable \( U \), the third term is asymptotically equivalent to

\[ e^{-h} E e^{-K_0 x + U \sqrt{Vx} 1_{K_0 \sqrt{V} \sqrt{c/V} (x + K_0 x)/\sqrt{Vx}} = e^{-N \left( dK_1 + cK_0 \right) / \sqrt{cV}} \left[ \Phi \left( \frac{\sqrt{N} dK_1 + cK_0 - cV}{\sqrt{cV}} \right) - \Phi \left( \frac{\sqrt{N} cK_0 - V}{V} \right) \right] \]

\[ \sim e^{-N \left( dK_1 + cK_0 \right) / \sqrt{cV}}. \quad (A.10) \]
This is because from (A.4)–(A.6), we have \( V - dK_1 < K_0 < V \) for sufficiently small \( \theta_0 \), \( r \in (1, 6] \), \( c \leq 1 \), and, \( d \geq 1 \), and, therefore,

\[
\Phi\left(\frac{\sqrt{N} \ (dK_1 + cK_0 - cV)}{\sqrt{cV}}\right) \rightarrow 1 \quad \text{and} \quad \Phi\left(\frac{\sqrt{Nc} \ (K_0 - V)}{V}\right) \rightarrow 0, \quad \text{as} \ N \rightarrow \infty.
\]

Moreover, comparing exponents in (A.8) and (A.10), we find that

\[
\frac{(dK_1 + cK_0)^2}{2cV} - (dK_1 + cK_0 - cV/2) = \frac{(dK_1 + cK_0 - cV)^2}{2cV} > 0,
\]

because \( dK_1 + cK_0 - cV > 0 \), and comparing exponents in (A.9) and (A.10),

\[
\left( dK_1 + \frac{K_0^2 c}{2V} \right) - \left( dK_1 + cK_0 - \frac{cV}{2} \right) = \frac{c(K_0 - V)^2}{2V} > 0,
\]

because \( K_0 < V \). Hence, term (A.10) is dominating in (A.3) as \( N \rightarrow \infty \), and (2.8) follows.
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