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Abstract

Organizations, such as federally-funded medical research centers, must share de-identified data on their consumers to publicly accessible repositories to adhere to regulatory requirements. Many repositories are managed by third-parties and it is often unknown if records received from disparate organizations correspond to the same individual. Failure to resolve this issue can lead to biased (e.g., double counting of identical records) and underpowered (e.g., unlinked records of different data types) investigations. In this paper, we present a secure multiparty computation protocol that enables record joins via consumers' encrypted identifiers. Our solution is more practical than prior secure join models in that data holders need to interact with the third party one time per data submission. Though technically feasible, the speed of the basic protocol scales quadratically with the number of records. Thus, we introduce an extended version of our protocol in which data holders append \( k \)-anonymous features of their consumers to their encrypted submissions. These features facilitate a more efficient join computation, while providing a formal guarantee that each record is linkable to no less than \( k \) individuals in the union of all organizations' consumers. Beyond a theoretical treatment of the problem, we provide an extensive experimental investigation with data derived from the US Census to illustrate the significant gains in efficiency such an approach can achieve.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Organizations are increasingly collecting detailed sensitive information on individuals in a wide range of environments. Until recently, the collection and analysis of person-specific data was performed locally, but scientific need and emerging policy frameworks are pushing organizations to share data beyond their borders. This trend may be best exemplified by the biomedical community and the growing trend in clinical genomics research in the US. In 2003, the US National Institutes of Health (NIH) formalized a data sharing policy for all sponsored investigators to facilitate the timely sharing of final research data generated through public funding. The policy was finalized such that investigators receiving at least $500,000 in any year of an NIH-funded project [1] must share the records that were studied to support scientific findings. In 2006, the NIH extended data sharing requirements in the context of "genome-wide" research, such that investigators receiving any funds for genome-wide association studies (GWAS) are required to share the studied person-specific records to a centralized databank managed by the NIH [2] for redistribution to other qualified researchers. The premise of these frameworks is to facilitate information reuse from costly projects. The challenge, however, is that the policies require organizations to share data in a "de-identified" manner, such that the identities of the research participants should not be inferable from the shared records.
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Various investigations have shown de-identified genomics and clinical data is often “re-identifiable” to named research participants through mechanisms that require nothing more than publicly-available resources [3–7]. These findings severely jeopardize the wide-scale availability of such databanks. In earlier work, we began to address this challenge by introducing a privacy-enhancing framework that permits data holders to submit and query biomedical data housed in a centralized repository managed by a third party [8]. The framework enables data holders to store person-specific data, such as DNA sequences, on a third party’s server in an encrypted format. The cryptographic basis of the framework is homomorphic, which enables the third party to execute queries for researchers, such as counts, without decrypting the records. For example, a researcher can ask “How many DNA sequences contain pattern X?” and, while the third party will learn the result (i.e., the fraction of records that satisfy the criteria), it cannot learn which records satisfied the criteria.

The knowledge gained through count queries; however, does not support certain biomedical applications. For instance, in the health care realm, patients are mobile and their data can be collected by multiple locations, such as when a patient visits one hospital for primary care and a second hospital to participate in a clinical trial [5]. To facilitate robust biomedical investigations and prevent duplication of entries, it is beneficial to merge data that corresponds to the same patient. In traditional databases, such merges are achieved through joins on common attributes. The framework presented in [8]; however, is based on semantic security, so equivalent identifiers will appear different after encryption. Therefore, we need to develop a new protocol to achieve join queries.

In this paper, we exploit the fact that many organizations, such as health care providers, collect identifying information on their consumers. For instance, it is common for hospitals to use a patient’s Social Security Number (SSN) and demographics for administrative purposes [9,10]. Such identifiers have been validated as excellent keys for data merging [11], but their disclosure is prohibited by organizations’ policies and federal regulations. Despite restrictions, we can share SSNs, and other identifiers, in an encrypted manner for data merging purposes when the encryptions are semantically secure [12]. In this work, we demonstrate how to join patient-specific identifiers within the encrypted framework introduced in our earlier work [13]. Though our framework enables joins over semantically secure identifiers, the experimental analysis presented in Section 7 of this paper suggests that the protocol may be inefficient for large databases. Therefore, we propose an approach to speed-up the process by appending person-specific features according to a formal anonymity model, such as the concept of $k$-anonymity [14,15], which limits the number of potential joins that must be evaluated. The application of $k$-anonymity to personal information for controlled information revelation when executing data joins.

Another motivation for using $k$-anonymity is to enable faster privacy preserving data integration without violating individual privacy. In other words, we want to make sure that during the privacy-preserving data integration process no individually identifiable information is revealed. Furthermore, we would like to provide privacy guarantees with respect to what is revealed. To achieve such formal privacy guarantees, we use the $k$-anonymity concept. Basically, we prove that all data that is revealed throughout the data integration process satisfies $k$-anonymity. Furthermore, we make sure that any sensitive attribute (e.g., disease information) is not revealed at any time. Since sensitive attributes are not revealed during the privacy-preserving data integration process, vulnerabilities of $k$-anonymity due to revelation of sensitive attributes do not apply in our case.

Therefore, there is no need to enforce stronger anonymity definitions that impose restrictions on the sensitive attribute distribution, such as $\ell$-diversity [25] and $t$-closeness [26].

This paper is an extension of the work presented at the 2008 International Conference on Privacy in Statistical Databases [13]. Compared to [13], in this paper, we provide many additional experimental results to show the effectiveness of our proposed techniques in various different scenarios. In addition, we provide extensive security and privacy analysis of our methods. Furthermore, we give formal proofs of our security and privacy guarantees.

The paper is organized as follows. In Section 2, we review related research in privacy-preserving data integration, with particular attention on its relation to the protocols proposed in this paper. We follow this section with a summary of the aforementioned framework within which our protocols are developed. Next, in Section 5, we present the secure join protocol and prove its protective properties. Section 6 then develops a more efficient protocol that integrates the secure protocol with a data anonymization model. The protocols are empirically evaluated in Section 7 with a real-world Census dataset. Finally, Section 8 discusses some lessons learned, and Section 9 concludes the paper.

Before commencing, we wish to stress the challenge of preserving privacy in biomedical data sharing is not unique to the United States. Across the globe, organizations are working to integrate person-specific DNA and clinical information from...
disparate facilities in the hopes of generating statistically significant research results [27–29]. We believe that the protocols offered in this paper (and our earlier framework) will demonstrate that biomedical data sharing and usage can be achieved in a privacy respective manner.

2. Related work

To date, privacy-preserving data integration (PPDI) research has spawned several frameworks [30,31]. PPDI frameworks generally address three basic privacy-preserving components: (1) schema matching, (2) data joins, and (3) query processing. Most PPDI research focuses on specific challenges associated with a particular component. However, among these components, schema matching has drawn significantly less attention. The most recent study towards private schema matching is [32].

Agrawal et al. [33] formalize a general notion of private information sharing across databases that relies on commutative encryption techniques. To avoid the high costs of secure function evaluation (SFE), specialized functions for intersection and equijoin operations were proposed. This study has opened the way to many other related protocols [34–37]. Compared to existing private information sharing work, the protocols we introduce in this paper require participants to have only single interaction, therefore resulting in less communication costs. Also, our protocols enable each data holder’s records to be incrementally added to the central data repository.

Prior proposed protocols usually involve expensive cryptographic operations and do not scale for large data collections. To enable more efficient solutions, different solutions have been proposed by researchers. Pon et al. suggest hash-based noise addition techniques in [38]. In this method, the collision caused by hashing is the primary source of privacy. However, there are no guarantees on the amount of collision and therefore no trade-off between privacy and costs. Our method, on the other hand, relies on privacy guarantees of $k$-anonymity definition [14] such that less anonymity typically implies less privacy and lower costs. A similar method for performing private record linkage was proposed by Inan et al. in [39]. Unlike the protocols given in [39], our protocols enable incremental record addition to a central data repository.

In addition to the above approaches, another major area closely related to our work is private record linkage. Few methods for private record linkage have been investigated. Some initial approaches are motivated by the strict privacy requirements of e-health applications [40,41]. Most studies in the area focus primarily on efficient computation of alphanumeric distance functions. For example, [41] shows how N-grams can be built using secure hash functions. The work by Al Lawati et al. [42] aims at securely computing TFIDF scores. A major difference between record linkage and secure join operations is that, record linkage typically assumes there are no keys that uniquely identify individuals across distinct datasets. Instead, linkage relies on probabilistic methods and machine learning algorithms [43]. In secure join, however, the join condition need not be learned. So, the major concern is not accuracy but rather efficiency.

3. Secure architecture

The join protocols we propose in this paper are designed to function within the secure framework introduced in [8]. The framework was engineered to support (1) the secure transfer and centralized storage of person-specific biomedical records in a database and (2) response to user-issued queries as they would be performed on the original sequences. It incorporates four types of participants as depicted in Fig. 1: (i) data holders, (ii) data users, (iii) a data site (DS), and (iv) a key holder site (KHS). The latter two participants distribute the role of a third party and are crucial to the security components of the architecture. Specifically, the encrypted DNA and patient data is stored and processed at DS. In contrast, KHS manages the keys that encrypt patient information and queries, as well as the keys to decrypt the query results.

![Fig. 1. General architecture.](image-url)
As a running example, imagine that the set of data holders are hospitals and that the set of data users are biomedical researchers. We assume each hospital maintains patient-specific demographic information (e.g., sex, age), clinical information (e.g., medical diagnosis), and DNA records. The work-flow of the framework proceeds as follows:

**Step 1 (Key Generation):** First, KHS generates the cryptographic keys by which data holders will encrypt their records. Specifically KHS generates a (public, private) key pair, provides DS with the public key, and keeps the private key secret.

**Step 2 (Data Encryption):** When a hospital is ready to share its DNA sequences and other related patient information, DS sends the hospital its public key. Hospitals encrypt their records using the public key and send the results to DS. It is at DS, where the encrypted data will be queried and data mined by biomedical researchers. We assume that DS validates that the legitimacy of the data using authentication schemes described elsewhere [44–46].

**Step 3 (Query Issuance):** The set of queries that can be issued are known to the biomedical researchers. After the data is encrypted and stored at DS, a researcher sends a query for the database to DS.

**Step 4 (Query Processing):** DS executes the requested query and sends the encrypted results to KHS.

**Step 5 (Result Decryption):** KHS decrypts the result using the private key and sends it to the biomedical researcher.

Briefly, data stored at DS is semantically secure [12] (see the following section), so DS can learn the actual values only with the corresponding private key. However, KHS only issues DS a public key. KHS keeps the private key secret and does not share it with DS. As a result, DS is unable to discover the original patient information. Therefore, the data stored at DS are inherently secure against DS, as well as any biomedical researcher that issues queries in the framework. The same principle will be applied to support the security of the data integration protocols introduced in this paper.

The framework supports aggregation, or count queries, which are crucial to biomedical data mining tasks. In [8], we proved that DS and KHS can process the count queries of biomedical researchers without learning anything more than the query result. In this paper, we focus on the data integration tasks that occur between step 2 and step 3 discussed above.

We acknowledge that the framework is secure under the “semi-honest” model [47], such that we assume the participating parties follow the prescribed protocol, but can compute additional information through what is revealed during the protocol’s execution and the final result. In the context of the framework, this implies that DS only asks KHS to decrypt **encrypted query results** as prescribed by the protocol. The semi-honest model is widely accepted in many data mining environments and its feasibility in our environment is supported by both technical and legal means. Technically, the framework’s protocols are embedded in software, which is tamper-resistant. Legally, DS and KHS are trusted organizations that are contractually bound from violating the terms of data use.

**4. Homomorphic cryptography**

To achieve a simple and flexible architecture, we utilize a semantically secure public key encryption scheme (e.g., Paillier cryptosystem [48]).

In a public key encryption scheme, each participant maintains a pair of cryptographic keys: a private key and a public key. Generally speaking, a participant keeps the private key secret and publicly publishes the public key. For example, if Bob wants to send a message, or plaintext, to Alice, Bob can encrypt the message using Alice’s public key and send her the encrypted message, or ciphertext. The ciphertext can only be decrypted by the corresponding private key, so Alice is the only one who can decipher the message from Bob.

Semantic security implies that it is infeasible for an adversary, with finite computational capability, to extract information about a plaintext when in possession of the ciphertext and the corresponding public encryption key.2 The public key encryption scheme adopted in our architecture is probabilistic and possesses a homomorphic property. Informally, the homomorphic property allows us to compute the encrypted sum of two plaintext values through the corresponding ciphertexts. More formally, let $E_{pk}(\cdot)$ and $D_{pr}(\cdot)$ represent the encryption function with public key $pk$ and the decryption function with private key $pr$, respectively. A secure public key cryptosystem is said to be probabilistic and homomorphic if the encryption function satisfies the following requirements:

- **Constant Efficient:** Given a constant $k$ and a ciphertext $E_{pk}(m)$ of $m$, we can efficiently compute a ciphertext of $km$, denoted as $E_{pk}(km) := k \times E_{pk}(m)$.

- **Probabilistic Encryption:** Given a message $m$, $c_1 = E_{pk}(m)$ and $c_2 = E_{pk}(m)$, $D_{pr}(c_1) = D_{pr}(c_2)$ but $c_1 \neq c_2$ with high probability. In other words, if a message is encrypted twice, with very high probability, the two ciphertexts are different.

- **Additive Homomorphic:** Given the encryptions $E_{pk}(m_1)$ and $E_{pk}(m_2)$ of $m_1$ and $m_2$, there exists an efficient algorithm to compute the public key encryption of $m_1 + m_2$, denoted as $E_{pk}(m_1 + m_2) := E_{pk}(m_1) + hE_{pk}(m_2)$.

---

2 Semantic security implies that repeated encryptions of the same message are indistinguishable.
Our framework can be applied within any additively homomorphic cryptosystem. In this paper, we situate the framework within the Paillier cryptosystem [48] because it has relatively wide-scale adoption and standardization. Paillier is common in many secure distributed applications, such as secure voting [49] and privacy-preserving data mining algorithms [50,51]. As such, we can reuse existing code and implementations for our framework. Moreover, Paillier encryption has many variants that can be used to provide additional security properties such as threshold decryption, in which a private key is broken up into pieces and distributed among many participants. In the framework, we leverage the additive and multiplicative features of Paillier cryptosystems:

**Adding Two Ciphertexts (+):** Given the encryption of \( m_1 \) and \( m_2, E_{pk}(m_1) \) and \( E_{pk}(m_2) \), we calculate the \( E_{pk}(m_1 + m_2) \) as follows:

\[
E_{pk}(m_1 + m_2) = E_{pk}(m_1) \cdot E_{pk}(m_2) \mod n^2 = ((1 + n)^{m_1} \cdot r_1^2) \cdot ((1 + n)^{m_2} \cdot r_2^2) \mod n^2 = E_{pk}(m_1 + m_2) \mod n
\]

Ciphertext addition yields \( E_{pk}(m_1 + m_2) \mod n \) to as a consequence of the modular operation.

**Multiplying a Ciphertext with a Constant (\( k \times_n E_{pk}(m_1) \)):** Given a constant \( k \) and the encryption of \( m_1, E_{pk}(m_1) \), we calculate \( k \times_n E_{pk}(m_1) \) as follows, which are defined as follows:

\[
k \times_n E_{pk}(m_1) = E_{pk}(m_1)^k \mod n^2 = E_{pk}(km_1).
\]

5. Secure queries and the equijoin

In this paper, we focus on how to execute equijoin queries on the encrypted data stored at DS. Such queries are necessary for adding and integrating new datasets to the database already stored at DS. Here, we present a novel protocol to perform secure equality joins, termed as Secure-Equijoin. Our Secure-Equijoin protocol is applicable to non-interactive environments with independently encrypted attributes.

We adopt the following notation for this paper: \( \theta^h = \{\theta_1^h, \ldots, \theta_x^h\} \) is a dataset of \( x \) records in relational form, where each row (e.g., \( \theta_1^h \)) indicates an individual’s data, and each column represents an attribute of the individual (e.g., year of birth), at hospital \( h \). \( \theta_i^h \) represents the value of the \( i \)th attribute of the \( h \)th individual in \( \theta^h \). \( E_{pk} \) and \( D_{pk} \) respectively are the Paillier’s encryption and decryption functions with public key \( pk \) and private key \( pr \) generated by the KHS. \( \theta^h_i \gg \theta^h_j \) indicates the join of datasets \( \theta^h_i \) and \( \theta^h_j \) on common attributes (e.g., encrypted primary key). Fig. 2 illustrates the use of above notations on a simple example.

Protocols 1 and 2 depict the pseudo-code of Secure-Equijoin as executed by DS and KHS, respectively. We assume a patient’s record in a database is associated with identifying attributes, such as Social Security Number (SSN) or various demographics. The Secure-Equijoin is initiated by a hospital to encrypt the tuples in its database, \( \theta^h_i \), which is then sent to DS. After receiving encrypted tuples from two hospitals, \( E_{pk}(\theta^h_i) \) and \( E_{pk}(\theta^h_j) \), DS calculates \( \theta^h_i \gg \theta^h_j \).

To evaluate the equijoin, DS securely calculates if two encrypted records are equivalent. Without loss of generality, we assume the join is performed using attributes \( j_1, \ldots, j_m \). DS must inspect whether two encrypted tuples \( E_{pk}(\theta^h_i) \) and \( E_{pk}(\theta^h_j) \) match. Using the homomorphic properties of Paillier encryption, DS checks if \( \left( \theta^h_{i,j_1} = \theta^h_{j,j_1} \right) \land \cdots \land \left( \theta^h_{i,j_m} = \theta^h_{j,j_m} \right) \) is true by checking if \( M_{i,j} = \sum_{i=1}^{m} \left( \theta^h_{i,j} \cdot \theta^h_{j,j} \right) \cdot r_h = 0 \mod n \), where \( r_1, \ldots, r_m \) are non-zero random values. DS calculates \( E_{pk}(M_{i,j}) \) on encrypted data via evaluating:

\[
E_{pk}(M_{i,j}) = (+)_n E_{pk}(\theta^h_{i,j}) + h \cdot E_{pk}(\theta^h_{j,j}) \times h(-1) \times h r_h
\]

When the decrypted value of \( E_{pk}(M_{i,j}) \) is 0, then two records correspond to the same patient with high probability. The main reason behind this observation is the fact that if all the attributes match then for each \( v, (\theta^h_{i,j} - \theta^h_{j,j}) = 0 \), and then \( M_{i,j} \) is 0. As proven below, if any of the attributes fails to match then it is highly unlikely that \( M_{i,j} \) is 0.

**Algorithm 1. DS-Equijoin**

**Require** Encrypted datasets \( E_{pk}(\theta^h_i) = E_{pk}(\theta^h_j) \): \( j_1, \ldots, j_m \) are join attributes

1: **for all** \( E_{pk}(\theta^h_i) \in E_{pk}(\theta^h_j) \) do
2: **for all** \( E_{pk}(\theta^h_j) \in E_{pk}(\theta^h_i) \) do
3: **for** \( v = 1 \) to \( m \) do
4: \( E_v \leftarrow E_{pk}(\theta^h_{i,j}) + h \cdot E_{pk}(\theta^h_{j,j}) \times h(-1)) \times h r_h \)
5: **end for**
6: \( E_{pk}(M_{i,j}) \leftarrow E_v + h E_{pk}(\theta^h_{j,j}) \cdot \cdots + h E_{pk}(\theta^h_{j,j}) \)
7: **end for**
8: **end for**
9: Send all permuted \( E_{pk}(M_{i,j}) \) values to KHS
Theorem 1. Given two encrypted tuples $E_{pk}(\theta^h_i)$, if $\theta^h_i$ and $\theta^h_j$ matches, then $M_{i,j} = 0$ ($M_{i,j}$ is defined as above); on the other hand, if $M_{i,j} = 0$ then $\theta^h_i$ and $\theta^h_j$ matches with probability at least $1 - \frac{1}{n!}$. 

5.1. Correctness of equijoin protocol

Here, we prove that $M_{i,j} = 0$ gives the correct join result with high probability. We first derive a lemma that states the probability of computing a 0 through homomorphic addition, when there is at least one non-zero value, is very low.

Lemma 1. Given fixed $a_1, \ldots, a_m \in \{0, \ldots, n-1\}$ with at least one non-zero $a_j$ value and uniformly randomly chosen $r_1, \ldots, r_m \in \{1, \ldots, n-1\}$. Let $S_m = \sum_{i=1}^{m} a_i \cdot r_i \mod n$, then $Pr[S_m = 0] \leq \frac{1}{n-1}$.

Proof. Since all operations are modulo a large prime $n$,

given any $x \in \{0, \ldots, n-1\}$, we can easily state the following inequality:

$$Pr[a_j \cdot r_j = -x] = Pr[r_j = -x \cdot (a_j)^{-1}] = \begin{cases} 0, & x = 0 \\ \frac{1}{n-1}, & \text{else} \end{cases}$$

Using the above inequality, we have: $Pr[S_m = 0] = \sum_{x=0}^{n-1} (Pr[a_j \cdot r_j = -x | S_m - a_j \cdot r_j = x] \cdot Pr[S_m - a_j \cdot r_j = x])$. Thus, for any $x$,

$$Pr[S_m = 0] \leq \frac{1}{n-1} \sum_{x=0}^{n-1} Pr[S_m - a_j \cdot r_j = x]$$

Using the above inequality, we have: $Pr[S_m = 0] = \sum_{x=0}^{n-1} (Pr[a_j \cdot r_j = -x | S_m - a_j \cdot r_j = x] \cdot Pr[S_m - a_j \cdot r_j = x])$. Thus, for any $x$,

$$Pr[S_m = 0] \leq \frac{1}{n-1} \sum_{x=0}^{n-1} Pr[S_m - a_j \cdot r_j = x]$$

Eqs. (1) and (2) concludes our proof. □

Lemma 1 provides intuition regarding the general properties of homomorphic addition. In the context of our protocol, this lemma can be used to prove Theorem 1. Basically, assume that we use homomorphic encryption to subtract the two patients’ values in the same attribute (e.g., date of birth). Then, if the values match, the homomorphic subtraction will be an encryption of 0, or a false non-match with very low probability. Fig. 3 summarizes the findings of Theorem 1.

Theorem 1. Given two encrypted tuples $E_{pk}(\theta^h_i)$ and $E_{pk}(\theta^h_j)$, if $\theta^h_i$ and $\theta^h_j$ matches, then $M_{i,j} = 0$ ($M_{i,j}$ is defined as above); on the other hand, if $M_{i,j} = 0$ then $\theta^h_i$ and $\theta^h_j$ matches with probability at least $1 - \frac{1}{n!}$. 

---

3 To uphold protocol security, we recommend choosing values of $n$, the modular base, on the order of 1024 bits. If, for instance, we join two tables with 10 million tuples each, the expected number of mismatches is significantly smaller than one (i.e., $\frac{10^{7}}{10^{24}}$). Thus, for any database with the less than $2^{312}$ tuples, the error introduced by our scheme can be made arbitrarily small by increasing size of $n$. 

---

Algorithm 2. KHS-Equijoin

Require $E_{pk}(M_{i,j})$’s from DS

1: for all $E_{pk}(M_{i,j})$ do
2: \hspace{1em} if $D_{pk}(M_{i,j}) = 0$ then
3: \hspace{2em} $(i_1, i_2)$ matches
4: \hspace{1em} end if
5: \hspace{1em} end for
6: Send all matching $(i_1, i_2)$ pairs to DS

---
Definition 1. Let $\theta_i$ and $\theta_j$ be tuples. Then $\theta_i \sim \theta_j$ if $\frac{\|\theta_i\|}{\|\theta_j\|}$ is a non-zero uniformly randomly chosen value $r$, which corresponds to a match, or a random value, which corresponds to a non-match. Since the encryption scheme is semantically secure, KHS cannot learn anything regarding the corresponding values of the encrypted data.

5.2. Security of the equijoin protocol

The protocol is secure within the framework with respect to DS because it does not have access to the private keys. In addition, due to semi-honest model, we assume that DS follows the protocol and only asks KHS for the decryption for the properly constructed $E_{pk}(M_{i,j})$ values. Thus, we consider security with respect to KHS. Specifically, KHS observes only encrypted values of either 0, which corresponds to a match, or a random value, which corresponds to a non-match. Since the encryption scheme is semantically secure, KHS cannot learn anything regarding the corresponding values of the encrypted data.

5.3. Communication and computational cost

Assume Secure-Equijoin is performed using $m$ attributes, and let $|\theta^a|$ indicate the number of tuples in $\theta^a$. According to Protocol 1, for each tuple pair, we perform $2m-1$ homomorphic additions, $m$ modulo inverses and $m$ homomorphic multiplications. Since each homomorphic multiplication is equivalent to an exponentiation, which is much more expensive than the other operations, we define the computational complexity in terms of the number of exponentiations. Each tuple pair requires $m$ exponentiations and there are $|\theta^a| \cdot |\theta^b|$ such pairs; as a result, the number of exponentiations for the Secure-Equijoin protocol is bounded by $O(|\theta^a| \cdot |\theta^b| \cdot m)$.

For each tuple pair, DS sends the $M_{i,j}$ value to KHS. Assuming an s-bit long $n$ value, the communication complexity is bounded by $O(|\theta^a| \cdot |\theta^b| \cdot s)$.

6. k-Anonymity for Secure-Equijoin

The Secure-Equijoin protocol is impractical with large datasets because it requires testing each new and existing record as a potential join, such that the running time increases quadratically with the number of tuples. To overcome this limitation of the protocol, we propose a method that relaxes the semantically secure protections afforded by the homomorphic cryptosystem to anonymity sets of size $k$. We append non-encrypted non-sensitive patient-specific values (e.g., demographics) to encrypted data (e.g., sensitive DNA information) in a manner that satisfies a formal privacy model. Specifically, hospitals disclose non-encrypted patient-specific data in a manner that satisfies a formal privacy model. Furthermore, all sensitive attributes are kept encrypted at all times. This implies that, for our purposes, $k$-anonymity is as strong an anonymity definition as others that require further restrictions on the “revealed” sensitive attribute distributions. Because such anonymity definitions (e.g., $l$-diversity [25] and $t$-closeness [26]) are equivalent to $k$-anonymity when sensitive data is not revealed.

Let $QI$ be a set of quasi-identifier attributes that can be used with certain external information to identify a specific individual; $T$ be a dataset represented in a relational form and $T[QI]$ be the projection of $T$ to the set of attributes contained in $QI$.

Definition 1. $T[QI]$ satisfies $k$-anonymity if and only if each record in it appears at least $k$ times.

The criteria for $k$-anonymity can be achieved via a number of mechanisms. In this paper, we concentrate on generalization [19]. In generalization, values are replaced by more general ones, according to a value generalization hierarchy (VGH). Fig. 4 contains VGHs for the attributes AGE and ZIP CODE. According to the VGH of AGE, we say that 25 can be generalized to [23,45].

As an example, consider Fig. 4a. Here, we show a dataset $T$ with quasi-identifier $QI = \{AGE, ZIPCODE\}$. By generalization according to the VGHs, we can derive dataset in Fig. 4b ($T[QI]$), which satisfies 2-anonymity.

![Fig. 3. Illustration of Theorem 1.](image-url)
6.1. k-Anonymity as hash key

In essence, k-anonymized values serve as hash keys by which DS can partition encrypted tuples into buckets that are much smaller than the databases. In doing so, DS can perform the Secure-Equijoin procedure on the homomorphically encrypted identifiers, such as SSNs, without testing every combination of tuples in the cross-product of the submitted databases. Moreover, by k-anonymizing the data, we ensure that every tuple in a bucket is linkable to no less than k patients. Thus, after joining encrypted values, DS is unable to link any tuple to less than k patients.

To implement this model, we assume the hospitals’ databases contain a common set of quasi-identifying attributes, such as a patient’s residential zip code and age. Each hospital encrypts all remaining attributes via the public key of DS. The hospitals then k-anonymize the quasi-identifying values of their datasets.

Not every k-anonymization method is suitable for hashing encrypted tuples of hospital databases. Specifically, we require the generalized values output by the anonymization method to be disjoint. Otherwise, given an encrypted tuple’s quasi-identifier value, the hash function will return multiple buckets. Apart from the hash operation being non-functional, there are privacy implications of the situation. With overlapping generalizations, under certain conditions, DS can infer private information about tuples through the join result. Disjoint generalizations, on the other hand do not leak private information to DS. We prove these claims next.

**Claim 1.** Anonymization methods that output overlapping generalized values violate k-anonymity when used for hashing encrypted tuples.

**Proof.** We prove this claim via a counter example. Suppose that some dataset anonymized based only on its \( AGE \) attribute (i.e. \( QI = AGE \)) contains overlapping generalized values \([23,50)\) and \([49,90)\). Some tuple \( r \) with \( r \cdot AGE = 49 \) can be categorized into both buckets. However, if during the join process \( r \) joins with tuples from both buckets, DS learns that \( 23 \leq r \cdot AGE < 50 \) and \( 49 \leq r \cdot AGE < 90 \). Obviously, \( 49 \leq r \cdot AGE < 50 \) and \( r \cdot AGE = 49 \). The entire \( QI \) is disclosed to DS.

**Claim 2.** If the underlying anonymization method outputs disjoint generalized values DS cannot infer additional information using the join result.

**Proof.** Our proof is based on the following observations:

1. By definition, any two tuples \( t_1 \) and \( t_2 \) representing the same real-world entity should have the same \( QI \) value. Therefore, if \( \langle t_1, t_2 \rangle \) is in the join, then their corresponding \( QI \) values should match one another.
2. Since generalized values used for hashing are disjoint, any encrypted tuple \( t \) is mapped to only one bucket \( B \).
3. Every tuple that joins with an encrypted tuple \( t \) is in its corresponding bucket \( B \). Otherwise, a tuple from another bucket \( B' \) would join with \( t \) and since \( B \) and \( B' \) have distinct generalizations, (1) would be violated.

Based on (3), we conclude that DS cannot infer the \( QI \) values of \( t \) beyond the generalization of bucket \( B \). This implies, DS cannot distinguish \( t \) among the tuples in \( B \). Since \( |B| \geq k \) by definition of k-anonymity, DS cannot use the join result to violate the anonymity of a tuple.

With well-defined VGHs, the most common source of overlapping generalizations is suppression. A tuple is said to be suppressed if it is generalized to the top-most level in the VGHs of all quasi-identifier attributes (i.e. \([1,90]\) and ***** in Fig. 4c and d respectively). Therefore, algorithms that perform suppression (e.g. DataFly of [52]) are not suitable to our framework.

![Fig. 4. Data tables and value generalization hierarchies.](image-url)
Even without such algorithms there still are various anonymization methods to choose from. Some of these are Mondrian multi-dimensional \( k \)-anonymity [53] and Top-down Specialization [54] methods discussed in Section 7. For the rest of the paper, we assume that the underlying anonymization method produces disjoint generalizations.

6.2. Joins with equivalent populations

First, we consider the case when all hospitals have data on the same population. In this scenario, each hospital \( k \)-anonymizes its dataset (with the same anonymization algorithm, \( k \) values and generalization schema) and submits the result to DS. When DS performs a join, it constructs buckets corresponding to each combination of \( k \)-anonymous values. For each bucket, DS executes the Secure-Equijoin protocol. At the completion of the protocol, every tuple from each location will be joined with data stored at DS.

**Claim 3.** The joined database resulting from Secure-Equijoin at DS is \( k \)-anonymous with respect to the attributes in the quasi-identifier.

**Proof.** The union of the joined quasi-identifying values is equivalent to the quasi-identifying values of any tuples involved in the join. Since there are \( k \) or more tuples in each bucket, after all tuples are joined with their corresponding partners, their quasi-identifying values do not change. Thus, the resulting database is \( k \)-anonymous.

6.3. Joins with overlapping populations

Next, we address how to join data when hospitals collect records on overlapping populations of patients. In this case, hospitals cannot \( k \)-anonymize their databases independently, as was performed in the prior section. If this occurs, the same patient’s data can be \( k \)-anonymized in different ways at different hospitals. As a consequence, data that is joined at DS could violate the \( k \)-anonymity model. For instance, consider the record \((25, 47906)\) defined over the attributes \(AGE\) and \(ZIP\ CODE\) and the generalization hierarchies in Fig. 4. This tuple could be \( k \)-anonymized to \([23, 45], 479^{**}\) at one hospital and \((25, 479^{**})\) at another hospital. In each submitted database, the tuples are \( k \)-anonymous, however, after joining the encrypted values, DS can infer that the corresponding demographics must be \((25, 479^{**})\), which is more specific than both of the submitted tuples. If the number of tuples with the combination of these demographic values is less than \( k \), then the join violates \( k \)-anonymity.

**Algorithm 3.**  \( k \)-Equijoin

**Require** \( k \): anonymity threshold; \( V_1, \ldots, V_m \): a set of value generalization hierarchies related to quasi-identifying attributes \( A_1, \ldots, A_m \)

1: DS: Send \( T[Q] \) to hospital \( h \)
2: Hospital \( h \):
   (1) Compute \( C ← \text{Get-Candidate}(T^h, T[Q], V_1, \ldots, V_m) \)
   (2) Anonymize \( C \) based on \( T[Q] \) and send \( C \) to DS
   (3) Compute \( Γ ← (T^h - C) \)
   (4) \( k \)-anonymize \( Γ \) and send it to DS
3: DS: Compute \( C' ← \text{Equijoin}(C, T) \) send \( C' \) to hospital \( h \)

**Algorithm 4.** Get-Candidate

**Require** \( T^h, T[Q], V_1, \ldots, V_m \)

1: \( C ← \emptyset \)
2: \( D ← T^h \)
3: for all \( t ∈ T[Q] \) do
4: \( γ = \text{GetSpec}(t[A_1, \ldots, A_m], V_1, \ldots, V_m) \)
5: for all \( δ ∈ D \) do
6: \( \text{if} \ |δ ∩ γ| = m \) then
7: \( C ← C ∪ \{δ\} \)
8: \( D ← D - \{δ\} \)
9: end if
10: end for
11: end for
12: return \( C \)
To prevent this inference leak, we present a protocol that enables hospitals to coordinate and, subsequently, ensure all data stored at DS satisfies the k-anonymity framework. We call this protocol k-Equijoin and its key steps are presented in Protocol 3. Before delving into the details of the protocol, we provide an informal overview. Let $T$ represent the database stored at DS. We partition $T$ into $T_Q$ and $T_0$. The first component, $T_Q$, represents the projection of $T$ on the quasi-identifier attributes. The second component, $T_0$, represents the encrypted portion of $T$. Similarly, data at hospital $h$ is represented as $T^h_Q$ and $T^h_0$. To initiate the protocol, $h$ submits a request to DS to transfer its patient-specific records. At this point, we must consider two scenarios: (1) a base case in which $h$ is the first hospital to submit data and (2) a general case in which $h$ is not the first submitter. In the base case, DS has yet to receive data from any hospital, so $h$ will k-anonymize the quasi-identifying attributes in its database and encrypt the remaining attributes. Then, $h$ will send $T^0$ to DS for storage. In the more general case, DS has already received and stored data from one or more hospitals. Thus, hospital $h$ partitions his data into records that DS: (1) may have already received from other hospitals and (2) definitely has not received. Hospital $h$ will k-anonymize the first set of records in the same schema as they were submitted to DS by other hospitals. The second set of records, which we call $I$, can be k-anonymized by $h$ without regard to records at DS because they are the first to be submitted. Thus, $h$ generates and sends the generalized $T^Q$ to DS.

Now, we present the protocol more formally. To produce consistent data, the degree of k-anonymization and the generalization algorithms are fixed for the execution of the protocol. In addition, we assume there exists a fixed set of value generalization hierarchies available to the hospitals. Without loss of generality, we assume that some data are already stored at DS. Key steps of k-Equijoin are highlighted in Algorithm 3. In Step 1 of k-Equijoin, DS sends the k-anonymous portion of the centralized database to hospital $h$.

Next, in Step 2, hospital $h$ utilizes a function Get-Candidate to compute the set of tuples that could potentially join to tuples in the centralized database at DS. Then, hospital $h$ generalizes $C$ according to $T^Q$ and k-anonymizes the remaining tuples $\Gamma$. Both $C$ and $\Gamma$, along with the corresponding encrypted portions are sent to DS. In Step 3, after DS receives $C$, DS will locate the tuples in $C$ that can potentially join to its data using the Secure-Equijoin protocol. After this computation, DS notifies hospital $h$ which tuples can definitely not be joined with existing records, denoted as the set $C'$. Finally, in Step 4, $h$ k-anonymizes the remaining tuples with those in $C'$, and sends the k-anonymized tuples to DS.

The correctness of the k-Equijoin protocol relies on the Get-Candidate function (Algorithm 4) to produce a set of data tuples in $T^Q$ whose projection on quasi-identifier attributes can be anonymized to some tuples in $T^Q$. The function works as follows: At the step 4 of Algorithm 4, GetSpec$(t|A_1, \ldots, A_m|, V_1, \ldots, V_m)$ (GetSpec$(t)$ for short) denotes a function which returns a set $\gamma$ of specific values (values at the bottom of VGHs: $V_1, \ldots, V_m$) related to quasi-identifying attributes $A_1, \ldots, A_m$, and the corresponding parent values of these specific values are contained in $t$. For example, suppose $m = 2$ and let $V_1$ and $V_2$ be VGHs presented in Fig. 4, corresponding to the attributes $AGE$ and $ZIP\ CODE$. Using set representation, let $t = \{(46, 90, 475 + +)\}$ be one of the records in $T^Q$. Based on the two VGHs and $t$, $\gamma = \{50, 53, 70, 75, 80, 47500, 47535\}$. Suppose $\delta = \{50, 54339\}$ is one of the records in $T^0$. Since $|\delta \cap \gamma| = 1 \neq 2$, $\delta$ cannot be generalized to $t$. On the other hand, if $\delta = \{50, 47500\}$, then $\delta$ can be generalized to $t$ because $|\delta \cap \gamma| = 2$. Such a $\delta$ is called a candidate for the future join process at DS. We next prove the condition $|\delta \cap \gamma| = m$, in step 6 of Algorithm 4, indeed determines whether $\delta$ can be generalized to $t$.

Claim 4. Given $\delta$ and $\gamma = GetSpec(t|A_1, \ldots, A_m|, V_1, \ldots, V_m)$, if $|\delta \cap \gamma| = m$, $\delta$ can be generalized to $t$ according to the quasi-identifying attributes $A_1, \ldots, A_m$ and VGHs $V_1, \ldots, V_m$.

Proof. We prove this claim via a contrapositive argument. Assume $|\delta \cap \gamma| = m$ and $\delta|A_1, \ldots, A_m|$ cannot be generalized to $t$, then $\delta|A_1| \notin \delta$ such that $\delta|A_1|$ cannot be generalized to any value in $\{t[A_1], \ldots, t[A_m]\}$ assuming $V_1, \ldots, V_m$ are disjoint. On the other hand, $|\delta \cap \gamma| = m$ implies that $\delta \subseteq \gamma$ and consequently, $\delta|A_1|$ must match some value in $\gamma$. Based on the definition of GetSpec$(t)$, we know that every value in $\gamma$ can be generalized to some value in $\{t[A_1], \ldots, t[A_m]\}$. Therefore, it must be the case that $\delta|A_1|$ can be generalized to some value in $\{t[A_1], \ldots, t[A_m]\}$. This contradicts the assumption. In addition, since we assume $V_1, \ldots, V_n$ are disjoint, for any two $\delta|A_1|, \delta|A_2| \in \delta$, they cannot be generalized to the same value in $\{t[A_1], \ldots, t[A_m]\}$. This guarantees that for $1 \leq i \leq m$, $\delta|A_i|$ can be generalized to $t|A_i|$ as long as $|\delta \cap \gamma| = m$ holds. $\square$

From a security perspective, the k-Equijoin protocol needs to guarantee its output data are still k-anonymous. Next we analyze this security issue of k-Equijoin based on the following claim.

Claim 5. The database at DS after all hospitals execute k-Equijoin is k-anonymous with respect to the attributes in the quasi-identifying and its generalized values are disjoint.

Proof. When DS holds no tuples at all, the first hospital can k-anonymize its dataset and submit directly. Using this as the basis case, we prove our claim inductively. Suppose that before hospital $h$ engages into the k-Equijoin protocol, the database at DS is k-anonymous and it consists of disjoint generalizations. After the execution of k-Equijoin, tuples of $h$ are either joined

---

4 Before sending $T^Q$, DS can eliminate all duplicates in $T^Q$ to reduce communication costs by a factor of $k$.

5 After generalization, tuples of $C$ might not be k-anonymous by locally. But since $T^Q$ satisfies k-anonymity, every tuple is guaranteed to be mapped into an equivalence class of size $k$ or more. Therefore the view of DS is k-anonymous.

6 Note that a small number of tuples may not be k-anonymized. When this occurs, $h$ will not send these tuples to DS. However, these data can be combined with future collected data. If the size of combined data is greater than $k \cdot h$, h can initiate k-Equijoin protocol again with DS.
with existing tuples, or anonymized according to \( T[Q] \), or anonymized independently. We show that in all three cases, the inductive hypothesis remains true.

- Tuples that are joined successfully: Join operation over tuples \( t \in T^h \) and \( t' \in T \) simply appends \( t' \) with the encrypted attribute values of \( t \). \( T[Q] \) does not change and \( t' \), which by the inductive hypothesis was \( k \)-anonymous before the join, remains \( k \)-anonymous.

- Tuples anonymized according to \( T[Q] \): When added to \( T[Q] \), these tuples only increase the sizes of buckets. Therefore disjointness of the generalizations and \( k \)-anonymity will not be affected.

- Tuples anonymized independently: According to Algorithm 3, these are the non-candidate tuples denoted by \( \Gamma \). Since \( QI \) attribute values of non-candidate tuples are distinct from every tuple in \( T[Q] \), any generalized value of anonymized \( \Gamma \) will not overlap with existing generalized values of \( T[Q] \).\(^7\) These disjoint, \( k \)-anonymous generalizations, when added to those of \( T[Q] \) do not violate \( k \)-anonymity of \( T[Q] \).

It follows from the inductive hypothesis that after all hospitals execute \( k \)-Equijoin, the dataset at DS is still \( k \)-anonymous. \( \Box \)

We hypothesize that \( k \)-Equijoin will reduce the number of cryptographic match evaluations that DS must perform in comparison to the Secure-Equijoin protocol because tuples corresponding to the same patient must reside in the same bucket. We experimentally investigate this hypothesis below.

7. Experiments

To evaluate the proposed protocols, we selected the US Census income dataset, which is publicly-available on the UC Irvine Machine Learning Repository [55]. This dataset contains person-specific records that were extracted from the 1994 and 1995 Current Population Surveys. It contains 142,521 tuples without missing values. There are 40 demographic and employment-related attributes.

7.1. Secure-Equijoin

We prototyped our protocols in Java and executed the secure join query experiments using relations of 100, 200, 300, and 400 tuples extracted from the Census income dataset. Please note that for relations of size 100, we need to compare 10,000 tuple pairs. Similarly, for data set size 400, we need to compare 160,000 tuple pairs. For simplicity, we executed join queries of the form \( \theta_{h1} = \theta_{h2} \) with different numbers of attributes in the equijoin criteria. The experimental results are summarized in Fig. 5 and indicate that join queries are computationally expensive and thus very time consuming. As expected, the running time of the join protocol increases linearly with the number of attributes in the join and quadratically with the size of the relation. For instance, it took around an hour to compute an integration of two datasets with 100 patients each (i.e., a join operation that involves 10,000 tuple pair comparisons) across four attributes.

From a practical perspective, we investigated the degree to which specialized software implementations could decrease the time necessary to complete secure equijoins. We also implemented the Secure-Equijoin protocol in C programming language with the GMP library (http://gmplib.org/). Our results indicate that we can achieve a five times speed-up. This implies that we can complete two million tuple pair comparisons in two days, which may be an acceptable amount of time for some biomedical research queries. Yet, as the size of the database grows, the savings afforded by specialized code is significantly outpaced by the increased time required to evaluate possible tuple pairs in the homomorphic space. Thus, scaling the basic join protocol to large datasets is not feasible for the large databases that will be employed in biomedical data mining endeavors.

7.2. \( k \)-Equijoin

To evaluate the effect of \( k \)-anonymous demographics on secure joins, we compared the number of homomorphic exponentiation operations required by \( k \)-Equijoin and Secure-Equijoin in similar settings. As discussed earlier, homomorphic exponentiation is significantly more costly in comparison to homomorphic addition and other non-cryptographic operations. Therefore, the number of exponentiations yields a good estimate of the overall costs of these two methods.

Since \( k \)-Equijoin never performs more exponentiations than Secure-Equijoin, we present our measurements as a percentage of the savings in cryptographic operations executed. For example, given two hospitals’ datasets of 1000 records each, Secure-Equijoin would perform \( 10^6 \times m \) exponentiations, where \( m \) is the number of join attributes. In this scenario, a savings of 99% indicates \( k \)-Equijoin performs only \((1 - (99/100)) \times 10^6 \times m = 10^4 \times m \) exponentiations. Translated into execution time, one would expect \( k \)-Equijoin to run around 100 times faster than Secure-Equijoin.

The advantage of \( k \)-Equijoin over Secure-Equijoin is determined by the characteristics of the input datasets and the anonymization parameters. To assess the effect of anonymization, we performed experiments on the anonymity requirement \( k \).

\(^7\) If not, generalizations of anonymized \( \Gamma \) can be refined without violating \( k \)-anonymity.
and the quasi-identifier \(q\) (i.e., the generalizable attributes). Out of 40 attributes in the dataset, we selected 4 to represent the quasi-identifier. These attributes and their generalization hierarchies are summarized in Table 2. In the experiments with varying quasi-identifier size, the first \(|q|\) elements of the table constitute the quasi-identifier. For example, when \(|q| = 2\), \(q = \{\text{Age, MaritalStatus}\} \).

We adjusted dataset characteristics by varying hospital dataset sizes, \(|h|\), and the number of such datasets \#h. Every input dataset is built by randomly partitioning the preprocessed Census dataset.

Finally, we investigated the effect of the join size. When the set of join attributes is pre-determined, it is impossible to adjust the selectivity of the join operation, so we opt not to use a set of join attributes. Instead, we use a parameter \(s\) that determines the ratio of the join size (i.e., \(T^h \bowtie T\)) to the size of the input dataset, \(T^h\). To imitate a join of selectivity \(s\), we randomly select \(s \times |T^h|\) tuples of \(T^h\) and consider these joined. For example, \(s = 0.05\) implies that roughly \(5\)% of the input dataset \(T^h\) will be in \(T^h \bowtie T\). Default values of all these parameters are provided in Table 1.

7.2.1. k-Anonymity algorithms

In our experiments, we compare three anonymization methods: (1) an algorithm of our own design, which we call MaxEntropy (with reference to its embedded heuristics), (2) the Mondrian multi-dimensional algorithm [53], and (3) the Top-Down Specialization (TDS) [54] algorithm. All three algorithms follow the “top-down” approach: they start with only one group of tuples, generalized to the highest level on all QI attributes. Then, according to some heuristics, at each step a “specialization” operation that makes some tuples’ values more detailed is performed. MaxEntropy heuristically selects the attribute with the maximum entropy for specialization, as implied by the name. The premise of the Mondrian algorithm is such that at each iteration, it specializes the attribute with the maximum number of well-represented values in its domain [53]. TDS relies on information theoretic measures to maximize the classification accuracy of a decision tree classifier built on the output. An important property of TDS is that specializations that are not beneficial (i.e., does not increase classification accuracy) are not performed. Usually this implies coarser generalizations that contain more tuples in comparison to MaxEntropy and Mondrian.

Another major difference between these algorithms is related to how specializations are defined. Specializations of TDS are performed not over a group of tuples, but the domains of QI attributes. Such methods are said to apply global recoding.\(^8\) Mondrian and MaxEntropy, on the other hand, perform local recoding that allows a broader search space of specializations. Consequently, these methods are more flexible and their output is of higher-granularity in comparison.

Mondrian and TDS builds generalization hierarchies of QI attributes on-the-fly when the corresponding attribute’s domain is completely ordered.\(^9\) Therefore, for such attributes, Mondrian and TDS can adapt themselves to the underlying distribution. In this respect, MaxEntropy is limited to user-defined generalization hierarchies.

Finally we would like emphasize that these three anonymization methods produce disjoint generalizations. Most top-down methods, including MaxEntropy, Mondrian and TDS, operate on well-defined non-overlapping generalization hierarchies and do not yield to suppression. Additionally, the generalizations usually cover the entire domain of QI attributes (i.e., \(\Gamma = \emptyset\) in Algorithm 3). The only exception of the latter is highly skewed datasets: when a specialization partitions the data and some partitions contain at least \(k\) tuples while others are completely empty. Since in our experiments the datasets were partitioned randomly across hospitals, this has never occurred and \(\Gamma\) was always empty.

\(^8\) See [53] for a formal definition of local versus global recoding.

\(^9\) The categorical attributes of our quasi-identifier do not satisfy this requirement. As such, we defined user-defined generalization hierarchies.
7.2.2. Anonymity requirement (k)

The first observation is that as the anonymity requirement increases, \textit{k-Equijoin} reaps less savings over \textit{Secure-Equijoin}. This finding is supported by Fig. 6 and is intuitive. In contrast to \textit{k-Equijoin}, the cost of \textit{Secure-Equijoin} is independent of \(k\). Therefore, as \(k\) increases, so too does the amount of generalization in the anonymized dataset and the number of records per bucket that \textit{k-Equijoin} must compare.

Among the three anonymization algorithms, Mondrian is the least affected by increasing \(k\). TDS suffers from the limited search space of global recoding and performs the worst. MaxEntropy and Mondrian, which apply local recoding, yield much better results. Mondrian performs better than MaxEntropy because Mondrian can dynamically adjust the generalization hierarchy of the numeric \textit{Age} attribute. MaxEntropy, on the other hand, has to comply with the user-defined hierarchies, which do not provide the best granularity of generalized values for various \(k\) (i.e., the hierarchy produced by Mondrian can be deeper than the user-defined hierarchy).

7.2.3. Quasi-identifier size (\(q\))

Fig. 7 reports the savings as a function of increasing quasi-identifier size. According to our results, as the quasi-identifier set grows, the anonymized datasets of MaxEntropy and Mondrian consist of more buckets. Since the dataset size remains constant, the average number of records in each bucket reduces significantly. As a result, the \textit{Secure-Equijoin} performed between candidate records and bucket elements requires less cryptographic operations, such that \textit{k-Equijoin} attains greater savings in cryptographic operations.
The situation is completely different with TDS. When \( |q| = 1, q = \text{Age} \) and TDS generates the generalization hierarchy for continuous attributes like Age on-the-fly. Also, since there is only one QI attribute, the disadvantage of performing global recoding is minimal. So the setting is very much like MaxEntropy and Mondrian. That is why, at \( |q| = 1 \), TDS performs even better than Mondrian. However, as the QI grows to include a discrete attribute the savings decline quite sharply.

### 7.2.4. Dataset size (\(|h|\))

In this experimental scenario, we incremented the sizes of hospital datasets that are integrated. For each experiment, we partitioned the Census dataset into a certain number of hospitals (indicated by the denominator of \( x \)-axis values) and integrated the first two datasets. In the results, shown in Fig. 8, \( n = 142,521 \) denotes the number of records in the Census dataset after preprocessing. Thus, \(|h| = n/10\) implies \(|h| = 142,521/10 = 14,252\).

As expected, increasing the dataset sizes, without changing the anonymity requirement \( k \), increases the savings in cryptographic operations. This is simply because the generalization values of the buckets are of higher-granularity. In Step 3 of Algorithm 3, the number of records of \( h \) whose quasi-identifier values match a given bucket decreases. Consequently, Secure-Equijoin can be completed with less cryptographic operations. Notice that the savings of Mondrian is the least affected, since this algorithm yields higher-granularity buckets, even for considerably small datasets.

### 7.2.5. Number of datasets (\(#h\))

Fig. 9 depicts the results of varying the number of input datasets that are integrated. In this experiment, each dataset consists of 14,252 records. Performance of the methods do not vary much with increasing number of datasets. As we discussed
before, by the nature of top-down anonymization methods generalization values cover the entire domain of QI attributes. Consequently, after the first dataset is submitted to DS, in Algorithm 3, $\Gamma = \emptyset$ for every other hospital. This implies that all tuples of $T^h$ are candidates. Due to random partitioning of tuples to hospitals, candidates of different hospital datasets match buckets of $\Gamma[Q]$ in almost the same way and bucket sizes increase linearly as new hospital datasets are added. Therefore $\#h$ has no significant effect on the savings.

7.2.6. Join selectivity ($s$)

Our experiments suggest that join selectivity does not affect the savings from cryptographic operations unless $\#h > 2$. This is why, in this experimental scenario, we performed the experiments with $\#h = 10$ and $|h| = 14,252$. The results are depicted in Fig. 10.

As the join selectivity decreases (or equivalently, as $s$ increases), more records from different input datasets match each other and the integrated dataset grows at a much slower rate. With less number of records in the integrated dataset, the cost of integrating new datasets lessens. These observations suggest that increasing $s$ decreases the costs associated with both Secure-Equijoin and $k$-Equijoin. However, according to Fig. 10, relative to Secure-Equijoin, the rate of this decrease is almost the same for $k$-Equijoin.

Given $T^h$ and $s$, we build the join set by randomly selecting $\%s$ of the tuples of $T^h$. Notice that due to randomness, distribution of the joined tuples will be similar to the distribution of $T^h$. Therefore, as $s$ increases, every bucket is expected to shrink proportionately to $\mathcal{C}$ of Algorithm 3. On average, the costs decrease proportionately as well and the savings do not change with varying $s$. 

---

**Fig. 9.** Number of Datasets, $\#h$.

**Fig. 10.** Join Selectivity, $s$. 
8. Discussion

The limiting factor in the applicability of our join protocols is the computational power needed for exponentiations and the bandwidth necessary for communication between the data site (DS) and key holder site (KHS). We believe that our protocols will be more efficient when implemented in secure computer hardware. Here, we suggest several potential hardware-based improvements.

First, significant efficiency gains for our protocols can be achieved through cryptography accelerators that are tailored to execute expensive exponentiation operations. Based on reported results with hardware accelerators, the combination of more efficient software implementations (e.g., in the GMP library of the C language) with hardware accelerators could substantially decrease the time needed to complete an exponentiation in comparison to our Java-based experiments. This implies that secure joins of relations, without the use of k-anonymous keys, on databases of 10,000 could be achieved in less than a day. We leave the implementation of our algorithms using crypto accelerators as a future work.

Second, we can decrease the communication cost by co-locating KHS and DS. Specifically, we envision a system in which the functions of the KHS are performed by a secure co-processor that resides on the same server as DS. A secure co-processor is a single-board computer consisting of a CPU, memory and special-purpose cryptographic hardware contained in a tamper-resistant shell; certified to level 4 under FIPS PUB 140-1 (One example of such a secure co-processor is the IBM 4758 Cryptographic co-processor [56]). When installed on the server, it is capable of performing local computations that are completely hidden from the server. If tampering is detected, the secure co-processor clears the internal memory. The implementation of KS functionality through a secure co-processor on the same machine as DS will decrease the communication cost.

9. Conclusions

In this paper, we presented a framework where the administrator of the repository can perform joins of encrypted databases without decrypting or inferring the contents of the joined records. Furthermore, we presented an efficient extension to the join protocol that reveals patient-specific demographics in a manner that satisfies a formal privacy model, i.e., k-anonymity. In doing so, we allow the administrator to perform efficient joins with the guarantee that each record can be linked to no less than k patients in the population. This research is notable in that it demonstrates how centralized biomedical data repositories can be integrated and updated with data distributed healthcare organizations without violating privacy regulations. Our extensive experimental results indicate that by combining formal anonymity requirements with cryptographic techniques, we can achieve significant efficiency gains for privacy-preserving data integration in the context of centralized biomedical data repositories. As a future work, we intend to implement our algorithms in real-world settings and conduct experiments involving real-world medical data sets.
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