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Abstract—State-of-art powered prosthetic legs are often controlled using a collection of joint impedance controllers designed for different phases of a walking cycle. Consequently, finite state machines are used to control transitions between different phases. This approach requires a large number of impedance parameters and switching rules to be tuned. Since one set of control parameters cannot be used across different amputees, clinicians spend enormous time tuning these gains for each patient. This paper proposes a virtual constraint-based control scheme with a smaller set of control parameters, which are automatically tuned in real-time using an extremum seeking controller (ESC). ESC, being a model-free control method, assumes no prior knowledge of either the prosthesis or human. Using a singular perturbation analysis, we prove that the virtual constraint tracking errors are small and the PD gains remain bounded. Simulations demonstrate that our ESC-based method is capable of adapting the virtual-constraint based control parameters for amputees with different masses.

I. INTRODUCTION

State-of-art powered prosthetic legs are often controlled using a predetermined collection of joint impedance controllers [1], [2] designed for different phases of a walking cycle. Finite state machines are then employed to control transitions between each two joint impedance control laws [3]–[5]. In this approach, a gait cycle is typically divided into multiple (usually 4 or 5) gait phases, where each phase has at least three joint impedance control parameters (stiffness, viscosity, and equilibrium angle) for each actuated joint. However, these parameters do not generalize across amputees due to physiological differences. The tuning process for each patient can take around four to five hours due to the large number of patient-specific parameters [6].

In order to reduce the burden of clinicians, approaches such as rule-based fuzzy logic inference [7], model-based methods [8], and cyber expert systems [9] have been used to automatically find an optimum set of parameters for prosthetic impedance controllers. These approaches, however, have two main limitations: (i) they do not simultaneously tune multiple joints; and (ii) they have not demonstrated the ability to learn different parameters for subjects/models with different physical attributes.

Virtual constraints are time-invariant kinematic relationships between a robot’s configuration variables that do not physically exist in the system but can be enforced via feedback. They have been successfully employed in several robotic locomotion control applications such as controlling underactuated biped robots [10], [11], powered prosthetic legs [12], [13], and biologically inspired snake robots [14]–[16]. In the context of powered prosthetic leg control, virtual constraints were used to unify the gait cycle control of the stance phase for the first time in [12]. Although these approaches reduce the number of parameters to be tuned, the remaining control parameters are still tuned by trial-and-error. The problem of automatic real-time tuning of virtual constraint-based controllers for powered prosthetic legs still remains open. Although progress has been made in model-based adaptive control of biped robots [17], such model-based approaches, which rely on input-output feedback linearization, cannot be used in powered prosthetic applications. This limitation is due to the need for measuring socket interaction forces [13], requiring expensive multi-axis load cells, and the lack of exact knowledge of the prosthetic leg dynamical model parameters.

This paper presents a methodology for automatic tuning of virtual-constraint based controllers for powered prosthetic legs using a classical perturbation-based extremum seeking controller (ESC) [18], [19]. Our ESC-based method does not require explicit knowledge of the relationship between the control parameters and the joint tracking errors. In this approach, we enforce virtual constraints using PD controllers whose gains are automatically tuned in real-time using ESC loops. This approach relieves the designer from finding the control parameters by trial-and-error.

The rest of this paper is organized as follows. In Section II we present the human-prosthesis biped hybrid dynamics, preliminaries from virtual constraint-based control of prosthetic legs, and a brief review of the perturbation-based ESC scheme that is used in this paper. Section III presents the structure of our proposed control architecture. In Section IV we present the main result. Simulation results are presented in Section V. Concluding remarks are given in Section VI.

II. BACKGROUND

This section presents the human-prosthesis biped dynamical model from [13], [20], the necessary preliminaries from virtual constraint-based control, and the standard ESC architecture used in the paper. The planar model of a transfemoral amputee consists of seven legs segments and a point mass at the hip, as shown in Fig. 1. The prosthesis can
be modeled as a dynamical system that interacts with the human body. The prosthesis subsystem itself consists of a prosthetic thigh, shank, and foot. The human subsystem, on the other hand, consists of a residual thigh on the amputated side, a point mass at the hip, contralateral thigh, shank, and foot. The kinematic chain for both subsystems are defined with respect to the same inertial reference frame. Assuming rigid attachment between the prosthesis and the human thigh, the prosthesis and human subsystems can be considered as a single rigid-body kinematic chain.

A. Model of the Powered Knee-Ankle Prosthesis

The prosthesis configuration space is given by the set $Q = \mathbb{R}^2 \times T^3$ with configuration variables $q = [q_1, q_2, q_3, q_4, q_5]^T$, where $(q_x, q_y)$ is the hip position, $q_1$ is the absolute thigh angle, $q_2$ is the knee angle, and $q_3$ is the ankle angle. The joint velocities of the prosthetic leg are given by the vector $\dot{q} \in \mathbb{R}^5$. Therefore, the prosthetic leg state is given by the vector $x = [q^T, \dot{q}^T]^T \in TQ := Q \times \mathbb{R}^5$. The dynamics of the prosthetic leg are governed by

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) + E(q)^T\lambda = Bu + J(q)^TF,$$

(1)

where $M(q) \in \mathbb{R}^{5 \times 5}$ is the mass matrix, $C(q, \dot{q}) \in \mathbb{R}^{5 \times 5}$ is the matrix of Coriolis/centrifugal forces, $G(q) \in \mathbb{R}^{5}$ is the vector of gravitational forces, and $E(q) \in \mathbb{R}^{5 \times 5}$ is the Jacobian matrix associated with $c$ physical constraints between the foot and the ground, and $\lambda \in \mathbb{R}^7$ is the Lagrange multiplier associated with the ground reaction force (GRF). During the prosthetic leg swing phase, $E(q) = 0$ and $\lambda = 0$ because the GRF is zero. We assume no foot slipping during the stance phase. The control torque vector is given by $u = [u_k, u_a]^T \in \mathbb{R}^2$, where $u_k$ and $u_a$ are the torque applied to the prosthetic knee and ankle joint, respectively. The Jacobian matrix $J(q) = [J_1, 0_{3 \times 2}] \in \mathbb{R}^{3 \times 5}$ is exerted at the mid-thigh, which connects the prosthetic to the patient’s body (see Fig. 1). The components $F_x$, $F_y$ of $F$ are linear forces while the component $M_z$ is a moment in the sagittal plane [12]. The body Jacobian matrix is $J(q) = [J_1, 0_{3 \times 2}] \in \mathbb{R}^{3 \times 5}$, where

$$J_1 = \begin{bmatrix} 1 & 0 & \ell_{res} \cos(q_1) \\ 0 & 1 & \ell_{res} \sin(q_1) \\ 0 & 0 & 1 \end{bmatrix}$$

(2)

and $\ell_{res}$ is the length of the human’s residual thigh. The body Jacobian maps the force vector $F$, acting at the beginning of the leg’s kinematic chain, to joint torques/forces. The feet of the human and the prosthetic leg are modeled as arcs with constant curvature as in [13], [21].

B. Model of the Human-Prosthesis Biped

The prosthesis-human, viewed as a single biped, has 8 degrees-of-freedom. We denote the extended configuration vector by

$$q_e = [q^T, q_4, q_5, q_6]^T \in Q \times T^3,$$

where $q$ is the prosthesis configuration vector, $q_4$ is the human’s hip (inter-leg) angle, $q_5$ is the human’s knee angle, and $q_6$ is the human’s ankle angle.

Following [13], [20], we model bipedal locomotion as a hybrid dynamical system. The phases of walking, the state is governed by one second-order differential equation during the prosthetic swing phase and another second-order differential equation during the prosthetic stance phase. The transitions between these two phases are governed by two impact maps, which correspond to instantaneous changes in the joint velocities. In particular, the human-prosthesis biped dynamics are given by (see [12], [13], [20], [21] for further details)

$$M_e\ddot{q}_e + C_e\dot{q}_e + G_e + E_P^T\lambda_P = B_e u_e, \quad \text{if} \quad p_H(q_e) > 0$$

$$q_e^+ = \Delta_H(q_e^-, q_e^-),$$

$$M_e\ddot{q}_e + C_e\dot{q}_e + G_e + E_H^T\lambda_H = B_e u_e, \quad \text{if} \quad p_H(q_e) = 0$$

$$q_e^+ = \Delta_P(q_e^-, q_e^-),$$

where the subscripts $P$ and $H$ are associated with the prosthesis and the human, respectively. Also, the vector $E_i^T\lambda_i, i \in \{P, H\}$, is the ground reaction force exerted on the human-prosthesis due to the rolling contact constraint $a_i(q) = 0$ [13]. The vector $u_e = [u^T, u_4, u_5, u_6]^T \in \mathbb{R}^7$ represents the control torques applied by human and the prosthesis. In particular, the vector $u$ represents the motor torque inputs applied to the prosthesis ankle and knee, while the torques $u_4, u_5, u_6$ are the human inputs applied at the hip, knee, and ankle joints. The impact mappings relate the human-prosthesis state just before the impact to just after the impact. The impact mappings $\Delta_H$ and $\Delta_P$ are associated with the human heel-strike and the prosthesis heel-strike, respectively. The function $p_i(q_e) \in \mathbb{R}$ gives the height of the human/prosthetic swing heel, and the superscripts +/- denote post/pre-impact. Other extended terms are defined as in Section II-A with respect to the coordinate vector $q_e$.

C. Virtual Constraint Control of Powered Prosthetic Legs

Virtual constraints are relations of the form $h(q) = 0$ among the joint variables of a legged robot that encode stable walking gaits of the biped [10], [11]. These constraints do not physically exist in the system but are enforced on the robot via feedback control. Motivated by the biological observations in [22], [23], the human behavior is approximated by virtual constraints in [13]. Using a given virtual constraint associated with human walking, an output of the form $y = h(q)$ is designed for the prosthesis, whose stabilization

\[ \text{Fig. 1: Schematic of the unilateral, transfemoral amputee model during the prosthetic stance period (reproduced from [13]). The prosthetic and human subsystems are shown in black and gray, respectively.} \]

One of the advantages of this control methodology for powered prostheses is that it relieves the designer from dividing a walking gait cycle into numerous phases by considering virtual constraints of the form

\[ y = h(q) := h_0(q) - h_2 \varphi(q) = 0, \]  

where \( h_0(q) := [0_2 \times 1 \ I_{2 \times 2} \ 0_2 \times 2]^T \) is the vector of the actuated degrees-of-freedom. The function \( h_2(\cdot) \), which is a collection of two Bézier polynomials, determines the desired evolution of the actuated joint variables \([q_2, q_3]^T\) as a function of \( \varphi(q) \) [13]. The scalar variable \( \varphi(q) \) is a strictly monotonically increasing variable, which is called the phase variable. Given the virtual constraint in (3), the control objective is to drive \( y = h(q) \) and \( \dot{y} = (\partial h(q)/\partial q)\dot{q} \) to zero via a PD feedback control law. In the conventional approach [12], [24], [25], PD control gains are tuned off-line by trial-and-error. In this paper, we aim to develop a model-free controller that automatically tunes the virtual constraint-based PD gains in real time by using a classical perturbation-based extremum seeking algorithm.

D. Classical Extremum Seeking Algorithm

In order to explain the basic architecture of the standard perturbation-based ESC scheme used in the paper, we consider a system without dynamics, which is given by a static map \( f(\cdot) \). The system output \( y_{\text{esc}} \) changes instantaneously with the input \( x \). Assuming that \( f(\cdot) \) is a convex function, i.e., \( f''(x) > 0 \) for all \( x \), the objective of the ESC scheme is to minimize the output \( f(x) \) without knowing \( a \text{ priori} \) the extremum \( x^* \) of the function \( f(\cdot) \).

The ESC scheme block diagram is shown in Fig. 2. In the block diagram, the signal \( d(t) \), which is called the dither signal, is a periodic perturbation signal (e.g., \( \sin(\omega t) \)) that is added to the current best estimate of the input \( x \), denoted by \( \hat{x} \). Taking \( x \) as input, the mapping \( f(\cdot) \) generates the output \( y_{\text{esc}} = f(x) \), which is passed through a high pass filter (HPF). The HPF output, denoted by \( y_{\text{HPF}}(t) \), is demodulated by using the same dither signal \( d(t) \). The resulting demodulated signal is then passed through a low pass filter (LPF) that generates the output \( \zeta \), which is proportional to the gradient of the current measured output \( y_{\text{esc}} \). Next, the signal \( \zeta(t) \) is passed through an integrator with gain \( k \) to give \( \hat{x} \). Since we aim to minimize the objective function, \( k \) should be chosen such that the inequality \( kf'' < 0 \) holds. This inequality corresponds to moving along the gradient directions along which \( f(\cdot) \) decreases. Additional details regarding ESC can be found in [18].

III. STRUCTURE OF ESC-BASED TUNING OF VIRTUAL CONSTRAINT-BASED CONTROLLERS

In this section, we present the structure of our automatic real-time controller tuning method. A rigorous analysis will be presented in the next section.

Given a properly designed virtual constraint \( h(q) = 0 \) for a powered prosthetic leg, it should be enforced by driving \( h(q) \) and \( (\partial h(q)/\partial q)\dot{q} \) towards zero via feedback (see [10] for further details). In this paper, we use the virtual constraints that have been obtained via optimization in [13].

Enforcing the virtual constraints given in [13] results in stable walking of the human-prosthesis biped. In particular, \( y = h(q) \) and \( \dot{y} = (\partial h(q)/\partial q)\dot{q} \) should be driven to zero using an input-output feedback linearizing control law. Using such a feedback law is not feasible for implementation on the prosthetic leg. This limitation is due to the need for measuring socket interaction forces [13], requiring expensive multi-axis load cells, and the lack of exact knowledge of the prosthetic leg dynamical model parameters. Instead, one can use a PD control law to approximately enforce \( y \) and \( \dot{y} \) (see [12] for further details). In the conventional virtual constraint-based control algorithms, the PD control gains are tuned in an off-line manner by trial-and-error [12].

These controllers approximately enforce the virtual constraint \( h(q) = 0 \), making \( \|h(q)\| \) and \( \|(\partial h(q)/\partial q)\dot{q}\| \) sufficiently small to stabilize the walking gait. Hence experimental implementation such as [12], [25] have used a model-free PD control. For these reasons, our paper focuses on auto-tuning of PD control laws for the virtual constraints using a model-free extremum seeking controller.

Our algorithm automatically tunes the virtual constraint-based PD gains in real-time. To achieve this, we consider the following cost function

\[ J(q, \dot{q}) = \|h(q)\|^2 + \left\| (\partial h(q)/\partial q)\dot{q} \right\|^2, \]  

and use a control structure, depicted in Fig. 3. Thus, there are two main components: (i) a virtual constraint-based PD controller, given by \( \Gamma \). The controller \( \Gamma \) commands the prosthetic leg torques via

\[ u = -\theta_1 h(q) - \theta_2 (\partial h(q)/\partial q)\dot{q}, \]  

where

\[ \theta_1 = \begin{bmatrix} \theta_1^k & 0 \\ 0 & \theta_1^a \end{bmatrix}, \quad \theta_2 = \begin{bmatrix} \theta_2^k & 0 \\ 0 & \theta_2^a \end{bmatrix}, \]  

are proportional and damping gain matrices in \( \mathbb{R}^{2 \times 2} \) whose diagonal elements are automatically tuned by the ES scheme. The superscripts \( k \) and \( a \) correspond to the knee and ankle of the prosthesis, respectively; (ii) a perturbation-based ES scheme whose role is to tune the PD gains given by (6) in
where the matrix \( A(q) = \frac{\partial h(q)}{\partial q} M^{-1} B \in \mathbb{R}^{2 \times 2} \) is called the decoupling matrix associated with the virtual constraint \( y = h(q) \). The virtual constraints in [13] are designed such that this matrix is non-singular and positive definite. Also, \[
N(q, \dot{q}) = \frac{d}{dt} \left( \frac{\partial h(q)}{\partial q} \right) \dot{q} - \frac{\partial h(q)}{\partial q} M^{-1} \left\{ C(q, \dot{q}) \dot{q} + G(q) + E(q)^T \lambda - J(q)^T F \right\},
\]
collects the effect of the nonlinearities in (1).

We denote the PD gain estimates by \( \hat{\theta}_j \in \mathbb{R}^2 \) and use them in (6) to obtain the estimation gain matrices. Next, we substitute the PD control law
\[
u = -\hat{\theta}_1 h(q) - \hat{\theta}_2 \frac{\partial h(q)}{\partial q} \dot{q},
\]
into (7) to get
\[
\frac{d}{dt} \left( \frac{\partial h(q)}{\partial q} \right) \dot{q} = -A(q) \left( \hat{\theta}_1 h(q) + \hat{\theta}_2 \frac{\partial h(q)}{\partial q} \dot{q} \right) + N(q, \dot{q}).
\]

Defining the new state \( \hat{x} := \left[ \frac{h(q)}{\frac{\partial h(q)}{\partial q}} \dot{q} \right] = \left[ \frac{\dot{x}_1}{\dot{x}_2} \right] \in \mathbb{R}^4 \), the virtual constraint error dynamics can be written as
\[
\dot{\hat{x}} = A(\hat{x}, \dot{\theta}) \hat{x} + N(\dot{q}, \dot{q}),
\]
where
\[
A(\hat{x}, \dot{\theta}) = \begin{bmatrix} 0_{2 \times 2} & I_{2 \times 2} \\ -A(q) \hat{\theta}_1 & -A(q) \hat{\theta}_2 \end{bmatrix}, \quad \tilde{N}(q, \dot{q}) = \begin{bmatrix} 0_{2 \times 1} \\ N(q, \dot{q}) \end{bmatrix}.
\]

A single integrator ES loop with dither signal \( a \sin(\omega_d t) \) is used for tuning the PD gain \( \theta_j \), where \( i \in \{k, a\} \) and \( j \in \{1, 2\} \) (see Fig. 4). The ES dynamics for the estimate of PD gain \( \hat{\theta}_j \) can be written as
\[
\dot{\hat{\theta}}_j = k a J(\hat{x}, \hat{\theta}_j) \sin(\omega_d t).
\]

Thus, the augmented closed-loop dynamical equations for the virtual constraint error dynamics are
\[
\Sigma := \left\{ \begin{array}{c} \dot{\hat{x}} = \hat{A}(\hat{x}, \dot{\theta}) \hat{x} + \tilde{N}(q, \dot{q}) \\ \dot{\hat{\theta}}_j = k a J(\hat{x}, \hat{\theta}_j) \sin(\omega_d t) \end{array} \right\}, \text{for } i \in \{k, a\}, j \in \{1, 2\}
\]

The following result uses a singular perturbation analysis to show that the proposed ESC scheme results in bounded PD gains and small virtual constraint errors.

**Proposition 1** Consider the prosthesis virtual constraint error dynamics in (7) along with the ESC-based PD gain update laws in (13). Let \( \omega_j^* \) be the quasi-steady state gain. Then, there exist sufficiently small dither frequencies \( \omega_d \), such that for all \( 0 < \omega_j < \omega_j^* \), \( |\hat{\theta}_j(\omega_d t) - \theta_j(\omega_d t)| = O(\omega_d^2) \). Furthermore, \( \hat{\theta}_j(\omega_d t) \) satisfies
\[
\hat{\theta}_j(\omega_d t) \leq \left( \left( \hat{\theta}_j(0) \right)^2 + 36 K a ||R|| (1 - \cos \omega_d t) \right)^{1/3}
\]
\[
\hat{\theta}_j(\omega_d t) = \theta_j(\omega_d t) + \theta_0(0) - \theta_0(0)
\]
where \( R = A(q)^{-1} N(q, \dot{q}) \). Also, \( \dot{x}(\omega_d t) - \hat{x}(\omega_d t) - z(t) = O(\omega_d) \) where the quasi-steady state tracking error \( \dot{x}^* \) satisfies \( \hat{A}(\hat{x}, \dot{\theta}) \dot{x}^* + \tilde{N}(q, \dot{q}) = 0 \), and \( z(t) \) is the solution
to the boundary layer model \( \dot{z} = \tilde{A}(\tilde{x}, \tilde{\theta})z \), which is locally asymptotically stable.

**Proof:** The stability of the error dynamics in (14) is analyzed by a singular perturbation method [27]. To perform the singular perturbation analysis, we bring the closed-loop dynamics in (14) to a standard singular perturbation form. Accordingly, we perform the change of coordinates

\[
z = \tilde{x} - \tilde{x}^*,
\]

where \( \tilde{x}^* \) is the solution\(^1\) to

\[
\tilde{A}(\tilde{x}^*, \tilde{\theta})\tilde{x}^* + \tilde{N}(q, \dot{q}) = 0.
\]

Expressing the error dynamics given by (14) in terms of the new coordinates in (16), we get

\[
\dot{z} = \dot{\tilde{A}}(z + \tilde{x}^*, \tilde{\theta})z + \tilde{N}(q, \dot{q}) + \tilde{A}(z + \tilde{x}^*, \tilde{\theta})\tilde{x}^*.
\]

In the new coordinates \((z, \tilde{\theta})\), the origin \((z, \tilde{\theta}) = (0, 0)\) is an equilibrium point because

\[
\dot{z} = \tilde{A}(\tilde{x}^*, 0) z + \tilde{N}(q, \dot{q}) + \tilde{A}(\tilde{x}^*, 0) \tilde{x}^* = 0. \quad (19)
\]

The overall error dynamics in the new coordinates are

\[
\Sigma^\prime := \begin{cases}
\dot{z} = \tilde{A}(z + \tilde{x}^*, \tilde{\theta})z + \tilde{N}(q, \dot{q}) + \tilde{A}(z + \tilde{x}^*, \tilde{\theta})\tilde{x}^*, \\
\dot{\tilde{\theta}}_j = k\alpha J(z + \tilde{x}^*, \tilde{\theta})\sin(\omega_j t).
\end{cases}
\]

Defining \( \tau := \omega_j t \) (see Remark 2) and expressing (20) in the new time scale given by \( \tau \),

\[
\Sigma^\prime := \begin{cases}
\omega_j \frac{dz}{d\tau} = \tilde{A}(z + \tilde{x}^*, \tilde{\theta})z + \tilde{N}(q, \dot{q}) + \tilde{A}(z + \tilde{x}^*, \tilde{\theta})\tilde{x}^*, \\
\frac{d\tilde{\theta}_i}{d\tau} = \delta K\alpha J(z + \tilde{x}^*, \tilde{\theta})\sin \tau.
\end{cases}
\]

where \( k := \omega_j \delta K \) and \( \delta \) is a small positive constant. According to the singular perturbation theory, we first need to find the quasi-steady state value of \( z = [z_1, z_2]^T \) in (21). Accordingly, we set \( \omega_j = 0 \), corresponding to instantaneous changes of the fast dynamics, and solve the resulting algebraic equations. The algebraic equations, which hold during the quasi-steady state, are given by

\[
\tilde{A}(z + \tilde{x}^*, \tilde{\theta})z + \tilde{N}(q, \dot{q}) + \tilde{A}(z + \tilde{x}^*, \tilde{\theta})\tilde{x}^* = 0. \quad (22)
\]

Substituting \( \tilde{A}(z + \tilde{x}^*, \tilde{\theta}) \) and \( \tilde{N}(q, \dot{q}) \) from (12) in (22), we have

\[
\begin{bmatrix}
0 & I_{2 \times 2} \\
-A(q)\tilde{\theta}_1 & -A(q)\tilde{\theta}_2
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix}
+
\begin{bmatrix}
0 & 0
\end{bmatrix}
\begin{bmatrix}
\tilde{N}(q, \dot{q}) \\
0
\end{bmatrix}

\begin{bmatrix}
0 & 0
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix}.
\]

Solving for \( z_2 \), we get

\[
z_2 = -\tilde{x}^*_2; \quad z_1 = \tilde{\theta}_1^{-1}\mathcal{R} - \tilde{x}^*_1, \quad (24)
\]

where \( \mathcal{R} = A(q)^{-1}N(q, \dot{q}) \). Having found the quasi-steady state values of \( z_1 \) and \( z_2 \), the objective function \( J(\cdot) \) in (21), denoted by \( J_{qs} \), evaluated at the quasi-steady state is

\[
J_{qs}(\hat{\theta}_1, \hat{\theta}_2) = \|z_1 + \tilde{x}^*_1\|^2 + \|z_2 + \tilde{x}^*_2\|^2 = \|\tilde{\theta}_1^{-1}\mathcal{R}\|^2, \quad (25)
\]

where \( \mathcal{R} \) is a constant vector in the slow time-scale \( \tau = \omega_j t \). Note that \( J_{qs} \) is only a function of \( \hat{\theta}_1 \). It remains to show that the ESC dynamics for \( \hat{\theta}_1 \) at the quasi-steady state is stable. The ESC dynamics (21) can then be written as

\[
\frac{d\hat{\theta}_1^*}{d\tau} = \delta K\alpha J_{qs}(\hat{\theta}_1)\sin \tau, \quad (26)
\]

where \( \hat{\theta}_1^* \) is the gain evaluated at the quasi-steady state. Equation (26) represents a reduced system. Plugging the value of \( J_{qs} \) in (26), we get

\[
\frac{d\hat{\theta}_1^*}{d\tau} = \delta K\alpha \|\hat{\theta}_1^{-1}\mathcal{R}\|^2 \sin \tau. \quad (27)
\]

Using submultiplicative property of 2-norm, we get

\[
\frac{d\hat{\theta}_1^*}{d\tau} \leq \delta K\alpha \|\hat{\theta}_1^{-1}\mathcal{R}\|^2 \sin \tau 
\]

\[
= \delta K\alpha \|\mathcal{R}\|^2 \frac{\sin \tau}{\lambda_{\max}(\hat{\theta}_1^T\hat{\theta}_1)} \leq \frac{\delta K\alpha \|\mathcal{R}\|^2}{\lambda_{\max}(\hat{\theta}_1^T\hat{\theta}_1)} \sin \tau. \quad (28)
\]

Analyzing (28) for \( i = a \), we have

\[
\frac{d\hat{\theta}_i^*}{d\tau} \leq \frac{\delta K\alpha \|\mathcal{R}\|^2}{(\hat{\theta}_1^T(\tau))^2} \sin \tau. \quad (29)
\]

Setting \( j = 1 \) and integrating both sides of (29) from \( \tau = 0 \) to \( \tau = \omega_j t \), we get

\[
\hat{\theta}_i^*(\omega_j t) \leq \left((\hat{\theta}_i(0))^3 + 3\delta K\alpha \|\mathcal{R}\|^2(1-\cos(\omega_j t))\right)^{1/3}. \quad (30)
\]

Similar argument holds for \( i = k \). From (27), it is clear that

\[
\frac{d\hat{\theta}_i^*}{d\tau} \leq \frac{d\hat{\theta}_i^*}{d\tau} \quad (31)
\]

since the right hand side of (27) is a only a function of \( \hat{\theta}_1 \). Integrating both sides of (31) from \( \tau = 0 \) to \( \tau = \omega_j t \), we get

\[
\hat{\theta}_i^*(\omega_j t) = \hat{\theta}_i(\omega_j t) + \hat{\theta}_i(0) - \hat{\theta}_i(0) \quad (32)
\]

Thus, equation (30), (32) shows that the stiffness and damping gains always remain bounded, as claimed in (15).

Now we perform a boundary layer model analysis. Taking the time derivative of (16), we get

\[
\dot{z} = \dot{x} - \dot{\tilde{x}}^* = \tilde{A}(\tilde{x}, \tilde{\theta})\dot{x} + \tilde{N}(q, \dot{q}),
\]

\[
= \tilde{A}(\tilde{x}, \tilde{\theta})\dot{x} - \tilde{A}(\tilde{x}^*, \tilde{\theta})\tilde{x}^*, \quad (33)
\]

where \( \tilde{N}(q, \dot{q}) = -\tilde{A}(\tilde{x}^*, \tilde{\theta})\tilde{x}^* \) from (17). Equation (33) can be written in terms of \( z \) as

\[
z = \tilde{A}(z + \tilde{x}^*, \tilde{\theta})z + [\tilde{A}(z + \tilde{x}^*, \tilde{\theta}) - \tilde{A}(\tilde{x}^*, \tilde{\theta})]\tilde{x}^*. \quad (34)
\]

The first order Taylor series expansion of the right hand side of (34) about \( z = 0 \) is

\[
z = \left(\frac{d}{dz} \tilde{A}(z + \tilde{x}^*, \tilde{\theta})z\right)_{z=0} z + \left[\tilde{A}(\tilde{x}^*, \tilde{\theta}) + \frac{d}{dz} \tilde{A}(z + \tilde{x}^*, \tilde{\theta})z\right]_{z=0} \tilde{x}^*, \quad (35)
\]
which can be shown to be
\[
\dot{z} = \left( \frac{d}{dz} \tilde{A}(z + \tilde{x}^*, \tilde{\theta}) z \right) \bigg|_{z=0} z = \tilde{A}(\tilde{x}^*, \tilde{\theta}) z.
\]  
(36)

Since \( A(q) \) is positive definite, \( \tilde{A}(\tilde{x}^*, \tilde{\theta}) \) is negative definite, proving the boundary layer model to be locally asymptotically stable. Using Theorem 11.1 in [27] concludes the proof.

**Remark 2** In the standard ES perturbation-based schemes, the ES loop dynamics need to be run much slower than the plant dynamics. This is achieved by choosing a small dither frequency such that a time scale separation holds between the ES loop and the plant dynamics.

**V. Simulation Results**

A complete biped system comprising the human and the prosthesis subsystem was simulated as in [13]. The human subsystem was controlled using input-output feedback linearization with fixed PD gains to enforce the virtual constraints defined in [13], which predict certain features of human walking. The prosthesis subsystem was controlled by the model-free output PD controller (5), which assumes no knowledge of the human system. The total leg length of the model was 90.1 cm, and the mass of the prosthetic leg was 5.7 kg. The Cartesian coordinate of the hip position, i.e., \( q_x \), was chosen as a phase variable. The ESC method from Section III was used to continuously modify the PD gains. To demonstrate the effectiveness of ESC in adapting the gains, simulations were carried out on two different models with its total mass equal to 69.1 and 103.1 kg. The dither amplitude was selected as \( a = 2 \) with dither frequencies \( \omega_1^k = 1.4, \omega_2^k = 1.6 \), and \( \omega_3^k = 1.2 \) rad/s, and the integrator gains were selected as \( k = 350 \). The initial values of PD gains were selected as \( \theta_1^* = 10 \) and \( \theta_2^* = 1 \). The frequency of the dither was chosen small for two reasons: (i) Theoretically, this allows sufficient time-scale separation between the ESC dynamics [18] and the plant dynamics (human and prosthesis), which have frequencies from \( 16\pi \) to \( 32\pi \) rad/s during walking [28]; (ii) Practically, choosing the dither frequency much smaller than the joint motion frequencies induced by virtual constraints does not result in erratic changes in the control input.

The stabilizing effect of the PD controller, coupled with ESC adaptation, is acutely illustrated in Fig. 5. The amputee biped using fixed PD gains falls after a few steps. However, the amputee biped controlled with a PD controller coupled with ESC adaptation is able to walk stably over 60 steps with the initial gains much lower than the fixed PD controller. Fig. 6 shows the adaptation of PD gains for amputees of different weights. A supplemental simulation video can be found at https://youtu.be/c-D_h63NnZw. As opposed to [7], which does not tune the damping gains, our method helps find the optimum values for different amputees.

**VI. Conclusion**

In this paper, we presented an automatic tuning scheme for virtual constraint-based control laws for a powered knee and ankle prosthesis. The proposed algorithm, which is based on a standard perturbation-based ESC, runs in real-time and does not require knowing the parameters of the human-prosthesis biped. Simulation studies demonstrate the effectiveness of our control methodology. In our future work, a real-time, model-free multi-objective optimization will be used to consider multiple conflicting objectives, e.g., tracking error vs. energy consumed. We will also test our approach on a real powered prosthetic leg against a wider range of uncertain amputee physiological parameters.
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Fig. 5: Plots of the objective function for models with two different masses. Left: fixed PD gains. Right: proposed ESC-tuned gains.

Fig. 6: Optimization of stiffness and damping gains of a impedance controller for amputees of different weights.


