Abstract—The phase of human gait is difficult to quantify accurately in the presence of disturbances. In contrast, recent bipedal robots use time-independent controllers relying on a mechanical phase variable to synchronize joint patterns through the gait cycle. This concept has inspired studies to determine if human joint patterns can also be parameterized by a mechanical variable. Although many phase variable candidates have been proposed, it remains unclear which, if any, provide a robust representation of phase for human gait analysis or control. In this paper we analytically derive an ideal phase variable (the hip phase angle) that is provably monotonic and bounded throughout the gait cycle. To examine the robustness of this phase variable, ten able-bodied human subjects walked over a platform that randomly applied phase-shifting perturbations to the stance leg. A statistical analysis found the correlations between nominal and perturbed joint trajectories to be significantly greater when parameterized by the hip phase angle (0.95+) than by time or a different phase variable. The hip phase angle also best parameterized the transient errors about the nominal periodic orbit. Finally, interlimb phasing was best explained by local (ipsilateral) hip phase angles that are synchronized during the double-support period.

Index Terms—Phase, human gait, perturbations, nonlinear dynamics and control

I. INTRODUCTION

The current methodology used to study the human gait cycle as a periodic process consisting of discrete events (e.g., heel strike, load acceptance, toe off, pre-swing, mid-swing, etc. [1], [2]) has greatly influenced the approaches taken to control prosthetic legs and exoskeletons [3]–[5]. Even though this convention has given us vast knowledge about the biomechanics of the gait cycle, several challenges are associated with its use in control strategies for wearable robots. In particular, it is difficult to synchronize over time the correct sequence of discrete events through the gait cycle. The controller for the robot thus becomes limited by the reliability of its sensors to accurately detect each switching event at the right time. Given that time fails to correctly represent the
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Researchers have tried to understand how the gait cycle phase can be accurately represented in the presence of disturbances. Due to the fact that the neural control architecture of human locomotion remains largely unknown, various models (e.g., CPGs [9], [10], coupled oscillators [6]–[8], and adaptive oscillators [11]) have been proposed as estimates of phase. However, these methods tend to rely on measurements of the entire system state, increase the dimension of the system dynamics, and/or add computational complexity in real-time control applications (e.g., prosthetic legs and exoskeletons). Recent works in dynamic robot locomotion (e.g., [12]–[21]) are now leading to new ways of visualizing and controlling the gait cycle. Specifically, the gait cycle is considered a continuous periodic process instead of a succession of multiple discrete events. By enslaving leg joint patterns to the progression of a single monotonic mechanical variable (i.e., a “phase variable”), biped robots are able to walk with a robust gait that responds well to perturbations. Typically related to the progression of the body’s center of mass (e.g., hip position), a phase variable can measure the body being perturbed forward or backward and thus drive the joint patterns forward or backward to match the body’s location in the gait cycle.

This control paradigm has inspired studies to determine if human joint patterns can also be represented by a mechanical variable while walking [22], [23]. The first study of this hypothesis [22] focused specifically on parameterizing ankle joint patterns with the center of pressure (COP). The feasibility of this hypothesis was confirmed by implementing the COP as a phase variable to control a robotic knee-ankle prosthesis [24], allowing amputees to walk at variable speeds. However, the COP could only parameterize the prosthesis joint patterns while the prosthesis was in contact with the ground and thus able to measure the COP. This limitation motivated the study of additional phase variable candidates that can parameterize either the stance or the swing period of a leg [23].

Phase variables for human gait analysis have been proposed primarily from the perspective of biomimicry. Biomechanical signals involved in key reflex pathways [25] may be closely related to the phase of human gait. In particular, the neuroscience literature suggests that muscle afferents acting at the hip joint are essential to controlling the more distal joints of the leg (e.g., knee and ankle) in mammalian locomotion [26]. This evidence motivated [23] to consider the progression of the hip angle as a potential phase variable to represent gait due to its physiological importance in synchronizing joints across
the gait cycle. However, because the hip angle has a piecewise monotonic trajectory, the map from this phase variable to joint angles loses uniqueness across the stance and swing periods of each leg. Although the piecewise monotonic variable could be divided into two monotonic regions (requiring switching rules to transition between regions), this approach is not suitable to analyze and compare continuous and periodic joint patterns in the phase domain of the entire gait cycle. In addition, recent work aiming to unify the control of the gait cycle for robotic prosthetic legs requires a monotonic phase variable capable of parameterizing joint patterns across the entire gait cycle [27].

Although a couple phase variables have been used to parameterize the entire gait cycle in the control wearable robots, it is unknown how these variables relate to the true phase of the human body. A strictly monotonic variable calculated from the polar coordinates of the tibia’s phase portrait (its angular velocity over angular position) was used to control a robotic prosthetic ankle in [28]. However, [28] did not consider the ability of this variable to represent the phase of multi-joint human leg patterns under disturbances, which may be more related to hip motion [26]. A similar variable based on the thigh’s phase portrait was used to drive a phase oscillator for controlling hip exoskeletons in [29], [30]. It remains to be seen how well these variables match human phase during non-steady locomotion for the purpose of synchronizing wearable robots with their human users.

A robust phase variable would allow 1) non-steady human gait to be viewed and analyzed from the perspective of the human body, and 2) wearable robots to respond to perturbations in synchrony with the human user. This paper analytically derives an ideal phase variable (the hip phase angle) that is provably monotonic and bounded throughout the gait cycle. To examine the robustness of this phase variable, a study was conducted in which ten able-bodied human subjects walked over a perturbation platform that randomly moved the stance leg forward or backward with respect to the body’s center of mass (inducing a phase shift) at different points of the stance period. A statistical analysis found the correlations between nominal and perturbed joint trajectories to be significantly greater when parameterized by the hip phase angle (0.95+) than by time or a different phase variable. The hip phase angle also minimized the transient errors observed between perturbed and nominal trajectories in a manner indicative of orbital stability. Finally, an analysis of interlimb coordination found an ipsilateral parameterization to be more robust than a contralateral parameterization, suggesting a separate representation of phase for each leg.

A. Contributions

The main contribution of this paper is the analytical derivation and experimental validation of a robust, biologically-inspired phase variable that could be used to analyze non-steady human gait and to control legged robots in a more human-like manner. We statistically compare the conventional time-based parameterization with two phase-based parameterizations of human joint trajectories across phase-shifting perturbations, quantifying the robustness of each parameterization with the correlation and observed error between the nominal and perturbed trajectories. The two phase variable candidates considered are 1) the horizontal hip position (Hip Position) and 2) the polar coordinate of the hip’s phase portrait (Hip Phase Angle). The first phase variable (or a linearized version of it) is widely used to control bipedal robots [12] and recent prosthetic legs [27], whereas the hip phase angle has previously been used as an input to a phase oscillator for controlling exoskeletons [29], [30]. We instead propose an analytically rigorous version of the hip phase angle as a direct measurement of gait cycle phase. Our study offers evidence in favor of this phase variable as a robust parameterization of the human gait cycle in terms of correlation, observed error, and variability across phase-shifting perturbations.

In addition to studying interjoint phasing, we analyze the phasing between legs for a better understanding of interlimb coordination. In particular, we address how humans synchronize their legs after a phase-shifting perturbation to the stance leg. From a phase variable perspective there are different ways to coordinate the phasing of two legs. A single master phase variable could represent the progression of both legs (e.g., the stance leg angle used to control biped robots [12]–[20]), or a separate (local) phase variable could parameterize each leg’s joint patterns. By analyzing human responses to phase-shifting perturbations, we conclude that the ipsilateral phase parameterization is more representative of human locomotion. Therefore this study provides insight into how the phase of gait may or may not be represented in human neuromechanics.

B. Outline of the Paper

In Section II previous work related to this paper will be put into context. Section III gives a brief background on concepts used throughout the paper, specifically the mathematical underpinnings of a phase variable. In Section IV we will state the hypotheses that will help us conclude whether or not a phase variable parameterization can represent the synchronization of non-steady joint trajectories during the gait cycle. In that section we will also present the derivation of a mathematically rigorous phase variable candidate as well as the experimental protocol used to test our hypotheses. Section V will report the results and statistical analysis of these experiments, which will be discussed in Section VI.

II. RELATED WORK

Previous works related to phase variables for human locomotion have not considered the robustness and variability of phase-parameterized joint trajectories to external perturbations during the gait cycle [28]–[30]. In dynamic biped robots a phase variable related to the progression of the global stance leg angle (i.e., angle between the hip-toankle vector and the vertical axis) has been used extensively to parameterize the stance period during planar and 3D locomotion [12]–[14], [16]–[20]. This angle is related to the horizontal hip position (used in [15], [21], [27]), which is one of the variables we examine for robustness. A major difference between previously used variables and our proposed hip phase angle is the feasibility of computing it for prosthetic applications. In particular, measurements of the joint angles in both legs are
needed in order to compute the global stance leg angle for the entire gait cycle. This is infeasible in prosthetic applications since only the states of the prosthetic leg are known [24].

Recent work proposed a version of the hip phase angle for controlling a hip exoskeleton [29], [30]. In this case, a phase oscillator driven by the hip phase angle was used to synchronize energy injection at the hips with the motion of the human wearing the exoskeleton. A major difference with our study is that we propose using the hip phase angle to directly parameterize human joint trajectories, and we evaluate the robustness of this parameterization across perturbations. We also prove the monotonicity and linearity of the phase variable, which are important properties for phase parameterizations.

The extent to which the COP can represent the phase of human ankle patterns was studied in [22]. In this case, the COP was able to reparameterize only the stance portion of the ankle joint kinematics. We instead consider phase variable candidates that can parameterize all leg joints during the entire gait cycle. Another difference is that [22] used rotational perturbations to cause ankle phase shifts. The use of rotational perturbations—a design choice originally made to study ankle impedance [31]—caused a secondary response to the slope change that was difficult to separate from the phase shift in [21]. This slope change could be avoided by using translational (anterior-posterior) perturbations instead of rotational perturbations. Therefore, in this paper we use a custom platform that produces rapid translational perturbations to the stance leg of human subjects. The mechanism design and experimental protocol were validated in [32], demonstrating that this type of perturbation produces a phase shift in the gait cycle. In particular, a cross-correlation analysis between perturbed and non-perturbed joint kinematics found that the perturbation produced a shift approximately along the nominal periodic orbits of the stance leg joints.

Perturbations alter steady gait, allowing scientists to study transient effects and identify underlying control mechanisms [33]. Perturbations during overground walking, for example, have helped identify dynamical joint impedances [31] and understand the biomechanics of falls and slips [34], [35]. Inter-limb coordination has also been studied through perturbations, such as using a split-belt treadmill to move one leg while standing [36] or change ground stiffness under one leg while walking [37]. In order to study interlimb phasing, we utilize an overground platform that is capable of faster phase-shifting perturbations than that of known treadmills [32], [38].

III. PRELIMINARIES

In this section we define some background concepts and mathematical formalisms for use throughout the paper.

A. Leg Coordinates

A leg is modeled as a planar serial kinematic chain attached to the torso in Fig. 1. This study is only concerned with motion in the sagittal plane, and thus all joints are treated as pin joints. The hip is located at \((p_x, p_y)\). The coordinate \(p_x\) represents the horizontal hip position, which is one of the phase variable candidates we will analyze. The global angle \(\theta_p\) between the torso and the gravity vector is known as the pelvic tilt. The relative hip angle \(\theta_h\) is defined between the torso and the thigh. The relative knee angle \(\theta_k\) is defined between the thigh and the tibia. Finally, the relative ankle angle \(\theta_a\) is defined between the foot and the perpendicular of the shank. The coordinate vector of the leg is thus given by \(q = (p_x, p_y, \theta_p, \theta_h, \theta_k, \theta_a) \in \mathbb{R}^6\).

We can obtain other global variables from these leg coordinates that may be useful as phase variables. The thigh angle, defined as the angle of the thigh with respect to the gravity vector, is obtained by \(\Theta = \theta_h - \theta_p\). The tibia angle is similarly defined as \(\theta_k = \theta_k - \Theta\). The thigh angle, which we refer to as the global hip angle, will play an important role in computing the hip phase angle later in the paper.

B. Phase Variable Reparameterization

Given that biped dynamics are modeled as a second-order dynamical system via the Euler-Lagrange equations [12], the state of a leg at time \(t\) is given by the vector \(x(t) := (q(t), \dot{q}(t)) \in \mathbb{R}^{12}\). When the leg is in contact with the ground without slipping, there are two to three contact constraints that reduce the dimensionality of the system by constraining unactuated coordinates, e.g., horizontal/vertical translation [39]. The actuated coordinates, i.e., the leg joint angles and velocities, have rhythmic patterns during locomotion. We therefore define a projection \(\varpi : \mathbb{R}^{12} \rightarrow \mathbb{R}^6\) from the full state vector to the actuated subset \(z = \varpi(x) \in \mathbb{R}^6\). A steady walking gait with nominal trajectory \(x^*(t) = (q^*(t), \dot{q}^*(t))\) then has a periodic reference trajectory \(z^*(t) = \varpi(x^*(t)) = z^*(t + T)\) for all \(t\) and some minimal period \(T > 0\).

In gait analysis or control the projection of the current state \(x\) should match the current reference of the actuated coordinates, \(z^*\). Typically, the current reference state is determined
by the current time. That is, at time \( t \), the reference point is \( z^*(t) \). This choice leads to two issues:

I1 In a single stride, if \( t > T \) then it is not clear what the reference should be. This could happen when taking longer steps than usual.

I2 Because time increases at a constant rate, the reference state \( z^* \) will always progress at this rate regardless of the actual state \( x \). The reference gait cannot be slowed or accelerated in response to perturbations.

These issues can be overcome by using a phase variable instead of time to determine the current reference state. A phase variable \( \varphi \) is computed as a real-valued function \( f \) of the full state \( x \). Thus, at time \( t \), \( \varphi(t) = f(x(t)) \). In order for \( \varphi \) to be well-defined, it must satisfy two properties:

P1 Every state of the reference trajectory \( z^*(t) \) must correspond to a unique value of \( \varphi \). This is guaranteed if \( \varphi(t) \) monotonically increases or decreases along a nominal trajectory \( x^*(t) \), i.e., the time-derivative of \( \varphi^*(t) = f(x^*(t)) \) is non-zero for all \( t \).

P2 For any state \( x \in \mathbb{R}^2 \), the function \( f(x) \in I \) where \( I = \{ \varphi \mid \varphi = f(x^*(t)) \} \) for some \( t \) is the set of phase values corresponding to a nominal trajectory \( x^*(t) \). This is guaranteed if the range of \( f(x) \) is equal to \( I \).

These properties together allow us to use the current state \( x \) to determine the reference state \( z^* \). We say that we have reparameterized the reference periodic trajectory \( z^*(t) \) by the phase variable \( \varphi = f(x) \). The current time is irrelevant to this procedure and \( \varphi \) is bounded in \( I \), thus overcoming issue I1. If \( \varphi \) can be influenced by perturbations or volitional movement, then it is possible for the current value of \( \varphi \) to accurately represent the location in the gait cycle, which overcomes issue I2. In applications to prosthetic control, the human user could directly control the reference state of the prosthesis by moving a phase variable under his/her influence. In this paper we will derive such a variable related to the human hip joint.

### C. Periodic Orbits and Stability

The periodic trajectory \( z^*(t) \) of a nominal walking gait defines a periodic orbit \( O := \{ z \mid z = z^*(t) \text{ for some } t \} \) in the state space \([40]\). In the orbital sense of stability, the state \( z \) stays in a neighborhood of (or converges to) the orbit \( O \) after perturbations. Phase is a time-invariant quantity equivalent to position along the periodic orbit. Mathematically, there exists a scalar function of the state that represents phase on the periodic orbit \([41]\), but this function (the phase variable) is unknown for uncertain dynamics like that of human locomotion.

If the human gait cycle is orbitally stable, a perturbation along (or tangential to) the orbit will result in little to no response from the human, because the state will still be on or near the orbit. This is what we call a phase-shifting perturbation. A phase variable should shift up or down to characterize this change in position along the orbit. Evidence of orbital stability has been found by analyzing variability in non-perturbed human walking \([42]\), but this work did not consider a representation of the location on the periodic orbit.

In this study we utilize translational perturbations to move the stance foot relative to the body’s center of mass as an approximation of a phase-shifting perturbation. Although this perturbation will cause slight deviations from the periodic orbit \([32]\), the transient effects will be minimized by a proper phase parameterization. We consider these transient effects when forming our hypotheses in Section IV-B.

### IV. Methods

In this section we derive a biologically meaningful monotonic phase variable that can be used for gait analysis and to control robotic prosthetic legs. We then state the hypotheses that will let us conclude whether certain phase variable parameterizations yield better results than a time-based parameterization when representing the behavior of joint trajectories during non-steady gait. Finally, we explain the experimental protocol used to investigate these hypotheses.

#### A. Deriving the Hip Phase Angle

We begin the phase variable derivation by examining a normative trajectory of the global hip angle \( \Theta \) during human walking (see Section IV-C for data collection methods). The time derivative of the global hip angle, denoted as \( \dot{\Theta} \), is computed numerically and filtered with a 5 Hz low-pass cutoff. A closed periodic orbit can be observed in the phase portrait of \( (\Theta(t), \dot{\Theta}(t)) \) in Fig. 2 (left). The polar angle \( \varphi \) of the state on the periodic orbit can be computed as \( \varphi(t) = \text{atan2}(\dot{\Theta}(t), \Theta(t)) \), where \( \text{atan2} \) is the four-quadrant inverse tangent function. This function is bounded in \([0, 2\pi]\) and therefore satisfies Property P2 to ensure the parameterization of the gait cycle is well-defined, i.e., all possible values of \( \varphi \) correspond to some reference state (Section III-B).

The function \( \varphi \) is plotted in Fig. 2 (left) from the mean trajectory of \( \Theta(t) \). The phase trajectory is very nonlinear and has a problematic non-monotonic region at the end, violating Property P1. Although linearity is not theoretically necessary for a phase variable, nonlinear regions of the phase trajectory can amplify the effect of sensor noise and should be minimized in practice. Hence, we redefine the phase variable as

\[
\varphi(t) = \text{atan2}(k\dot{\Theta}(t), \Theta(t))
\]

(1)

where \( k \in \mathbb{R} \) is chosen to make the phase portrait more circular so that \( \varphi(t) \) approximates a linear function of time (Fig. 2, right). Strict linearity can be achieved if \( \Theta(t) \) is sinusoidal:

**Theorem 1:** If \( \Theta(t) = a \cos(\omega t) \) for \( \omega = 2\pi F \), then \( \varphi(t) \) defined in (1) is strictly monotonic for any frequency \( \omega \) and constant \( k \). Moreover, if \( k = -1/\omega \) then \( \varphi(t) \) is also linear.

**Proof:** We first compute \( \dot{\varphi} \) and \( \ddot{\varphi} \) to be

\[
\dot{\varphi}(t) = -\frac{k\omega^2}{\cos^2(\omega t) + k^2\omega^2 \sin^2(\omega t)}
\]

(2)

\[
\ddot{\varphi}(t) = \frac{k\omega^3(k^2\omega^2 - 1) \sin(2\omega t)}{(\cos^2(\omega t) + k^2\omega^2 \sin^2(\omega t))^2}.
\]

(3)

It is clear from (2) that \( \dot{\varphi}(t) \neq 0 \) for any \( t \) regardless of constants \( k \) and \( \omega \), thus ensuring monotonicity. Letting \( k = -1/\omega \), then \( \dot{\varphi}(t) = 0 > 0 \) and \( \ddot{\varphi}(t) = 0 \) for all \( t \), implying that \( \varphi(t) \) is linear and time-scaled by frequency \( \omega \).

This result would satisfy Property P1 to ensure that every state in the joint pattern corresponds to a unique value of
the phase variable, even when the exact frequency is not known. The linearity result of Theorem 1, which is desirable for practical reasons, requires knowledge of frequency $\omega$ to compute $k = -1/\omega$. The constant $k$ can alternatively be computed from the range of motion of the phase portrait when $\Theta(t) = a \cos(\omega t)$:

$$k = \frac{1}{|2a|} \frac{|\max(\Theta(t)) - \min(\Theta(t))|}{|\max(a \cos(\omega t)) - \min(a \cos(\omega t))|}$$

(4)

Hence, the constant $k$ can be computed every gait cycle to optimize linearity.

To leverage Theorem 1, the biomechanical variable $\Theta$ must have a nearly sinusoidal trajectory over the gait cycle. We chose the global hip angle because its correlation coefficient with respect to a cosine or sine signal is the largest ($r = 0.943$) of all the kinematic variables in Fig. 1. The relative hip angle $\theta_h$ is close behind ($r = 0.936$). Although the global tibia angle $\theta_t$ has been successfully used to control a prosthetic ankle in [28], it yields a smaller correlation coefficient ($r = 0.778$) than the global or relative hip angles. This analysis suggests that the phase portrait of the hip joint can be effectively transformed into a nearly monotonic and linear phase variable, as seen in Fig. 2 (bottom-right). The nonlinearity in the middle and the flat region at the end of the phase variable trajectory correspond to brief regions of the hip trajectory that deviate from a cosine signal. It is possible to improve the linearity of this region by computing the hip phase angle using the integral of $\Theta$ rather than the derivative [43], which will be discussed in Section VI. However, for our purposes the velocity-based hip phase angle is sufficiently monotonic to parameterize the vast majority of the human gait cycle. For convenience we normalize the phase variable between zero and one for the rest of the paper, i.e., $\varphi = \text{atan2}(k\Theta, \Theta)/2\pi$.

### B. Hypotheses

1) **Interjoint Coordination:** We wish to determine whether the proposed phase variable can accurately parameterize leg joint trajectories during non-steady gait. The perturbation mechanism from [32] moves the stance leg relative to the body’s center of mass, which approximately shifts the stance leg joints to a previous or future configuration of their nominal kinematic orbits. If the gait cycle is orbitally stable, the leg joints would continue from this new location on their periodic orbits. In order to evaluate this behavior we compute the correlation coefficients between perturbed and non-perturbed joint angle trajectories amongst different parameterizations. In particular, we expect to see perturbed joint trajectories shifted backward or forward with respect to the nominal trajectories over time, depending on the perturbation direction. However, when the joint angles are reparameterized by a robust phase variable, the shift would be captured by the phase variable resulting in perfectly overlapping trajectories. Therefore, correlation coefficients are expected to be consistently greater over a proper phase variable than over time, otherwise the phase variable does not provide a robust parameterization of the human gait cycle.

**Hypothesis 1 (H1):** The correlation coefficients between perturbed and nominal joint trajectories will be greater (and less variable) when parameterized by hip phase angle than by time or hip position. In addition, the coefficients from the hip phase angle parameterization will be marginally close to one.

Because we cannot perturb the leg state perfectly tangential to the periodic orbit (i.e., a pure phase-shift), we should expect some transient effects in the experimental data [32]. If the periodic orbit is stable, the leg state would remain in a neighborhood around (or converge to) the periodic orbit after a perturbation that does not stop the cycle. A phase variable that properly represents the location on the orbit would consistently minimize the transient error observed between the perturbed and nominal joint trajectories when parameterized by that variable. The total observed error can be quantified by the Root Mean Squared (RMS) value of the observed error trajectory.

**Hypothesis 2 (H2):** The RMS errors between perturbed and nominal joint trajectories will be smaller (and less variable) when parameterized by hip phase angle than by time or hip position.

2) **Interlimb Coordination:** A topic of inquiry in human locomotor control is the manner of coordination between legs, e.g., how sensory feedback from one leg affects the control of the other. In this study we wish to determine how the
phasing of one leg affects the phasing of the other. We define an ipsilateral parameterization of one leg’s joints using a phase variable from the same leg, whereas a contralateral parameterization of one leg’s joints may utilize the other leg’s phase variable (e.g., swing leg joints parameterized by the stance leg phase variable). Identifying the most robust parameterization (ipsilateral vs. contralateral) may give clues about the underlying feedback control architecture behind human locomotion. The robustness of each parameterization can be tested by shifting the phase of one leg relative to the other leg using the same perturbations described for H1-H2. These phase shifts will also show how the legs ultimately synchronize to maintain coordination. The correlation coefficients and RMS errors can be used to compare and draw conclusions about these two interlimb phase parameterizations.

**Hypothesis 3 (H3):** The ipsilateral hip phase angle will provide the greatest correlation coefficients and smallest RMS errors between the perturbed and nominal joint trajectories of each leg.

### C. Experimental Protocol

The perturbation platform from [32] was embedded in the middle of an 8 m walkway (Fig. 3). A force plate (Kistler, Winterthur, Switzerland) was placed on top of the platform to detect foot contact. The top of the force plate was level with the walkway surface. The perturbation platform was designed to move the stance foot 5 cm forward or backward in 100 ms [32]. This perturbation magnitude and duration were specifically chosen to cause an abrupt phase shift along the periodic orbit. The gait cycle was accelerated or decelerated by moving the stance foot behind or ahead of the body, respectively. A total of ten motion capture cameras (Vicon, Oxford, UK) were used to capture the kinematics of the subject walking. After experiments the joint kinematics were processed using Vicon Nexus Plug-in-Gait software.

The experimental protocol was reviewed and approved by the Institutional Review Board (IRB) at The University of Texas at Dallas. A total of ten able-bodied subjects (6 male and 4 female) were enrolled in the study. The experiment involved four sets of 72 trials (288 trials in total) for each subject. Each trial consisted of the subject walking from a fixed starting point, stepping with their right foot on the force plate in the middle of the walkway, and continuing to walk until the end of the walkway (Fig. 3). Although force plate targeting does not significantly alter gait kinetics or kinematics [44]–[46], the subject was given time before data collection to find a preferred starting point on the walkway to achieve consistent, clean contact on the force plate with minimal targeting. Handrails were located along the walkway to mitigate the risk of falling, but no subject used them at any time during the experiment.

When a subject stepped on the perturbation mechanism, one of seven possible conditions would randomly occur: 1) forward perturbation after a 100 ms delay (100fwd), 2) backward perturbation after a 100 ms delay (100bwd), 3) forward perturbation after 250 ms delay (250fwd), 4) backward perturbation after 250 ms delay (250bwd), 5) forward perturbation after 500 ms delay (500fwd), 6) backward perturbation after 500 ms delay, and 7) no perturbation (NP). At these specific times, the hip, knee, and ankle joints are typically in a monotonic region of the angular trajectories as will be seen later [1]. Thus a perturbation at these instants would not cause the joints to deviate much from their nominal periodic orbits [32]. To prevent anticipatory compensations from the subjects, the perturbation conditions 1-6 were randomized with a probability of 0.083 each, whereas no perturbation (condition 7) occurred with a probability of 0.5. A supplemental video of these perturbation conditions is available for download.

### D. Statistical Analysis

The correlation coefficients between average perturbed and average non-perturbed joint angle trajectories were computed using MATLAB (MathWorks, Massachusetts, USA) for each perturbation condition per subject. The correlation coefficient averaged across all types of perturbations was calculated in order to have a single metric per subject capable of quantifying the performance of each parameterization. We consider that despite the type of perturbation the correlation coefficient can measure how well any of the leg joint angles followed their nominal (non-perturbed) joint trajectory (see Section IV-B). An upper-tail t-test was used to statistically compare the correlation coefficients of the time-based and two phase variable parameterizations of the joint angle trajectories between perturbed and non-perturbed conditions. A p-value less than 0.05 in this test would correspond to a statistically greater correlation coefficient for one parameterization than another parameterization, by which we tested H1 and H3.

A lower-tail t-test was used to compare the observed transient error between parameterizations. The observed transient error was quantified by the RMS error between the average perturbed joint trajectories and the average non-perturbed joint trajectories for each parameterization per subject. An overall error was calculated by averaging the RMS errors across all types of perturbations. This averaged RMS error provides a single metric capable of describing the transients of one subject across all the perturbations. A p-value less than 0.05 in this analysis would correspond to a statistically smaller transient response observed for one parameterization than another, by which we tested H2 and H3.

A correlation coefficient equal to one between perturbed and non-perturbed joint trajectories would imply a perfect overlap of the joint trajectories, which is desired in a proper phase parameterization. However, it is not possible to achieve a perfect correlation coefficient from experimental data due to noise, misaligned markers, or general variability. Therefore, a 95% lower confidence interval (CI) on the correlation coefficient between perturbed and non-perturbed joint angle trajectories was calculated for each parameterization to further test H1. This CI informs on how statistically close the correlation coefficient can approach the value of one for each parameterization. Similarly for H2, an upper bound CI was computed for the RMS error to measure the closeness of the error to a value of zero.

Finally, a lower-tail F-test is used to determine whether the correlation coefficients and RMS errors have a smaller
standard deviation (SD) in the phase angle parameterization as proposed in H1 and H2. This would suggest that the trajectories are consistently represented in the parameterization.

V. RESULTS

A. Interjoint Coordination

Visual inspection of Figs. 4 and 5 reveals that the hip phase angle parameterized the perturbed joint trajectories substantially better than both time and hip position. The parameterizations by time and hip position show a clear phase shift of the joint trajectories caused by each perturbation. No phase shift is observed in the hip phase angle parameterization, indicating that the phase shift was accurately captured by the hip phase angle. This phase shift in the hip phase angle is clearly seen in Fig. 6. The phase angle deviated from its nominal trajectory during the perturbation duration (100 ms) and then continued parallel to the nominal trajectory until reaching the same end-point value (one), earlier or later in time depending on the perturbation direction.

The perturbation responses appear similar for both the 100 ms and 250 ms onset conditions. The perturbation occurring at 500 ms after initial contact did not produce any noticeable kinematic changes. This could be due to the perturbation occurring during the double support period, which may make the subject’s gait robust against perturbations to the trailing stance leg. Thus, the 500 ms onset condition was excluded from the statistical analysis.

Across subjects the parameterization by hip phase angle yielded the highest correlation coefficients per joint. The sample means and SDs for each parameterization are given in Table I. When conducting upper-tail t-tests on the inter-subject correlation coefficients between parameterizations, the p-values for the phase angle parameterization were found to be smaller than the confidence value of 0.05 (Table II). These p-values support the claim in H1 that the correlation coefficients are greater when the joint trajectories are parameterized by the hip phase angle than by time or hip position. Moreover, the t-tests found no statistical difference between the parameterizations of hip position and time, suggesting that hip position is not a robust representation of phase for human locomotion.

The hip phase angle also maximized the correlation coefficient’s closeness to one and minimized its variability compared to the other parameterizations. A lower-bound 95% CI of the correlation coefficient was computed for each parameterization, showing the minimum statistical value of the correlation coefficient (Table I). The lower-bound CI of the hip phase angle’s coefficient reaches a value as high as 0.99, whereas the time and hip position parameterizations reach values of 0.94 and 0.96, respectively. Hence, the correlation coefficient of the phase angle parameterization is approximately equal to one as predicted in H1. Moreover, the SD of the correlation coefficients is smaller in the phase-based parameterizations.
Fig. 4. The hip, knee, and ankle joint angles (top, middle, and bottom rows) for the initiating leg (i.e., leg contacting the perturbation platform) are shown parameterized over time (left), hip position (center), and hip phase angle (right) for 100 ms onset condition. The blue solid line represents the non-perturbed trajectories, whereas the red dashed and green dash-dot lines represent the joint trajectories perturbed backward (i.e., moving stance leg behind the body) and forward (i.e., moving stance leg ahead of the body). The black dashed vertical line represents the onset time of the perturbation.

Fig. 5. The hip, knee, and ankle joint angles (top, middle, and bottom rows) for the initiating leg (i.e., leg contacting the perturbation platform) are shown parameterized over time (left), hip position (center), and hip phase angle (right) for 250 ms onset condition. The blue solid line represents the non-perturbed trajectories, whereas the red dashed and green dash-dot lines represent the joint trajectories perturbed backward (i.e., moving stance leg behind the body) and forward (i.e., moving stance leg ahead of the body). The black dashed vertical line represents the onset time of the perturbation.
angle accurately and consistently represents the location of the
F-test in Table III. These analyses suggest that the hip phase
in the phase angle parameterization according to the lower-tail
tests in Table III indicate that the RMS errors are statistically
smaller when the joint trajectories are parameterized by the
hip phase angle than by time or hip position, which supports H2.

In addition, the SD of the RMS error was statistically smaller
for ipsilateral and contralateral phase angle parameterizations.
The hip phase angle yielded the smallest SD amongst all parameterizations.

The error observed between the perturbed and non-perturbed
joint trajectories was smaller and less variable over the hip
phase angle than over time, Fig. 7. The RMS values of these
error trajectories quantify how well the parameterization cap-
tures the convergence of the joint angles back to their periodic
orbit after a perturbation. Table I shows the mean and SD of
these RMS errors for all parameterizations. The lower-tail t-
tests in Table III indicate that the RMS errors are statistically
smaller when the joint trajectories are parameterized by the
phase angle than by time or hip position, which supports H2.

In addition, the SD of the RMS error was statistically smaller
in the phase angle parameterization according to the lower-tail
F-test in Table III. These analyses suggest that the hip phase
angle accurately and consistently represents the location of the
human subject in his/her stable periodic orbit, whereas time
and hip position do not. A supplemental data file contains
the joint-specific correlation coefficients and RMS errors per
parameterization for each human subject.

B. Interlimb Coordination

The correlation coefficients and RMS errors were computed
for ipsilateral and contralateral phase angle parameterizations.
In particular, each leg’s hip phase angle was used to parameter-
ize the respective leg’s joint angles (ipsilateral hypothesis)
or the opposite leg’s joint angles (contralateral hypothesis).
For this analysis we consider only the step when the initiating
leg is in contact with the force plate, rather than a
complete gait cycle. Fig. 8 shows the non-initiating (swing) leg
during the perturbation step parameterized by ipsilateral and
contralateral phase angles. Tables IV and V show the across-
subject mean values associated with the correlation coefficients
and RMS errors for each interlimb parameterization. The
ipsilateral phase angle parameterizes the joint angles more
consistently across perturbations.

Fig. 9 shows the swing-to-stance transition of the non-
initiating leg with and without perturbations that occurred 250
ms after contact of the initiating leg. The joint kinematics
of the non-initiating leg are unaffected by the perturbation
while in swing. From Figs. 8 and 9 it can be seen that, after
a perturbation, the non-initiating leg synchronizes with the
1. The correlation coefficients per joint are shown for different interlimb parameterizations. PV(XX) - YY represents the joints of leg YY parameterized by the phase angle of leg XX.

2. The RMS errors per joint are shown for different interlimb parameterizations. PV(XX) - YY represents the joints of leg YY parameterized by the phase angle of leg XX.

3. The p-values per joint from upper-tail t-tests of the claim in H3 that the ipsilateral phase angle provides the greatest correlation coefficients and smallest RMS errors. The majority of the p-values are less than the confidence level of 0.05, thus supporting H3 (i.e., a phase variable local to each leg). The supplemental data file contains the subject-specific values used for this statistical analysis.

TABLE VI
Statistical Analysis on Interlimb Correlation

<table>
<thead>
<tr>
<th>Leg</th>
<th>Hip</th>
<th>Knee</th>
<th>Ankle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swing</td>
<td>0.007*</td>
<td>0.019*</td>
<td>0.151</td>
</tr>
<tr>
<td>Stance</td>
<td>0.016*</td>
<td>0.040*</td>
<td>0.015*</td>
</tr>
</tbody>
</table>

The p-values per joint from upper-tail t-tests of the cross-subject correlation coefficients being larger for an ipsilateral parameterization.

TABLE VII
Statistical Analysis on Interlimb RMS Error

<table>
<thead>
<tr>
<th>Leg</th>
<th>Hip</th>
<th>Knee</th>
<th>Ankle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swing</td>
<td>0.014*</td>
<td>0.004*</td>
<td>0.454</td>
</tr>
<tr>
<td>Stance</td>
<td>0.036*</td>
<td>0.001*</td>
<td>0.026*</td>
</tr>
</tbody>
</table>

The p-values per joint from lower-tail t-tests on the cross-subject RMS errors being smaller for an ipsilateral parameterization.

VI. DISCUSSION

For the most part, the hip phase angle fulfilled the requirements of a phase variable established in Sections III-B and IV-A. We computed this phase variable from the global hip angle because of its close resemblance to a cosine function during the gait cycle, but the relative hip angle may also be a suitable choice. The trajectory of the hip phase angle appears bounded, monotonic, and mostly linear in Fig. 6. There is, however, a short region at the beginning and end of the gait cycle where this variable loses strict monotonicity because of the high velocities associated with the impact of heel strike, which briefly violate the assumption of a sinusoidal signal in Theorem 1. This only presented a limitation when computing the last 10% of the phase-based error in Fig. 7. The last 10% of the gait cycle can be better captured by computing the phase angle with the integral of the hip angular position rather than the derivative [43], which will be discussed later.
of orbital stability, where the hip phase angle represents the location on the orbit. The ability of this variable to parameterize transient responses also suggests that it may be robust to other types of perturbations encountered during walking.

B. Interlimb Coordination

Interlimb phasing does not appear to synchronize until the double support period. The perturbation to the initiating (stance) leg is not visible in the non-initiating leg during swing (Fig. 9). This phase difference between legs disappears during the double-support period, after which the non-initiating leg (now in stance) has synchronized to the phase of the initiating leg (now in swing). This suggests that the stance leg might be in control of the overall phase of the gait cycle, i.e., the swing leg (leading leg) adopts the phase of the stance leg (trailing leg) at the end of a step.

The statistical tests for H3 (Table VI) support an ipsilateral parameterization of the legs, i.e., each leg parameterized by its own hip phase angle. A proper parameterization of the joint trajectories of the non-initiating leg (i.e., swing leg) should respect the fact that this leg was not affected during the perturbation step as seen in Fig. 9. However, the contralateral parameterization (based on the stance hip phase angle) in Fig. 8 seems to artificially perturb the swing leg. This behavior is not present in the ipsilateral parameterization, suggesting that the progression of the swing joint angles is represented better by the ipsilateral phase angle.

The swing ankle joint has the only p-value greater than the confidence level in Table VI. This could be due to the ankle’s variability. A previous study found that the variability of the ankle does not correlate to the variability of the other leg joints [47]. It seems that the swing ankle could be acting passively or under the influence of local reflexes that are not well characterized by the phase angle of either hip joint.

C. Biological Implications

These results suggest that the human neuromuscular system may independently encode the phase of each leg via ipsilateral sensory feedback, which could be related to each leg’s hip phase angle. These two senses of phase become synchronized when physically constrained by the ground during double support. Thus human legs may be coordinated primarily by ground contact. This biological hypothesis of interlimb coordination contrasts with the standard method of controlling biped robots with a master phase variable related to the stance leg [12].

The interjoint coordination results align with the concept of “proximal controls distal” in [48], where Popović et al. found that shoulder flexion/extension strongly predicts elbow flexion/extension and forearm pronation/supination during hand manipulation tasks. The shoulder joint angle was then proposed as a control input to a neural prosthesis for stimulating elbow and forearm motion [48]. Analogously, we have found that hip phasing strongly predicts knee and ankle phasing. In particular, the correlations in the hip phase angle parameterization were very similar for the hip and knee joints (0.99+), whereas the correlation decreased only slightly to 0.955 at the ankle (Table I). Hip motion could thus be used as an input for
controlling distal leg joints in prosthetics applications, which will be discussed in Section VI-D.

Our results can also be interpreted in terms of a “proximo-distal gradient” control architecture governing the gait cycle [10], [49]. The proximo-distal gradient hypothesis states that the more proximal joints are more influenced by feedforward signals from the spinal cord, whereas the more distal joints are more influenced by local force feedback loops. Along these lines, it is possible that feedforward signals kept the phasing of the hip and knee joints highly correlated across perturbations. However, these feedforward signals must have been quickly modulated by afferent feedback from the hip to produce the phase shifts observed after perturbations. The presence of positive force feedback loops about the ankle joint [50] could explain why this joint had the smallest correlation coefficient and greatest RMS error in the hip phase angle parameterization (Table I). It is possible that a COP-based parameterization of the stance ankle pattern [22] could better account for these force feedback loops, but the limitation of the COP to the stance period prevented us from directly comparing it with the hip phase angle across the gait cycle.

Regardless of the underlying neuromechanics, the hip phase angle appears to provide a very robust parameterization of the human gait cycle and thus could be particularly useful in gait studies. Perturbation studies of rhythmic behavior are limited by the lack of an observable variable that uniquely represents the cycle phase after a perturbation or stimulus [9]. Although phase is equivalent to time during steady gait, a perturbation can alter the progression of phase, e.g., slowing or accelerating the gait pattern. Time still advances at a constant rate, so the conventional gait cycle percentage (time normalized between discrete events) distorts the deviation between perturbed and nominal kinematics (left sides of Figs. 4 and 5). An observable representation of phase like the hip phase angle is needed to view the transient response from the perspective of the human body. This approach is related in principle to the method of dynamic time warping [51], which scales time to better match kinematic profiles (e.g., for gait recognition [52]). However, the “similarity searches” involved in dynamic time warping are non-causal so do not provide a real-time measure of the body’s progression like a phase variable does.

**D. Robotics Implications**

These results also have implications on the selection of phase variables for legged robots. The majority of dynamic walking robots control their joint patterns using the stance leg angle (i.e., hip position) as a phase variable [12]. This worked well for sagittal-plane biped models, but only recently was it realized that the choice of phase variable has substantial implications on the stability of 3D walking [19]. The choice of stance leg angle results in a difficult stabilization problem that requires event-based control updates to achieve stable 3D walking [18]. Biped robots could possibly be made more robust and human-like by instead controlling joint patterns with the hip phase angle. This also begs the question as to whether biped robots could benefit from ipsilateral interleg phasing as opposed to the current paradigm of a master phase variable associated with the stance leg.

Wearable robots like powered prostheses and orthoses could also benefit from a human-like sense of phase. Powered prostheses and orthoses almost universally use several control modes in a finite state machine (FSM) representation of the gait cycle [5], where switching rules or estimates of gait cycle phase (typically relying on several sensors) determine when to switch between control modes. Determining the correct timing of events based on the human’s motion is crucial to the operation of these devices. The hip phase angle could provide an accurate and easy-to-measure estimate of the human’s gait cycle phase for these control strategies. More recent unified control strategies for prosthetic legs [21], [24], [27] could also use the hip phase angle to parameterize joint trajectories for the entire gait cycle (see initial work in [53]). By controlling joint patterns as continuous functions of the hip phase angle, prosthetic legs could better match the phase of the human user and consequently respond to perturbations in predictable human-like manner.

Although the hip phase angle can be easily computed offline from post-processed kinematic data, its dependence on angular velocity presents a challenge for real-time computation in a prosthetic control system. Angular velocity is very susceptible to noise from impacts, which we saw affects the linearity of the phase variable (Fig. 6). Filtering this noise would introduce undesirable phase lag in the real-time controller. Furthermore, a phase variable that depends on velocity is only one derivative away from the equations of motion, i.e., relative degree-one [54], which prevents the use of derivative error corrections in the controller. Recent work [43] introduces relative degree-two alternatives to the velocity-based hip phase angle, including a phase angle computed from the hip angle and its integral. The integral-based hip phase angle is more robust to noise and more linear (even the last 10% of the gait cycle), which facilitated implementation in a powered knee-ankle prosthesis in [53]. However, the analysis in [43] found that human joint kinematics are parameterized more accurately by the velocity-based phase angle considered in the present paper.

**E. Study Limitations**

The experimental protocol of targeting the perturbation platform during overground walking could be considered a limitation of the study. We do not believe that knowledge of the perturbation mechanism significantly affected the results. Previous studies have shown that the kinetics, ground reaction forces, and kinematics are not altered by targeting a force plate [44]–[46]. Our experimental protocol also randomized all perturbation conditions with an increased probability of no perturbation to prevent anticipatory compensations. Hence, even if the human subjects were conscious of the perturbation mechanism, it was impossible to correct their kinematics in favor of a specific type of perturbation. Analysis of EMG recordings also did not find abnormal co-contraction other than during the swing-to-stance transition [32], which occurred before the perturbations and thus did not affect the perturbation responses. Although known treadmills cannot accelerate as quickly as our perturbation mechanism, future experiments with pseudo-random perturbations on an instrumented split-belt treadmill may verify these overground findings.
VII. CONCLUSION

In this paper a robust phase variable (the hip phase angle) was derived analytically and validated by perturbation experiments with human subjects. A statistical analysis comparing the perturbed and non-perturbed joint kinematics concluded that the hip phase angle is a better parameterization of the gait cycle than time and a different phase variable. An analysis of interlimb coordination supported an ipsilateral control of wearable robots in synchrony with human limbs, and possible insight into the underlying control mechanisms behind human locomotion. The fact that the hip phase angle was derived from a single measurement will facilitate its implementation in wearable robots. Future work will involve verifying these results with quasi-random treadmill perturbations and using the hip phase angle to control a robotic prosthetic leg (see [53]).
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