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Abstract

Firms often manage cyber risks first by investing in security technologies and then by purchasing cyber insurance to cover for residual risk. However, despite the increasing dependence of firms on information assets, a mature market for cyber insurance is yet to emerge. Lack of actuarial data, market inexperience and accounting difficulties are widely cited as major reasons for slow growth of cyber insurance products. Here, we consider another possible explanation: filing cyber insurance claim for a previously undisclosed breach could constitute a tacit disclosure of the breach incident. Stakeholders use such information to adversely revise their risk perception about the firm - leading to a situation where an insured firm may avoid claiming losses incurred from a cyber attack. We develop a model that analyzes an insured firm’s optimal claim strategy when hit by a cyber attack. We show that this claim strategy influences the conditions for a viable market for cyber insurance products, and also explains why cyber insurance products could end up being unattractive to the target clientele. We also discuss the policy implications of our analytical findings.

1. Introduction

The current level of sophistication in security technology does not offer complete immunity from IT security risk. One way that firms try to cover information security risk is first by investing in security technologies, and then buying cyber insurance cover for the residual risk (Gordon, Loeb and Sohail, 2003). Cyber insurance refers to contracts that stand to mitigate liability issues, property loss, and theft (Marsh e-business solutions, 2003). These contracts may also cover financial loss resulting from data damage, loss of income from network security failures, cyber-extortion, cyber-terrorism, post incident public relations fees, and criminal reward fund reimbursements (CIO Magazine, 2003).
Because it has the potential to provide umbrella coverage of several information security risks, cyber insurance offers significant promise in the strategic management of residual IT security risks. It is not surprising, therefore, that the size of the cyber insurance market was expected to reach $3.6 billion by 2005 in US (Insurance Information Institute, 2003). However, the market failed to perform anywhere near that mark; estimates indicate a sale of only $200 million of cyber insurance products in 2002, whereas potential losses ran in billions (Treasury and Risk Management, May 25, 2004). This suggests that cyber insurance has failed to play the role of an efficient vehicle to manage IT security risk. Accepted reasons for the underdevelopment of the cyber insurance market are industry inexperience, scant empirical data and history, and difficulties associated with estimating cyber losses (ICLR Research, April 2004).

1.1. Problem and Motivation

While the above reasons for the weak cyber insurance market are clearly plausible, we ask the question: Are there some characteristics inherent to the behavior of insured firms that make cyber insurance products an ineffective means to transfer cyber risk? Consider the following observations:

- Breach incident disclosures have been empirically shown to adversely affect stock prices, and hence the market capitalization of a firm (Cavusoglu et al, 2004).

- The FBI survey of 2002 found that about 90% of respondents detected computer security breaches in the past year but only 34% reported those attacks to authorities (USA Today, April 2002).

- Firms fear that consumer confidence will decrease with occurrence of cyber attacks (ICLR Research, April 2004).

- The Ernst and Young Global Information Security Survey (2003) suggest that a section of IS managers fear that filing an insurance claim could expose security and intelligence breaches (Information Security Magazine, August 2004).

Given these observations, it is possible that regulatory restrictions permitting, firms may not claim a cyber loss if the act of making a claim discloses the cyber attack event to stakeholders.\(^1\)

Managers must therefore take into account the secondary loss that may be triggered by the act of

---

\(^1\) An insurance claim process constitutes investigation by the insurer (or a third party specialist), and involvement of the insured firm’s accounting affiliates and other groups, rendering it difficult to keep a breach event private.
claiming, while calculating the expected indemnity payout of the claim. If this altered claiming behavior is not apparent to the insurer, the expected indemnity calculated by the contracting parties may differ. Hence the offered premium structure may appear unattractive to the insured firm. We examine the impact of secondary (subsequent, uninsured) loss associated with cyber (direct, insurable) loss on the cyber insurance market.

1.2. Contributions and Findings

The main contributions and findings of this study are:

1. We build an economic model that describes an optimal cyber insurance contract and the optimal claim strategy for the insured firm. The model captures the effect of secondary loss associated with a cyber breach incident.

2. It is shown that the offered premium of a cyber insurance contract is always more expensive when the claiming strategy of the insured firm is not apparent to the insurer (Information Asymmetry), than when it is (Information Symmetry).

3. We show that insured firms optimally transfer more risk through cyber insurance contracts under information symmetry than otherwise.

4. In some situations the insurer prefers to consider the insured party’s claim strategy. In these situations we speculate that the cyber insurance market will strengthen. However, there are situations where the provider does not benefit from considering the insured firm’s claim strategy. We predict that these situations may result in an underdeveloped market, or worse, even market failure. We also discuss the policy implications of these situations.

Our work is significant in that it characterizes the special nature of an insurance contract in the domain of cyber risk. The overall contribution of this work is to provide an additional explanation for the underdeveloped cyber insurance market. Over time, it is possible that the extant reasons for the weakness in the cyber insurance market may be removed with technological advances. This paper identifies a more fundamental reason for market weakness that is based on economic, rather than technological factors. The rest of the paper is organized as follows. In Section 2, we review related work. In Section 3, we set up the basic model after providing the model background, and assumptions. Section 4 analyzes our model under different scenarios (information symmetry and asymmetry) of the cyber insurance market. In Section 5,
we report the results and insights from a variety of numerical experiments. Section 6 discusses results, and provides managerial policy implications. Section 7 provides directions for future research, and concludes our work.

2. Related Work

Our research brings together issues of insurance economics and IT security that jointly impact IT risk management within an organization. Specifically we adopt a traditional insurance contract, and have it perform under the new paradigm of IT security risks. Thus we review literature in two main areas: (1) Insurance Economics and (2) IT risk management.

2.1. Insurance Economics

Mossin and Smith (1968) analyze the rational purchase of insurance by an individual who faces risk of loss of her wealth, and exhibits a defined preference structure. In their work, an insurance contract is exogenously determined and a balance is sought between the incremental levels of premium and incremental coverage, where the insured chooses the level of deductible or the cap of the contract, and shares a chosen part of her risk with the insurer. On the other hand, using the endogenous framework of optimal insurance of Borch (1960), Arrow (1971) derives Pareto optimal insurance policies for risk-averse insurers (where coinsurance is optimal) and risk neutral insurers (where full coverage over a deductible is optimal). In line with Arrow’s work in this research we assume that the insurer is risk neutral and that the insured is risk averse., such that the offered cyber insurance contract is Pareto optimal above a deductible. Raviv (1979) extends and generalizes Arrow’s work and shows that risk preferences do not necessarily determine the forms of optimal insurance contract and that an optimal contract may feature both deductible and coinsurance. Although we do not employ this generalized nature of an optimal contract, we do provide a partial analysis of our problem (Appendix-B) with an insurance contract where both deductible and cap provisions exist. Schlesinger (1981) investigates optimal levels of deductibles in insurance contracts and has shown that under certain assumptions -
conditions of higher loss probability, higher degree of risk aversion or lower level of initial wealth - ensure lower deductibles (more insurance). The variations in the level of optimal deductible in our research builds over and above the above effects, and is a result of the information asymmetry in the cyber insurance market. Through the concept of ‘Risk Vulnerability’, Gollier and Pratt (1996) explain how the introduction of an unfair risk affects the willingness of the insuring parties to bear the risks of the existing assets, concluding that all standard and proper utility functions are vulnerable to risk. In another contemporary work, Gollier (1996) investigates optimal insurance contracts when some risks affecting wealth remains uninsured, and then shows how presence of this uninsurable background risk reduces the policy deductible when the insured behaves in an economically prudent fashion. In contrast to Gollier’s work, our uninsurable (secondary) risks are subsequent in nature, and could get triggered only when a claim is made – rendering ‘claiming the realized loss’ a strategic decision.

Ermoliev and Flam (2000) investigate issues of Pareto optimal insurance contracts under the conditions where the probabilities and distribution of losses are unavailable, and use a scheme of adaptive optimization using Monte Carlo simulation and already observed losses. While the above technique may extend this research in a subsequent phase, our current effort is limited to bringing out the optimal levels of deductible under information symmetry and asymmetry; and we employ numerical experiments to augment our analytical results. Breuer (2004), in his current work relaxes the nonnegativity constraints on the coverage function and investigates how optimal insurance contracts may evolve where for certain ranges of losses, the insured could actually compensate the insurer. Although this is an interesting dimension in itself, we have no indication of such exotic behavior in the cyber insurance domain, and this research considers strictly those contracts where under no circumstances does an insured firm compensates the insurer – barring the upfront premium that buys the contract.
2.2. IT risk management

Gordon, Loeb, and Tashfeen (2003) propose a framework of using cyber insurance in mitigating information risk exposure that may not be addressed through technology. In their framework, an organization needs to appreciate and assess its own information risk exposure and organizational risk profile, and then fill the technology gap (residual risk) through the use of pertinent financial instruments (cyber insurance contracts). Ogut et al. (2005) show how firms could distribute their risk mitigation efforts in technology and financial domains. Unlike the above, we develop our research in the sole premise of residual information risks, which may not be mitigated with the use of currently available technologies. Cavusoglu et al. (2004) investigate the observed effects of breach exposure on stock prices of affected firms through an event study, concluding negative impact under general considerations. Moderating the outcome of the event study by Cavusoglu et al. (2004), Campbell et al. (2003) argue that economic consequences of a reported breach depend on the underlying assets affected by the breach: clarifying that security breaches that involve unauthorized access of confidential data bring higher negative economic impact than otherwise.

In essence, the framework of our model brings together the intuitions developed by the seminal work of Borch (1960) and the observed secondary loss of realized breach (Cavusoglu et al., and Campbell et al.), whereas our model background somewhat resembles that of Gollier (1996). However, unlike Gollier’s work where an uninsurable background risk exists per se, in our work, the secondary loss (and risk thereof) is triggered by the act of breach disclosure (explicit or implicit), and is partly or fully controllable at the insured firms’ end. Unlike the works of Cavusoglu et al. and Campbell et al., secondary loss from an IT breach is not the effect, but the driver for downstream strategies in our model.
3. The Model

We first state some preliminaries, our assumptions, and describe the background useful for development of the model before we present notation (Table-1) used to develop the model. Notation used in later sections of this paper is also included here for convenience. Next we derive the claiming strategy of an insured firm when a cyber insurance contract is in place. Finally we develop the model, and solve it to provide an optimal cyber insurance contract from the perspective of an insured firm.

3.1. Preliminaries

Types of IT security breach: We classify IT security breaches in two main categories: pandemic and directed.

1. Pandemic breaches (typically outsider initiated) exploit system vulnerabilities of those IT systems, which are widely employed across firms (e.g. Microsoft Internet Information Services Remote Buffer Overflow). These breaches often propagate through network connectivity, and affect many firms in a short period of time (e.g. the rampant breaches caused by virus/worms such as ‘love-bug’, ‘I love you’ etc.). The discerning characteristics of these breaches are that a) there is no firm-specific malice intended, and that b) no firm-specific vulnerabilities are exploited. Given the scale and scope of these breaches, an affected firm has no motivation (and often no ability either) to conceal pandemic breaches.

2. A directed breach, on the other hand, exploits a firm specific flaw, or system/personnel vulnerability (flawed security policy, social engineering vulnerability etc.), and may be insider or outsider initiated. Because this is a firm specific attack, the breach often reveals the health and dependability of the information security practices of the specific firm. A firm, affected by a directed breach, has the motivation to mask the breach/vulnerability information from its stakeholders, and may do so (as suggested by FBI survey 2002, and the event study of Cavusoglu et al., 2004) within the bounds of accounting norms and other
regulatory obligations. When a firm is able to hide the breach information and does so, we term the directed breach ‘private’. When an affected firm discloses a directed breach publicly, we define the breach as ‘public’. The definition of a breach being private or public is ex-post: an affected firm’s decision in this regard necessarily follows the actual realization of the breach event.

In this research, we further assume that for an insured firm directed and pandemic breaches occur randomly in proportions $\delta$ and $(1- \delta)$, and within directed breaches, private and public breaches occur randomly in proportions $\gamma$ and $(1- \gamma)$.

**Types of Loss:** We categorize losses from security breaches into the following two types, *Cyber Loss* and *Secondary Loss*; and define them as follows:

1) *Cyber losses* are business, and other losses caused directly by a breach incident. This may include property, rights or transactional losses, maintenance and recovery expenses, contractual losses, as well as liability and other losses. In essence, all first party and third party losses that are directly attributable to the breach event are cyber losses. Such losses are direct, and may be covered in a cyber insurance contract.

2) *Secondary losses* stem from the ‘loss in stakeholder confidence’ when information about a breach incident reaches them. We differentiate secondary loss exposure from cyber (primary) loss exposure in the following manner: the first is a second-degree exposure, subsequent to the first-degree (direct) exposure of a realized breach. By the very fact that the secondary loss is a subsequent loss, it may not be covered in an insurance contract written for cyber loss.

It is important to realize the relationships between the types of breach, and the losses that stem from them. A public breach automatically begets both cyber and secondary losses to the firm (by our definition, the public breach incident is readily disclosed to the stakeholders). On the other hand, a private breach brings cyber loss to the firm anyway, but the secondary losses accrue only
when the breach information is available to the stakeholders in a direct or tacit manner (e.g., by the act of claiming). The pandemic breaches expose no firm-specific vulnerabilities, and the attacked firm suffers only cyber losses.

**Nature and magnitude of secondary loss:** Although studies have empirically established post-disclosure secondary losses for information compromises (Cavusoglu et al., 2004, and Campbell et al., 2003), the nature of such losses may vary. The secondary losses can be event oriented, loss oriented, claim oriented or some combinations thereof as we discuss below.

1. A breach is event oriented when the loss in stakeholders’ confidence, that translates to the secondary losses is constant - implying that all breach events erode stakeholder confidence by the same amount.

2. A breach is loss oriented when stakeholders revise their risk perception in relation to the magnitude of the cyber loss suffered. Here the loss in stakeholder confidence, and hence the secondary loss depends on the cyber losses suffered, which is known to the stakeholders.

3. A breach is claim oriented when stakeholders revise their risk perception in proportion to the magnitude of claim realized by the insurance firm after a breach. Now the secondary loss depends on the realized indemnity $I$ (assuming that not the primary loss, but the realized indemnity is known to the stakeholders from accounting and other statements).

4. When the risk perception is some combination of the breach event, losses, and claims made/realized, a weighted average method could be employed to appreciate the secondary loss.

For the sake of simplicity we treat secondary loss to be event oriented (and hence a constant) in this research$^2$.

**3.2 Assumptions**

To model the claiming as well the contracting strategy of an insured firm (hereafter) in relation to a cyber insurance instrument, we make the following assumptions.

1. The secondary loss faced by a firm from a realized IT security breach is constant.

2. The decision to claim is a subsequent decision taken after the breach has been realized.

---

$^2$ **Appendix-1** provides a treatment (towards optimal claim strategy of an Insured firm) of secondary loss that is claim oriented, $G = G(I)$. 

---
3. For private breach, the claiming process implicitly exposes the breach incident to the stakeholders (through formal or informal channels). For example, the breach information may reach the stakeholders through accounting statements, organizational grapevines, business analysts, or independent technology/trade watch groups.

4. The loss function for cyber losses \( f(x) \), the probability of directed breach \( \delta \), and the loading factor \( \lambda \) are common knowledge between the contracting parties of cyber insurance. This is done to separate out the effect of secondary loss and the claiming strategy on the cyber insurance market.

5. The expected indemnity payout is proportional to a constant loading factor \( \lambda \). This is a common assumption in the insurance literature (Raviv 1979) and allows the model to capture a market in which insurance prices (premiums) are set though the action of competitive forces.

3.3. Notation

- \( F_i \): Insuring firm, offering cyber insurance (assumed risk neutral)
- \( F_d \): Insured firm, buying cyber insurance (assumed risk averse)
- \( W \): Insured firm’s beginning wealth, a constant
- \( q \): Probability of an IT security breach
- \( \delta \): Conditional probability of a directed breach: \( P(\text{directed breach} | \text{breach}) \)
- \( \gamma \): Conditional probability of a private breach: \( P(\text{private breach} | \text{directed breach}) \)
- \( x \): Insured firm’s realization of cyber (primary) loss, given a breach
- \( f(x) \): Conditional distribution of the Insured firm’s cyber loss (transparent between the contacting parties), given a breach
- \( P \): Upfront premium for the cyber insurance contract
- \( \Gamma \): Insured firm’s claim strategy for a private breach
- \( I \): Indemnity payout, \( I(x) \geq 0, I'(x) \geq 0, \)
- \( G \): Secondary loss subsequent to a realized breach
- \( U \): Insured firm’s utility function (assumed concave)
- \( \lambda \): Insured firm’s market loading factor (known to both the contracting parties)

**Table-1. Model Parameters and Decision Variables**

3.4 The insurance contract

A cyber insurance contract is a couple \((P, I)\), so that when the insured firm \( F_d \) pays an upfront premium \( P \), the insurer firm \( F_i \) promises an indemnity payment \( I(x) \) in the event of a cyber loss
of magnitude $x$. The upfront premium $P$ depends on the probability distribution of cyber losses $x$ ($0 \leq x \leq \infty$) of insured firm $F_d$, and the market-loading factor $\lambda$, which includes (among others) third party security readiness assessment fees, and contract writing costs. Because we assume that the market-loading factor is proportional to the expected indemnity payout of the insurer, and that the insurer is risk neutral, $F_i$ offers a Pareto-optimal cyber insurance contract above a deductible $x_1$ (Borch, 1960). Assuming claims for losses above the deductible are payable in full, the indemnity payout is given by:

$$
I = 0 \quad 0 \leq x \leq x_1 \\
I = x - x_1 \quad x_1 < x
$$

(1)

The insurer requires the insured firm to make an upfront payment

$$
P = q(1 + \lambda) \int_{x_1}^{\infty} (x - x_1)f(x)dx,
$$

(2)

Where $q$ is the probability of breach, and the loss distribution $f(x)$ is conditionally defined on a given breach. The insured firm has an option to choose the deductible $x_1$ (assumed continuous here), that influences the level of the premium charged by the insurer.

### 3.5 The contract time line and payoffs to the parties

At the beginning of the contract period (typically a year), a cyber insurance contract is written. This requires the insured firm to communicate an optimal deductible $x_i^*$. For every deductible $x_i^*$, the insurer offers a Pareto optimal contract $(P^*, I^*)$, the form of which is represented by (1) and (2) above. If the optimal deductible is 0, the insured firm buys full insurance (100% transfer of IT security risk). In case the optimal deductible is infinitely high, the charged premium is $P^* = 0$, there is no contract and the insured firm accepts all risks (or ‘self insurance’). Between these two extreme deductible amounts, all contracts may be feasibly
written to optimally transfer partial IT risk to the insurer. Note that the loss function \( f(x) \), and the loading factor \( \lambda \) are common knowledge in our model, thus an offered contract \((P^*, I^*)\) in response to a communicated ‘optimal’ deductible \( x^* \) is always acceptable to the insured firm (assuming no secondary loss). A breach is realized with probability \( q \), and the probability that a realized breach is a directed one is \( \delta \). A directed breach becomes public with probability \( (1 - \gamma) \).

The disclosure of a public breach incident is automatic, and the secondary loss \( G \) occurs along with the cyber loss \( x \). The insured firm then claims for the cyber loss, and accrues the indemnity payout. On the other hand, a directed breach is private with probability \( \gamma \) and the secondary loss \( G \) is incurred only if the insured firm claims. Otherwise, only a cyber loss \( x \) is incurred\(^3\).

![Contingency Tree](image)

Figure-1. The contingency tree for payoffs to the insured firm in a cyber insurance contract

---

\(^3\) The utility of the insured firm \( F_d \) under all possible situations have been depicted in Figure-1. The payoff to the risk neutral insurer \( F_i \) is the upfront premium, which is the expected indemnity payout, loaded with the factor \( \lambda \). The ‘claim’ decision could include full/partial/no claim, depending on the optimized strategy of the Insured firm.
3.6 The insured firm’s decision problem

The insured firm first decides its optimal deductible $x_1^*$, and communicates it to the insurer. Having a contract in place, and having realized a private breach, the insured firm implements its optimal claim strategy (for public breach, the insured firm always claims its realized losses as per the contract provisions). However, the claim strategy in private breach affects the optimal deductible $x_1^*$ in the first place. Here, we utilize a standard backward induction method to find out the optimal claim strategy in the private breach first, and then the optimal deductible $x_1^*$, which maximizes the expected utility to the insured firm. Note that the claiming strategy in private breach implicitly comprises two decisions: ‘when to claim’, and ‘how much to claim’.

Define an indicator variable: $\Gamma(x) = 1$ when the insured firm claims a realized cyber loss $x$ through a private breach; else $\Gamma(x) = 0$. Because we assume an event-oriented, constant secondary loss $G$, $\Gamma(x) = 1$ could include only full claim decision⁴. Given the downstream claim strategy $\Gamma(x)$, the insured firm maximizes the following to arrive at its optimal deductible $x_1^*$.

$$
\begin{align*}
\max_{x_1, \Gamma(x)} & \left[ q\delta \left\{ \gamma \int_0^\infty U(W - x - P + \Gamma(x)I(x) - \Gamma(x)G)f(x)dx + (1 - \gamma) \int_0^\infty U(W - x - P + I(x) - G)f(x)dx \right\} \\
 & + q(1 - \delta) \int_0^\infty U(W - P - x + I(x))f(x)dx + (1 - q) \int_0^\infty U(W - P)f(x)dx \right] \\
\end{align*}
$$

The first term in (3) refers to a private breach (probability $q\delta\gamma$). Claiming a private breach means tacit exposure of the breach: but the firm is able to strategize here - thus the realized claim is $I = \Gamma(x)I(x)$. Note that the secondary loss in the private breach is incurred only if a claim is

---

⁴ The act of claiming and NOT the amount of claim begets the constant secondary loss $G$. Thus it is a dominant strategy to claim all losses truthfully once it is optimal to claim losses from a private breach (vide Figure-2, and proposition-1). Claiming more than realized loss is illegal by contract design.
made (i.e. \( \Gamma(x) = 1 \)). The second term represents the case of a public breach (probability \( q\delta(1-\gamma) \)). The information regarding a public breach reaches stakeholders directly - the secondary loss is always incurred - and the managers have no reason to deviate from contract intended behavior. The third term refers to the situation where the firm has suffered a pandemic breach (probability \( q(1-\delta) \)). The firm suffers cyber loss \( x \), but there are no secondary losses to consider: the firm claims the cyber loss, and realizes the indemnity payment. The fourth term refers to a situation where the firm does not suffer breach, the probability mass of which is given by \( (1-q) \).

**Proposition 1:** For constant secondary loss \( G \) associated with a realized private breach, there exists a minimum loss \( r (= x_1 + G) \) up to which the insured firm does not claim its losses, for losses above \( r \), the insured firm claims its actual loss.

Proof: Appendix – 1.
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\[
R(x) = I(x) - G
\]

Figure-2. The strategized deductible \( r \) in a private breach, and the contracted deductible \( x_1 \)

The implications of proposition-1 are the following:

1. In case of private breaches, the existence of secondary loss increases the effective deductible of the cyber insurance contract. Contrary to the (contract) designed behavior, in the range \( x_1 \leq x \leq r \), the insured firm does not claim its losses in private breach.

2. The unclaimed loss in the range \( x_1 \leq x \leq r \) (although contractually realizable) reduces the overall expected indemnity receipt from the cyber insurance contract.
Importantly, an insurance contract with a fixed deductible cannot alter this ‘no claim’ strategy of the insured firm in range \( x_1 \leq x \leq r \).

### 3.7 The optimum deductible for the contract

Knowing the exact claiming strategy in case of a private breach (Proposition-1), and the concomitant indemnity payouts, (3) now modifies to the following:

\[
\begin{aligned}
&\text{Max } \left( q \delta \gamma \left( \int_{x_1}^{x_1+G} U(W - x - P) f(x) \, dx + U(W - x_1 - P - G) (1 - F(x_1 + G)) \right) \\
+ q \delta (1 - \gamma) \left( \int_{x_1}^{x_1+G} U(W - x - P - G) f(x) \, dx + U(W - x_1 - P - G) (1 - F(x_1)) \right) + \\
q (1 - \delta) \left( \int_{0}^{x_1} U(W - x - P) f(x) \, dx + U(W - x_1 - P) (1 - F(x_1)) \right) + (1 - q) U(W - P) \right) 
\end{aligned}
\]  

(4)

The solution of the above problem yields the optimal deductible \( x_1^* \), which is now communicated to the insurer for the cyber insurance contract. However, as we show in the next subsection, the communicated deductible \( x_1^* \) prices the cyber insurance contract differently depending upon whether the insurer is cognizant of a) the existence of the secondary loss \( G \) and b) the distribution of private and public breaches \( \gamma \).

### 3.8 The insurer’s pricing decision

We define an insurer uninformed when s/he is not cognizant of either the secondary loss \( G \), or the distribution of the breaches \( \gamma \). An informed insurer is cognizant of \( G \) and \( \gamma \). The possibility of a partially informed insurer (who knows only one of the factors, \( G \) or \( \gamma \)) in the market is plausible, but that is of no particular consequence here. Knowing \( G \) alone, the insurer does not change the premium structure (subsequent losses are outside contract consideration); knowing \( \gamma \) alone, the insurer cannot discern altered claim behavior. As a result, the pricing decisions (our concern here) of the uninformed and the partially informed insurers remain identical. In order to
appreciate the deviated claiming strategy of the insured firm, the insurer necessarily needs to know both $G$ and $\gamma$; thus we subsume the partially informed insurer in to our uninformed insurer category. Having categorized the insurers, their pricing structures for a cyber insurance contract for a deductible $x_1$ are as follows:

1. The uninformed insurer offers the contract for a premium

$$P_u = q.(1 + \lambda)\int_{x_1}^{\infty} (x - x_1) dF(x)$$  \hfill (5)

2. The informed insurer offers the contract for a premium

$$P_i = q \delta(1 + \lambda)\left\{ \gamma \int_{(x_1 + G)}^{\infty} f(x)dx + (1 - \gamma) \int_{(x_1)}^{\infty} f(x)dx \right\} +
q (1 - \delta)(1 + \lambda)\int_{(x_1)}^{\infty} f(x)dx$$  \hfill (6)

While the above equations are self-explanatory, the following lemma is in order now:

**Lemma 1**: For any given deductible, the informed insurer offers a cyber insurance contract that is never priced higher than that offered by the uninformed insurer i.e. $P_u \geq P_i$.

Proof: Appendix-1.

The expected utility of the insured firm depends on the structure of premium (5) or (6) used in (4). As a result, the optimal deductible $x_1^*$ (which is to be communicated to the insurer) is now affected depending on the type of the insurer.

4. Analysis

In section-3 we have argued that the a) the secondary loss ($G$) from a realized breach and b) the distribution of private and public breaches ($\gamma$) together alter the optimal deductible in the consumption side, and also the pricing structure in the supply side. Here we are concerned with the comparative performance of the insurance instrument, as $G$ and $\gamma$ are revealed to the contracting parties. In order to facilitate the comparison, we introduce specific functional forms
for the utility and the cyber loss function of the insured firm. We employ the standard logarithmic function $U(.) = \ln(.)$ for the utility of the insured firm. The logarithmic utility function of the insured firm preserves the concavity assumption in our model, thereby ensuring risk averseness of the insured. For the cyber loss $x$, we employ a uniform loss distribution function given by $f(x) = \frac{1}{(b-a)}$, $a \geq x \geq b$. In absence of an empirically established cyber loss distribution, our assumption of uniform loss function is of general interest in the sense that any malevolent breach could be equally probable, and that depending on the target asset, the losses incurred could fall in a known range.

Under the assumed logarithmic utility and uniform loss functions, the insured firm now optimally selects its deductible $x_1$ $(0 \leq x_1 \leq b)$, which maximizes the following:

$$
\begin{aligned}
Max_{x_1} \left\{ \delta \gamma \left( \int_{0}^{\text{Min}\{x_1 + G, b\}} \ln(W - x - P)dx + \ln(W - x_1 - P - G)(b - \text{Min}\{(x_1 + G), b\}) \right) + \\
\frac{q}{b - a} \left( 1 - \gamma \right) \left( \int_{0}^{\text{Min}\{x_1, b\}} \ln(W - x - P - G)dx + \ln(W - x_1 - P - G)(b - \text{Min}\{x_1, b\}) \right) + \\
(1 - \delta) \left( \int_{0}^{\text{Min}\{x_1, b\}} \ln(W - x - P)dx + \ln(W - x_1 - P)(b - \text{Min}\{x_1, b\}) \right) \\
+ (1 - q) \ln(W - P) \right\}
\end{aligned}
$$

Subject to: $W > \text{Max}\{ (G + a + P(a)), (G + b), (P(0) + \text{Max}\{G, a\}) \}$

Note that:

a) The constraint introduced above is the minimum initial wealth required for the insured firm: this is needed to conserve the integrity of the logarithmic utility function of our model.

b) We have conveniently restricted the bounds of search for optimal deductible in (7). Given our uniform loss function, the upper bound of the search space for $x_1$ is $b$: beyond that point $f(x) = 0, F(x) = 1$ everywhere, and neither the structure of expected utility $E[U]$ of the
insured firm (4), nor the premium \( P(x_1) \) i.e. (5) or (6) undergoes any change. In other words, 
\( \forall b \leq x_1, \ E[U] \) is constant. The search range includes \( a \leq x_1 \leq b \), because the location of \( x_1 \) directly affects the limits of integration in the premium structure, which affects \( E[U] \). Although the limits of integration in the premium structure is unaffected for \( 0 \leq x_1 < a \); the premium \( P(x_1) \) does change in that range because the integrand \( (x - x_1) \) varies, which in turn affects the expected utility \( E[U] \) of the insured firm. In essence, the insured firm could optimally select its deductible in the restricted range \( 0 \leq x_1 \leq b \), without sacrificing any performance in solution.

4.1 IT security risk and information asymmetry in cyber insurance

In view of the fact that IT security risks are new, and that our understanding of the field is still maturing; we conjecture that the cyber insurance market participants may exhibit lag in their recognition and appreciation of the secondary loss \( G \), and the cases of private and public breaches, \( \gamma \). Accordingly, we define the following 2 distinct scenarios of the evolving cyber insurance market:

1. The cyber insurance market is in ‘information asymmetry’, when the insured firm (and not the insurer) recognizes secondary loss from a realized breach, and formalizes the nature of a realized breach (private or public) in its claiming strategy and optimal deductible selection (informed insured). The insurer is not cognizant of \( G \) and \( \gamma \), and hence utilizes the schedule of (5) to price a contract. While the insured firm’s behavior is now modified, neither the behavior nor the underlying reason is apparent to the insurer (uninformed insurer).

2. The cyber insurance market is in ‘information symmetry’ when the idiosyncratic characteristics of IT risks (\( G \) and \( \gamma \)) are transparently known to the insurer (and also to the insured firm: the insured firm cannot have coarse information set than the insurer), and the insurer appreciates the changed behavior (claiming and contracting strategy) of the insured
firm. The *informed insurer* then readjusts its behavior (now utilizes the schedule of (6) to price a contract) in order to accommodate the new information.

We conjecture that the cyber insurance market may initially begin from a scenario of *naïve symmetry*, where neither the insurer nor the insured firm has yet realized the idiosyncratic characteristics ($G$ and $\gamma$) of IT security risks. Over time, the insured firm first realizes the effect of $G$ and $\gamma$, (and modifies its claiming and buying behavior) and the market quickly makes a transition to *information asymmetry*. Finally, when the insurer knows the altered claiming and buying behavior as well as the underlying reasons, the pricing schedule (premium) is altered. The market then makes a transition to *information symmetry*.

Under our assumed functional forms, the insurer now offers the following premium structure\(^5\):

**Scenario-1, Information Asymmetry:**

\[
P_1 = \frac{q(1 + \lambda)}{2(b - a)} (b - \max\{a, x_i\}) (b + \max\{a, x_i\} - 2x_i).
\]

**Scenario-2, Information Symmetry:**

\[
P_2 = \max\left\{ \frac{q(1 + \lambda)}{2} (b + a - 2x_i), 0 \right\} \quad \forall \ x_i + G < a, \quad a \leq x_i + G \leq b
\]

\[
P_2 = \max\left\{ \frac{q(1 + \gamma \delta)}{2(b - a)} (b - a)(b + a - 2x_i) - \gamma \delta (G^2 - (a - x_i)^2), 0 \right\} \quad \forall \ x_i < a, \quad a \leq x_i + G \leq b
\]

\[
P_2 = \max\left\{ \frac{q(1 + \lambda)(1 - \gamma \delta)}{2} (b + a - 2x_i), 0 \right\} \quad \forall \ x_i < a, \quad x_i + G > b
\]

\[
P_2 = \max\left\{ \frac{q(1 + \lambda)}{2(b - a)} (b - x_i)^2 - \gamma \delta G^2, 0 \right\} \quad \forall \ x_i \geq a, \quad x_i + G \leq b
\]

\[
P_2 = \max\left\{ \frac{q(1 + \lambda)(1 - \gamma \delta)}{2(b - a)} (b - x_i)^2, 0 \right\} \quad \forall \ x_i \geq a, \quad x_i + G > b
\]

**4.2 Systemic overpricing of the offered premium in information asymmetry:**

Before we analyze the optimal deductible under the scenarios, it is important to understand the intensity of information asymmetry caused by the levels of secondary loss $G$, and the

---

\(^5\) The offered premiums are written in view of the restricted search space for deductible is $0 \leq x_i \leq b$. 
probability of private breach $\gamma$ between the scenarios. Lemma-1 already suggests that an insurance contract in information asymmetry is generally overpriced. Under our assumed functional forms, the following is in order now:

**Lemma 2**: *Ceteris paribus, for a selected deductible $x_1, x_1 \geq 0$, the apparent premium overpricing $(P_1 - P_2)$ in information asymmetry:

1) *Does not exist in the range* $x_1 \leq \text{Max}\{(a - G), 0\}$

2) *Increases linearly with the probability of private breach $\gamma$ in the range* $x_1 > \text{Max}\{(a - G), 0\}$

3) *Exhibits quadratic increase with the secondary loss $G$ in the range* $a < x_1 + G \leq b$

4) *Remains invariant of the secondary loss $G$ in the range* $x_1 > \text{Max}\{(b - G), 0\}$

Proof: *Appendix – 1.*

The information set of the insurer becomes finer as the market moves from information asymmetry to information symmetry. This alters the premium structure (8) offered by the insurer, which in turn impacts the expected utility structure (7) of the insured firm. In effect, the chosen optimal deductible ($x^*_1$) differs under the 2 scenarios of the cyber insurance market. Importantly, the chosen level of optimal deductible not only affects the contract premium; it also impacts the proportion of cyber security risk that could be optimally transferred to the insurer (efficiency of the instrument). A lowering in deductible, ceteris paribus, indicates that the contract transfers proportionally higher risk to the insurer.
5. Numerical Analysis

The goal of this section is to compare the optimal deductible that the insured firm selects under the scenarios of information asymmetry symmetry. The FOC of (7) is transcendental in nature, and is not amenable for variable separation. Thus the optimal deductibles cannot be isolated analytically. In what follows we report our numerical experiment, and investigate the optimal deductibles when the parameters vary, and the information scenario changes.

5.1 Parameters and variables of experiment:

We use wealth $W$ as the normalized scaling parameter (base value 600), which we swing 15% upwards of base value to test for the firm’s wealth effect on optimal deductibles. The range of direct cyber loss $x$ is chosen in a wide range, from 8% to 80% of the initial wealth. This is done in order to emphasize the IT intensity and pervasiveness in the operations of the insured firm $F_d$, for whom the cyber insurance contract is an important alternative to manage IT security risks. The secondary loss $G$ varies from 0% to 15% of the initial wealth of the firm. At the upper range, this ratio is indeed high, but such a choice is purposely exercised to accentuate the intensity of asymmetry between the insurer and the insured, and test the levels of risk transfer. The probability mass $q$ signifies the basic level of security readiness of the insured firm. In our experiment we vary $q$ from 0.1 to 1.0, to compare the effect of information asymmetry on the range of firms where some firms are almost impregnable (low $q$), and others have high probability of breach (high $q$). The base value of the directed breach $\delta$ is 0.9, signifying that pandemic breaches are none too frequent for the insured firm under consideration. This could also mean that the insured firm regularly updates its systems with the security patches that popular vendors regularly deliver free of cost. As such, general experience suggests infrequent

---

6 Cavusoglu et al. (2004) estimate losses some what below 4% for the firms in their dataset.
attacks of pandemic nature. In view of the FBI survey, our base value of private breach $\gamma$ is fixed at 0.7. The market-loading factor $\lambda$ has a high base value of 0.5. This is deliberately done to emphasize the fact that the cyber insurance market is in a nascent stage, and the insurer must operate on a higher mark up (very high cost of third party security assessment, and high contract writing costs). The base values and the ranges of the parameters (and their symbols) are tabulated below:

<table>
<thead>
<tr>
<th>Parameters and decision variables</th>
<th>Symbol</th>
<th>Base value and range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Secondary loss</td>
<td>$G$</td>
<td>50, 0 to 90</td>
</tr>
<tr>
<td>Initial wealth</td>
<td>$W$</td>
<td>600, 600 to 690</td>
</tr>
<tr>
<td>Minimum loss</td>
<td>$a$</td>
<td>50, 20 to 200</td>
</tr>
<tr>
<td>Maximum loss</td>
<td>$b$</td>
<td>500, 200 to 560</td>
</tr>
<tr>
<td>Conditional Probability of directed breach</td>
<td>$\delta$</td>
<td>0.9, 0.1 to 1.0</td>
</tr>
<tr>
<td>Conditional Probability of private breach</td>
<td>$\gamma$</td>
<td>0.7, 0.1 to 1.0</td>
</tr>
<tr>
<td>Market loading factor</td>
<td>$\lambda$</td>
<td>0.5, 0.2 to 0.7</td>
</tr>
<tr>
<td>Probability of a breach</td>
<td>$q$</td>
<td>0.9, 0.1 to 1.0</td>
</tr>
<tr>
<td>Optimal deductible in information asymmetry</td>
<td>$x_{11}$</td>
<td>$\rightarrow$, 0 to 500</td>
</tr>
<tr>
<td>Optimal deductible in information symmetry</td>
<td>$x_{12}$</td>
<td>$\rightarrow$, 0 to 500</td>
</tr>
</tbody>
</table>

Table 2. Parameters and decision variable in numerical experiment

5.2 Search space for the optimal deductible $x_1^*$; and discontinuity in expected Utility

The numerical experiment of this work centers on (7), which captures the expected utility of the insured firm; and (8), which represents the reaction function of the insurer. Recall that given the functional form of the cyber loss, it is sufficient to restrict the search in $0 \leq x_1 \leq b$, and note that (7) and (8) are already adjusted to facilitate the restricted search. It is also sufficient to dissociate the discontinuous expected utility in to a set of adjacent problems, and then select the best solution among them (*Appendix-3*).
5.3 Results

Secondary loss $G$, optimal deductible $x^*$, and upfront premium $P^*$: The direction in which changes in $G$ affects the deductible depends on its level, whereas the intensity of the effect depends on the scenario of cyber insurance market.

1. There are two effects of the secondary loss $G$ on the way the optimal is chosen by the insured firm. First, it works as an unmitigated background risk, which when realized, has a reducing effect on the wealth of the insured firm. Secondly, $G$ has an overpricing effect on the premium (vide lemma-2), because it reduces the range in which the insured firm can claim its loss (private breach), thereby reducing the expected indemnity receipt from the contract. Between these two opposing forces, an equilibrium deductible is established. Figure-4 depicts the trajectory of this deductible for the scenarios of information a/symmetry. These opposing effects are apparent when (4) is investigated closely:

a. The secondary loss $G$ appears on the limits of integration: here it affects (negatively) the range of claim, and hence indemnity realization of the insured firm. Increase in $G$ works against the motivation of insurance purchase here. From this perspective, we may expect an increase in deductible as the secondary loss increases. In symmetry, the reduction of expected indemnity receipt is compensated, which is however not the case in information asymmetry. Thus the increasing effect of deductible could be relatively higher in case of information asymmetry.

b. The secondary loss $G$ also appears in the argument of the utility function of the insured firm (we may approximate the effect as $W_{\text{effective}} = W - G$, thereby creating a wealth effect in the negative direction). Here, introduction of $G$ causes the insured firm to slide leftwards on its concave utility curve, where it is more risk averse and is amenable to buy more insurance. Increase in $G$ here works as a motivating factor for purchase of more cyber insurance.
2. When $G$ is small, the wealth effect is small in comparison to the indemnity effect (the insured firm operates in a flatter region of its utility curve), thus the resultant effect increases the deductible, and the insured firm chooses to buy less insurance. However, between the scenarios of asymmetry and symmetry, the following is important: When $G$ is very small, the difference between the deductibles in symmetry and asymmetry is insignificant, and the trajectories are almost coincident (figure-4). However, note that as $G$ increases further (about 20), the systemic premium overpricing effect picks up (lemma-2, quadratic increase in the range $G < b - x_1^*$). The trajectory of $x_{11}^*$ visibly rises above that of $x_{12}^*$, and exhibits accelerated rise till $G = b - x_1^*$. After that, the systemic overpricing remains constant, and the trajectories of $x_{11}^*$, and $x_{12}^*$ are about parallel.

3. At high level of $G$, the wealth effect is more significant; the insured firm slides farther leftwards on its concave utility curve, where the gradient is steeper. As a result, the insured is much more risk averse and is ready to buy more insurance/more costly insurance. This arrests the rising trend of deductible before bringing in a decreasing trend. As the deductible starts to decrease, the firm increasingly regains its ability to claim in private breaches. Although it increases the premium payment, very high level of $G$ is able to compensate this increase in premium, and the decreasing trend sustains.

![Effect of secondary loss $G$ on optimal deductible](image)

Figure-4. The effect of increasing secondary loss $G$ on optimal deductible
The trend of the trajectories of $P_1^*$ and $P_2^*$ can be explained in light of the movement of the deductibles $x_{11}^*$, and $x_{12}^*$, as the secondary loss $G$ changes.

1. The general movement of the deductible $P^*$ mirrors the movement of the deductible $x_1^*$. Thus for small levels of $G$, we find a decreasing trend in premium, whereas at high levels of $G$, the premium rises (figure-5) with increasing $G$. Here we will just concentrate on explaining the difference in the equilibrium (optimal) premiums under the scenarios of a/symmetry.

2. Because there is no apparent premium overpricing in information symmetry, the increasing effect on $P_2^*$ for high and increasing $G$ is purely attributed to decreasing deductible. In case of information asymmetry, however, for high and increasing $G$, the pure effect of decreasing deductible on $P_1^*$ (increase) could be augmented by the effect of increased overpricing in premium (lemma-2). However note that, under information asymmetry (figure-4), the optimal deductible, while it is decreasing, is chosen such that $G > b - x_{11}^*$ (in a range, where the systemic premium overpricing curve is flat). This ensures that falling deductible does not further increase the overpricing of the premium. As a result, the overpricing (augmenting) effect for $P_1^*$ is absent in figure-5. Thus, the rising curves of $P_1^*$ and $P_2^*$ for high and increasing $G$ are virtually parallel.

![Effect of secondary loss G on optimal premium](image)

Figure-5. The effect of increasing secondary loss $G$ on optimal premium
Probability of private breach $\gamma$, optimal deductible $x_i^*$ and upfront premium $P^*$

When the conditional probability of private breach ($\gamma$) rises without any changes in secondary loss $G$, there is no immediate effect in the no-claim range of the insured firm. However, two important things happen: (i) it now increases the relative probability (frequency) that a ‘private claim’ will be made. It also means that a loss $x$ ($x < x_i + G$) in private breach will remain unclaimed with higher frequency. These together, provides incentive for the insured firm to reduce its deductible in the ‘private breach’. (ii) Because an increase in $\gamma$ necessarily implies a decrease in $(1-\gamma)$, it now decreases the probability that a ‘public claim’ will be made. Because the chances for a public claim are reduced, the insured firm would like to increase the deductible for the ‘public breach’.

However, the cyber contract is defined on a unique deductible, and the expected utility, in part, is a weighted average of the expected utilities of the insured firm between the private and the public breaches, such that the relative weights of the reclaimable loss (indemnity) from private/public breach decide the unique action that the insured firm takes.

When $\gamma$ is small, the increasing tendency in deductible for the public breaches preponderates over the decreasing tendency in deductible for the private breaches. So, the overall effect in the initial values of $\gamma$ on the deductible is increasing. However as $\gamma$ increases further, the decision suitable for the private breach gains more importance, and the rate of increase in deductible starts falling till it is finally arrested (figure-6).

---

7 Whether the overall effect could initiate decrease in the deductible at higher values of $\gamma$ depends on the other parametric values of the problem. In our current set up that overall decreasing effect is not reached before $\gamma$ reaches its maximum value of 1.
In line with the above discussion, the premium in general falls as a reaction to the deductible selection criteria of the insured firm. Under information asymmetry the optimal premium $P_1^*$ falls, as $\gamma$ increases. Here, the optimal deductible rises almost linearly with $\gamma$; the rate of fall in premium is increasingly lower (flat) at higher levels of $\gamma$ ($-\frac{dP}{dx_1}$ flattens out at elevated $x_1^*$).

For the symmetric scenario, the effect of the choice of increasing deductible in public breach needs to overcome that of decreasing deductible in the private breach (on the expected utility of the insured firm) at lower level of $\gamma$. This is possible only when the optimal premium $P_2^*$ could exhibit steeper initial fall. The same is depicted in Figure-7. Fall in both $P_2^*$ and $P_2^*$ flatten out at higher levels of $\gamma$.

Figure-6. The effect of increasing $\gamma$ on optimal deductible

Figure-7. The effect of increasing $\gamma$ on optimal premium
Firm wealth $W$, intensity of IT operations $k$, and optimal deductible $x_1$ *

Prudence from traditional insurance suggests that everything remaining same, increase in wealth reduces the optimal deductible of an insurance contract. Similarly, as the wealth of a firm increases, smaller cyber losses become relatively insignificant, and the firm finds it optimal to insure only large and catastrophic losses. However, facing a secondary loss, it is not readily apparent how the increase in initial wealth $W$ would modify the level of optimal deductible. In order to put the secondary loss in proper perspective, we argue that the magnitude of the secondary loss $G$ in IT security breaches depends on how IT intensive the firm’s operations are*.

Thus holding the secondary loss of a firm at a fixed proportion ($k = G/W$) of its total wealth, a convenient surrogate for the intensity of IT operation of a firm can be achieved in our present context.*

In information asymmetry, at constant $G$, the insured firm is motivated to buy less of insurance (rise in deductible) when wealth $W$ increases, because smaller losses become relatively insignificant. We have also observed that an increase in $G$ (at low $G$) at constant $W$ increases the deductible (*Figure-4*), such that, the wealth effect of $G$ could be partly reduced. When $k$ remains constant, i.e. when both $G$ and $W$ increase keeping their ratio fixed, the movement of the deductible is governed by the resultant effect of the above two forces. However, as the magnitude of the wealth $W$ is much larger than the magnitude of the secondary loss $G$ ($k < 1$), the wealth effect predominates; and the rise in deductible is arrested. In other words, a similar firm with higher wealth could exhibit relatively lower interest in cyber insurance.

---

* By definition the root cause of the secondary loss is the risk revision done by the stakeholders of an insured firm, which has direct bearing on the intensity of IT operations in the firm’s business. An IT security breach exposes the vulnerabilities and the security readiness of a firm in IT domain only. Higher the IT intensiveness of a firm, the larger is the downward risk revision by its stakeholders for a given IT security breach.

* We conveniently denote firms with high $W$ value as ‘large firms’, and with identical $k$ values as ‘similar firms’.
On the other hand, when $k$ increases (i.e. a firm becomes more IT intensive), an increase in $G$ is established in real terms. In order to compensate for the lost indemnity from an increased $G$, and also to combat the indirect reducing wealth effect of $G$, the deductible falls. As $G$ keeps on increasing (unabated rise in $k$), the effective wealth and the deductible fall. By this argument, large and IT intensive firms could exhibit heightened interest in a cyber insurance instrument in information asymmetry (figure-8).

![Effect of firm wealth and IT intensiveness on optimal deductible under information asymmetry](image)

Figure-8. The effect of firm wealth on optimal deductible in asymmetry

During information symmetry (Figure-9), the loss in indemnity because of no-claim range is fully compensated in the premium structure. So, in general, for all the above situations, the firm buys more insurance (less deductible). For constant $k$, the only difference in information symmetry is the absence of apparent overpricing (which has a tendency to increase deductible). As a result, the constant $k$ curve is unlike the corresponding one in information asymmetry at the beginning: the initial increase in deductible is absent. By the same argument, when both $G$ and $k$ increase (i.e. when the increase in $k$ is caused by increase in $G$ alone) in information symmetry, the (reducing) wealth effect first monotonically decreases the deductible. This also helps the insured firm to reclaim its no-claim range in part in case of private breaches. The equilibrium premiums under these circumstances are predictable from the movement of the deductibles in Figure-8 and 9, and are not presented here.
Effect of firm wealth and IT intensiveness on optimal deductible under information symmetry

Figure-9. The effect of firm wealth on optimal deductible in symmetry

Firm wealth $W$, Secondary loss $G$, Types of breach $\gamma$, and Contract performance

Everything remaining same, a higher deductible transfers less risk through an insurance contract. Comparing the relative levels of optimal deductibles between the scenarios of information symmetry and asymmetry, it is thus possible to compare the performance of a cyber insurance contract in transferring IT security risk. In our earlier discussion of the results, we have generally observed that $(x_{11}^* - x_{12}^*)$ is positive. A positive value of $(x_{11}^* - x_{12}^*)$ refers to the fact that the contract optimally transfers higher risk under information symmetry. The general explanation of this is that under information symmetry, the insurer is cognizant of the under claiming strategy of the insured firm, and revises the offered premium downwards. As a result, the contract is generally more attractive to the insured firm, and the insured firm buys more of cyber insurance.

As $k$ increases (i.e. increase in $G$ without affecting the value of $W$) in information asymmetry, in order to recover part of her lost claiming range in private breach, and also for the reducing wealth effect of increasing $G$, both $x_{11}^*$ and $x_{12}^*$ fall. The overall level of $(x_{11}^* - x_{12}^*)$ shows rising trend because reducing deductible is cheaper in symmetry than in asymmetry (Figure-10).

Increasing $W$ (but keeping $k$ constant) has a net positive wealth effect in both scenarios (both $x_{11}^*$ and $x_{12}^*$ rises). With increasing $W$, $k$ falls, and both $x_{11}^*$ and $x_{12}^*$ increases in unison,
before they could max out at the limit of the maximum primary loss. Thus the contract transfers more risk in information symmetry, and the increment in risk transfer remains virtually constant.

On the other hand, when $\gamma$ increases initially, both $x_{11}^*$ and $x_{12}^*$ increase, but remain almost coincident (figure-6). Thus there is hardly any gain in risk transfer at lower levels of $\gamma$ between the scenarios of information a/symmetry ($x_{11}^* - x_{12}^* \approx 0$). This is also understood from the fact that the lost frequency in claiming private breaches of the nature $x < x_i + G$, being low, has a minimal effect on the deductibles. However, the initial rate of rise in $x_{12}^*$ falls below that of $x_{12}^*$ (figure-6), and then ($x_{11}^* - x_{12}^*$) rises fast in the mid range of $\gamma$. Then the rate of rise of $x_{12}^*$ trails off followed by that of $x_{11}^*$ as well. Thus the increase in risk transfer remains constant at higher levels of $\gamma$. In effect, for the whole mid to high range of the value of $\gamma$, the contract transfers higher risk in information symmetry than otherwise (Figure-10).

\[
\begin{align*}
\text{Figure-10. Increased risk transfer in information symmetry} \\
\text{Information asymmetry and the value of cyber insurance to the contracting parties:}
\end{align*}
\]

When $x_{11}^* - x_{12}^* \geq 0$, from a \textit{market perspective}, the cyber insurance contract optimally transfers more IT security risk in information symmetry than otherwise. However, from the
perspective of the contracting parties, the value of the contract lies in their expected utility, which is moderated under the scenarios of information a/symmetry.

The insured firm is risk averse, and its expected utility is governed by (7) in conjunction with (8). Denote the optimized expected utility of the insured firm in information asymmetry (symmetry) as $U_{11}^* (U_{12}^*)$. The insurer is risk neutral, and asks for premium $P_i = (1 + \lambda)I_i$, where $I_i$ is the expected indemnity payout. A risk neutral insurer’s utility ($V_i$) from an insurance contract with premium $P_i$ is given by $V_i = \lambda I_i$ such that $P_i = V_i \frac{1 + \lambda}{\lambda}$. Because we assume that information asymmetry does not alter $\lambda$, it is apparent that $P_1^* (P_2^*)$ effectively represent a scaled up measure of the expected utility of the insurer in our context.

Also note that a positive $U_{12}^* - U_{11}^* (P_2^* - P_1^*)$ represent an increase in utility of the insured (insurer) when the market has moved from information asymmetry to information symmetry. These incremental gains (losses) in utility of the insurer and the insured firms have been depicted in figure-11 below, which also warrant the observations that follow figure-11:

![Figure-11. Increase in expected utility under information symmetry](image-url)
1. Between asymmetry and symmetry, the insured firm is always better off in information symmetry ($U_{12}^* - U_{11}^* \geq 0$). This is however, not necessarily the case with the insurer.

2. In our model, it is the insured firm who pays the price of information asymmetry. Thus when information asymmetry is dispelled, a cyber insurance contract brings more value to the insured firm. On the other hand, under certain circumstances, the price of information asymmetry paid by the insured firm alters the balance, and the insurer could be better off in information asymmetry.

3. As $G$ increases, the insured firm forfeits increasingly more of its indemnity receipt from the private breach because of the strategic claiming behavior. In information asymmetry, this remains uncompensated in the premium structure, which adds to the utility of the insurer. The higher the $G$, the better off the insurer is in information asymmetry: the insurer is now able to derive this extraordinary economic rent of information asymmetry. On the other hand, as asymmetry is dispelled, the insured firm is increasingly better off as $G$ rises.

4. As conditional probability $\gamma$ of private breach increases, the deductible in information asymmetry increases, with which increases the no-claim range as a cascading effect. The uncompensated premium structure adds to the utility of the insurer, and makes him better off in information asymmetry. At mid to high levels of $\gamma$, the deductible in information asymmetry is higher than in information symmetry, and the difference in earned premium become more pronounced than the benefit from overpricing in information asymmetry. Now the insurer is better off in information symmetry.

5. Under increase in $W$, an insured firm buys less insurance as a rule (wealth effect): but in information symmetry, the insured firm buys comparatively more insurance, and so the utility of the insurer improves from a (almost constant) higher stream of premium payment.
6. Discussion:

We have shown that in presence of the idiosyncratic characteristics of IT security risk (secondary losses $G$ and breach distribution $\gamma$), an insured firm strategizes its claiming behavior - resulting in an off-contract ‘no-claim range’ in a private breach. Under information asymmetry, the insurer does not know this, and cannot appreciate the now reduced expected indemnity payout. As a result, the offered premium appears overpriced to the insured firm, and lower amount of risk is optimally transferred through the cyber insurance contract. Once the insurer comes to know of $G$ and $\gamma$, the information asymmetry between the parties is resolved, and the indemnity payout as calculated by the insurer coincides with that of the insured firm. Consequently, the insurance contract transfers more risk in information symmetry. However, an efficient instrument alone may not guarantee a successful market for cyber insurance products, as we discuss below.

We conjecture that initially the market for cyber insurance could begin in naïve symmetry (Quadrant-I, Figure-12) where neither the insured nor the insurer firm knows about $G$ and $\gamma$, and the cyber insurance contract is written with business prudence derived/experienced from other established insurance markets.

However, soon the insured firm realizes secondary loss $G$, when stakeholders adversely reassess the post-breach IT security risk profile of the firm. The insured firm now formalizes an optimized claiming strategy, which differs from the contract-intended behavior, and the market makes a transition from ‘naïve symmetry’ to ‘information asymmetry’ (Quadrant-II, Figure-12). We understand that the current market for cyber insurance is in this state of information asymmetry. We have shown that lower amount of IT security risk is optimally transferred in information asymmetry, and that the contract is overpriced - causing the instrument to lose its appeal to the insured firms. This may explain, in an aggregate scenario, the relatively small size
of the cyber insurance market today. But what could provide impetus for the market to move to information symmetry, where more IT security risks could be transferred?

The insured firm pays for the information asymmetry, and has clear motivation to move to information symmetry where the premium structure is softer, and its expected utility is enhanced (Figure-11). It is thus appropriate to assume that the insured firm would signal its off-contract claiming strategy to the insurer. Because there is published research (e.g. Cavusoglu et al., 2004) about post breach secondary loss, we understand that the insurer would also find the signal credible. Even if we assume that the insurer could include the signal of the new claiming strategy, and enforce it in the contract; the insurer may not necessarily do so. The revised utility of the insurer in information symmetry is not necessarily higher on a contract-by-contract basis (Figure-11). For example, in presence of high secondary loss $G$, the insurer is better off in information asymmetry than otherwise. Thus, even after receiving a credible under claiming signal from the insured firm, an insurer may still refuse to revise the premise of a cyber contract. In that case, the cyber insurance market is likely to remain locked in information asymmetry.

The lock-in in information asymmetry could be overcome under the following circumstances:

![Figure-12. Scenarios of cyber insurance market](image-url)
1) As pricing of cyber insurance contract falls in information symmetry, increase in demand may be realized. Once demand picks up, the overall revenue of the insurer from its operations in the cyber domain may be positively impacted, causing the insurer to move to information symmetry.

2) Competitive forces in the supply side may cause some insurers to offer contracts that incorporate the under claiming strategy, and hence a lower premium. As these contracts more closely capture the expected payout, the generated market forces will bring information symmetry in the whole market.

Firms with high secondary loss $G$ (synonymous with intensive IT utilization in their operations) find cyber insurance contracts highly overpriced in today’s market of information asymmetry. These are also the firms who potentially need cyber insurance more than those with less intense IT practices. Interestingly, this also brings the traditional dilemma of insurance in a new envelope: *those who need cyber insurance more, find the contracts more expensive, and are less likely to buy!* We believe that this is one important reason why cyber insurance products have failed to fulfill buoyant expectations.

Firms with low $G$ (who do not find the cyber products highly expensive), or firms under regulatory or other obligations are more likely to buy cyber insurance in information asymmetry. Our model suggests that these firms may constitute the majority buyers of cyber insurance products today. There appears to be another segment of firms who currently use cyber insurance for strategic and competitive posture\(^\text{10}\). These firms buy cyber insurance to assure their stakeholders, but choose very high deductible with no serious intention or possibility to ever reclaim cyber losses.

Although occurrence of secondary losses has been empirically confirmed, the exact nature of these losses is yet to be ascertained. However, we do not foresee any major changes in the

\(^\text{10}\) This was pointed out by a graduate student (who is also the CIO of a medium size IT intensive firm at Dallas) in an MBA class discussion at UT Dallas
outcome of our model when other forms/nature of secondary losses is substituted for the constant loss in our model. We have investigated a firm’s claim strategy for a claim/indemnity oriented convex loss (Appendix-2). The results indicate that similar information asymmetry, and premium overpricing would exist there too.

The issue of accounting materiality of losses and regulatory requirement of reporting them\(^\text{11}\) can potentially alter the ex-post classification of a breach as private or public. Experience suggests that breaches in organizational information systems are numerous in nature, and small rather than very large losses are prevalent. Quite often the incursions are tracked before much damage is done, and for moderately large companies, these fall below their accounting materiality considerations (typically 3-5% of assets), thereby providing accounting freedom to employ the claim strategy as suggested in our analysis. Moreover, a detailed loss assessment of information breach is a time-consuming affair, and breach incident occurrences and accounting disclosures are discrete and unrelated actions of organizations.

This research rests on the premise of secondary loss exposure, which an insured firm faces while claiming a previously undisclosed breach of information systems/assets. Our future efforts thus involve testing our model with empirically supported secondary losses, and also the nature of such losses. This could then objectively estimate the stream of indemnity payouts, and bring out the deviations that may be caused by information asymmetry.

7.0 Conclusion:

Our model examines a standard insurance contract (Borch (1960) and Raviv (1979)) under the circumstances of the nascent cyber insurance market, where insured firms foresee secondary losses while claiming indemnity for a realized cyber loss. Through an analysis in the expected utility regime, we explain how this secondary loss exposure 1) may affect claiming behavior of

\(^{11}\) This issue was brought up during presentation of an earlier version of this paper in the proceedings of the XIV\(^{th}\) Workshop of Information Technology and Systems (WITS) at Washington DC, December 2004.
an insured firm, 2) give rise to information asymmetry between the insurer and the insured firms, and 3) may thwart development of this nascent market in an aggregate scenario. We also discuss factors that could help move the market to information symmetry, where cyber insurance products are less expensive, and higher demand could be expected. Although information symmetry is likely to reduce the pricing of cyber insurance contract substantially, the private nature of firm specific assessment of cyber loss exposures swells the contract writing costs. So long large-scale actuarial data is generated and iso-risk groups of firms are identified, cyber insurance products are likely to remain somewhat pricey in near future.
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Appendix-1

**Proposition 1**: For constant secondary loss $G$ associated with a private breach, there exists a minimum realized loss $r (= x_1 + G)$ up to which the insured firm does not claim its losses, for losses above $r$ the insured firm claims its actual loss.

**Proof**: The local optimization problem is reduced to locate an arbitrary point $r$ in the loss axis (Figure-2) such that the expected revenue $E[R(r)] = \int_r^\infty I(x)f(x)dx - (1 - F(r))$ is maximized. The FOC of the above yields the optimal $r: r = I^{-1}(G)$. However, the point $r$ must lie towards the right of point $x_1$ (the firm has no reason to claim below the deductible and absorb just the secondary losses). Thus in general: $r = I^{-1}(r - x_1)$. This fixes the point $r$ conclusively, $r = x_1 + G_{\text{prv}}$. The point $r$ marks the boundary; beyond which the insured firm claims a suffered loss in the private breach.

**Lemma 1**: For any given deductible, the informed insurer offers a cyber insurance contract that is never priced higher than that offered by the uninformed insurer, i.e. $P_1 \geq P_2$.

**Proof**: It can be shown that $P_1 = P_u - q(1 + \lambda)\gamma \delta \int_{x_1}^{x_1 + G} (x - x_1) f(x)dx$, such that for nonnegative values for $G$, $\delta$, $\gamma$, and $\lambda$, $P_u \geq P_1$.

**Lemma 2**: Ceteris paribus, for a selected deductible $x_1$, $x_1 \geq 0$, the apparent premium overpricing in information asymmetry ($P_1 - P_2$)

5) Does not exist in the range $x_1 \leq \text{Max}\{(a - G), 0\}$

6) Increases linearly with the probability of private breach $\gamma$ in the range $x_1 > \text{Max}\{(a - G), 0\}$

7) Exhibits quadratic increase with the secondary loss $G$ in the range $a < x_1 + G \leq b$

8) Remains invariant of the secondary loss $G$ in the range $x_1 > \text{Max}\{(b - G), 0\}$
Proof: The overpricing is denoted as \( \Delta P = q (1 + \lambda) \gamma \delta \int_{x_i}^{x_i+G} (x - x_i) f(x) \, dx \)

Case-1: \( \Delta P = q (1 + \lambda) \gamma \delta \int_{x_i}^{x_i+G} (x - x_i) \, dx = 0 \), \( x_i + G < a \)

Case-2: \( \Delta P = q (1 + \lambda) \gamma \delta \int_{a}^{b} \frac{1}{b-a} \, dx = \frac{q (1 + \lambda) \gamma \delta}{2(b-a)} (G^2 - (a-x_i)^2) \), \( x_i < a, \ a \leq x_i + G \leq b \)

Case-3: \( \Delta P = q (1 + \lambda) \gamma \delta \int_{x_i}^{b} \frac{1}{b-a} \, dx = \frac{q (1 + \lambda) \gamma \delta}{2(b-a)} (b+a-2x_i) \), \( x_i < a, \ x_i + G > b \)

Case-4: \( \Delta P = q (1 + \lambda) \gamma \delta \int_{a}^{b} \frac{1}{b-a} \, dx = \frac{q (1 + \lambda) \gamma \delta}{2(b-a)} G^2 \), \( a \leq x_i \leq b, \ a \leq x_i + G \leq b \)

Case-5: \( \Delta P = q (1 + \lambda) \gamma \delta \int_{x_i}^{b} \frac{1}{b-a} \, dx = \frac{q (1 + \lambda) \gamma \delta}{2(b-a)} (b-x_i)^2 \), \( a \leq x_i \leq b, \ x_i + G > b \)

**Derivation of the offered premium in information a/symmetry:**

**Scenario-1, Information Asymmetry:**

Case 1: \( P_1 = q (1 + \lambda) \int_{a}^{b} \frac{1}{b-a} \, dx = \frac{q (1 + \lambda)}{2} (b + a - 2x_i) \)

Case 2: \( P_1 = q (1 + \lambda) \int_{x_i}^{b} \frac{1}{b-a} \, dx = \frac{q (1 + \lambda)}{2} (b - x_i)^2 \)

Thus in general:
\[
P_1 = \frac{q (1 + \lambda)}{2(b-a)} (b - \text{Max}\{a, x_i\}) (b + \text{Max}\{a, x_i\} - 2x_i)
\]

**Scenario-2, Information Symmetry:**

Case -1: \( P_2 = q (1 + \lambda) \int_{a}^{b} \frac{1}{b-a} \, dx - \gamma \delta \int_{x_i}^{x_i+G} (x - x_i) \, dx \)

\[
P_2 = \text{Max} \left\{ \frac{q (1 + \lambda)}{2} (b + a - 2x_i), 0 \right\}
\]

Case-2: \( P_2 = q (1 + \lambda) \int_{a}^{b} \frac{1}{b-a} \, dx - \gamma \delta \int_{a}^{b} \frac{1}{b-a} \, dx \)

\[
P_2 = \text{Max} \left\{ \frac{q (1 + \lambda)}{2(b-a)} (b - a)(b + a - 2x_i) - \gamma \delta (G^2 - (a-x_i)^2), 0 \right\}
\]
Case 3: \( P_2 = q(1 + \lambda) \left( \int_a^b (x-x_i) \frac{1}{b-a} dx - y_0 \int_a^b (x-x_i) \frac{1}{b-a} dx \right) \quad \forall x_i < a, \quad x_i + G > b \)
\[
P_2 = \text{Max} \left\{ \frac{q(1 + \lambda)(1 - y \delta)}{2} (b + a - 2x_i), 0 \right\} \quad \forall x_i < a, \quad x_i + G > b \]

Case 4: \( P_2 = q(1 + \lambda) \left( \int_{x_i}^{b} (x-x_i) \frac{1}{b-a} dx - y_0 \int_{x_i}^{b} (x-x_i) \frac{1}{b-a} dx \right) \quad \forall x_i \geq a, \quad x_i + G \leq b \)
\[
P_2 = \text{Max} \left\{ \frac{q(1 + \lambda)}{2(b-a)} (b-x_i)^2 - y \delta G^2, 0 \right\} \quad \forall x_i \geq a, \quad x_i + G \leq b \]

Case 5: \( P_2 = q(1 + \lambda) \left( \int_{x_i}^{b} (x-x_i) \frac{1}{b-a} dx - y_0 \int_{x_i}^{b} (x-x_i) \frac{1}{b-a} dx \right) \quad \forall x_i \geq a, \quad x_i + G > b \)
\[
P_2 = \text{Max} \left\{ \frac{q(1 + \lambda)(1 - y \delta)}{2(b-a)} (b-x_i)^2, 0 \right\} \quad \forall x_i \geq a, \quad x_i + G > b \]

**Derivation of the expected utility of the insured firm:**

<table>
<thead>
<tr>
<th>Range of ( x_i )</th>
<th>Expected Utility of the insured ( E { U } )</th>
</tr>
</thead>
</table>
| **General**          | \[
q \delta \left\{ \int_{x_i}^{+G} \left( U(W-x-P)f(x)dx + U(W-x_1-P-G),(1-F(x_1+G)) \right) + q \delta (1 - \gamma) \left( U(W-x-P-G),1-F(x_1+G) \right) \right\} + q(1-\delta) \left\{ \int_{0}^{x_i} \left( U(W-x-P)f(x)dx + U(W-x_1-P-G),(1-F(x_1)) \right) \right\} + (1-q)U(W-P) \]
| \( x_i + G < a \)    | \[
q \delta \gamma \left( Ln(W-x_1-P-G),1 \right) + q \delta (1-\gamma) \left( Ln(W-x_1-P-G),1 \right) + q \left(1-\delta\right) \left( Ln(W-x_1-P-G),1 \right) + (1-q)\left( Ln(W-P) \right) \]
| \( x_i < a, \quad a \leq x_i + G \) | \[
q \delta \left\{ \int_{x_i}^{x_i+G} \left( Ln(W-x-P) \frac{1}{b-a} dx + Ln(W-x_1-P-G) \frac{(b-x_i-G)}{b-a} \right) + q \delta (1-\gamma) \left( Ln(W-x_1-P-G) + q \left(1-\delta\right) \left( Ln(W-x_1-P-G) \right) + (1-q)\left( Ln(W-P) \right) \right) \right\} = \frac{q \delta \gamma}{b-a} \left( Ln(W-x-P)-Ln(W-x_1-P-G) \right) + q \delta (1-\gamma) Ln(W-x_1-P-G) + q \left(1-\delta\right) Ln(W-x_1-P-G) + (1-q)\left( Ln(W-P) \right) \]
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**Claim Oriented Risk Perception Loss and Claim Strategy:**

When $x_1 < a$, $x_1 + G > b$

\[
q \delta \left( \int_a^b \left( \frac{1}{b-a} \ln(W-x-P) + \frac{1}{b-a} \ln(W-x_1-P-G) + q(1-\delta) \right) \right) + q \delta(1-\gamma) \ln(W-x_1-P) + q(1-\delta) \ln(W-x_1-P) + (1-q)U(W-P)
\]

\[
= \frac{q \delta}{b-a} \left( (W-x-P) \ln(W-x_1-P-G) - \ln(W-x_1-P-G) - (x_1-a) \right) + q \delta(1-\gamma) \ln(W-x_1-P) + q(1-\delta) \ln(W-x_1-P) + (1-q) \ln(W-P)
\]

When $x_1 \geq a$, $x_1 + G \leq b$

\[
q \delta \left( \int_a^b \left( \frac{1}{b-a} \ln(W-x-P) + \ln(W-x_1-P-G) - \frac{1}{b-a} \ln(W-x_1-P-G) \right) \right) + q \delta(1-\gamma) \ln(W-x_1-P) + (1-q) \ln(W-P)
\]

\[
= \frac{q \delta}{b-a} \left( (W-x-P) \ln(W-x_1-P-G) - \ln(W-x_1-P-G) - (x_1-a) \right) + (1-q) \ln(W-P)
\]

When $x_1 \geq a$, $x_1 + G > b$

\[
q \delta \left( \int_a^b \left( \frac{1}{b-a} \ln(W-x-P) + \ln(W-x_1-P-G) - \frac{1}{b-a} \ln(W-x_1-P-G) \right) \right) + q \delta(1-\gamma) \ln(W-x_1-P) + (1-q)U(W-P)
\]

\[
= \frac{q \delta}{b-a} \left( (W-x-P) \ln(W-x_1-P-G) - \ln(W-x_1-P-G) - (x_1-a) \right) + (1-q) \ln(W-P)
\]
Firms differ in the way they are exposed to post-claim risk perception loss \( g(I(y(x))) \).

Companies dealing in sensitive personal information, engaged in major e-commerce activities, or with little brick and mortar presence may likely experience high exposure from \( g(I(y(x))) \).

These firms are also highly exposed to cyber risks because of the nature of their business. Consider \( F_d \) to be one such firm and represent its market losses by a convex \( g(I(y(x))) \), such that \( g(0) = 0, g'(I) \geq 0, g''(I) > 0 \). What this means is that as stakeholders come to know of larger breaches through a realized indemnity, the risk perception about the company is adversely revised at an increasing rate. Also consider that the cyber risk loss is free to assume any value in the positive line and the cyber contract is written with a deductible \( x_1 \) and a cap \( x_2 \).

**Assertion 1:** Facing a convex risk perception loss \( g(I(y)) \), for every realization \( x \) of its random cyber loss \( \bar{X} \), an insured firm claims \( y = \text{Min}\{x, x_2, \xi^*\} \), \( (\xi^* = I^{-1}(g'^{-1}(l))) \), when \( \text{Min}\{x, x_2, \xi^*\} > x_1 + g(\text{Min}\{x, x_2, \xi^*\} - x_1) ; \) else the firm does not claim.

**Proof:**

Let net revenue from indemnity be \( R(y) = I(y) - g(I(y)) \); From F.O.C., \( g'(I(y)) = 1 \) is the condition for optimal claim because the second order derivative

\[
R''(y) = I''(y)[1 - g'(I(y)) - I'(y)^2 g''(I(y))] \text{ is clearly negative at } g'(I(y^*)) = 1.
\]

Denote \( \xi^* = I^{-1}(g'^{-1}(l)) \), and consider the following cases:

**Case-1:** \( x \leq x_1 \)

Because \( y \leq x, \) and \( x \leq x_1, \) \( I(y) = 0, g(I(y)) = 0, R(y) = 0, \) insured firm does not claim.

**Case-2:** \( x_1 < x \)

**Sub case 2A:** \( \xi^* > x \)

Knowing \( g(0) = 0, g'(I(\xi^*)) = 1 \) and \( \xi^* > x, \) \( 1 - g'(I(y)) \) is positive in the range \( x_1 < x < \xi^* \).

Thus \( R'(y) = I'(y)[1 - g'(I(y)) \} \text{ is positive when } I'(y) > 0, \) \( I'(y) > 0 \) in the range \( x_1 < y \leq x_2 \)
and 0 when \( I'(y) = 0 \) (true in the range \( x_2 < y \)). Beginning at \( x_i \), the value of \( I(y) \) increases monotonically till \( y = x_2 \), beyond which it remains constant. However, if \( x < x_2 \), the firm may claim only up to \( y = x \). In other words, the firm claims \( \text{Min} \{x, x_2\} \).

\[ R = \text{Min}\{x, x_2\} - x_1 - g(\text{Min}\{x, x_2\} - x_1) \]

And the firm claims when \( R > 0 \). Thus the effective claim strategy is: \( \text{Claim} \text{Min}\{x, x_2\}, \text{when} \text{Min}\{x, x_2\} > x_1 + g(\text{Min}\{x, x_2\} - x_1) \); else do not claim.

**Sub case 2B: \( \xi^* \leq x \)**

Here \( F_d \) claims \( \text{Min}\{\xi^*, x_2\} \) when \( \text{Min}\{x, x_2\} > x_1 + g(\text{Min}\{x, x_2\} - x_1) \).

This defines an effective under claiming range \( x - \xi^* \) when \( \xi^* < x \). Q.E.D.

**Appendix-2**

Along the search space of deductible \( x_i \), the expected utility of the insured firm is discontinuous.

This is so because of the following reasons:

a) The indemnity structure of the Pareto-optimal contract \( I \) induces jump at \( x = x_1 \). This manifests itself in the limits of integration in (7).

b) Our assumed functional form of the loss function is \( \text{Uniform} \ [a, b] \): this induces jumps at the points \( x = a \) and \( x = b \). This is manifested in the ranges of premium in (8), which in turn, modifies the argument of the expected utility of the insured firm.

c) Existence of the secondary loss \( G \) causes the contract intended behavior to alter in the private breaches, which shifts the location of jump from \( x_i \) to \( x_i + G \) in point a) above.

d)Depending on the relative magnitudes of the secondary loss \( G \), and the parameters of the loss function \( a \) and \( b \) (in comparison to the choice of the deductible \( x_i \) in the search range), the jumps in point b) above may or may not be realized, which in turn potentially changes the upfront premium (and hence the argument of the utility function of the insured firm) in information symmetry.

In our experiment we circumvent the maximization problem of this discontinuous expected utility of the insured firm in the following fashion. Note that the maximization problem of (7)
can be construed as a set of adjacent sub problems defined by the pertinent ranges of the deductible. The insured firm could concurrently maximize each of these sub problems to yield the corresponding optimal deductibles, each of which is now specific to the deductible range. Finally, among all these range-specific optimal deductibles, the deductible that yields the highest expected utility among all the maximized solutions of the sub problems could then be selected for onward communication to the insurer. The dissociation of the maximization problem into a set of sub problems is sufficient without any loss in quality of solution; so long the restricted range of deductible \(0 \leq x_i \leq b\) is exhaustively searched. The above process is represented in the following table, which is also how we conduct our numerical experiment\(^{12}\). Every row in table-3 represents a sub problem, which is numerically maximized twice: once under information asymmetry (column-3), and then under information symmetry (column-4). The process is repeated for 10 different values of each of the parameters.

<table>
<thead>
<tr>
<th>Range of deductible (x_i)</th>
<th>Expected Utility of the insured (E[U])</th>
<th>Offered premium in Asymmetry (P_1)</th>
<th>Offered premium in Symmetry (P_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_i + G &lt; a)</td>
<td>(q\delta.\ln(W - x_i - P - G) + q.(1 - \delta).\ln(W - x_i - P) + (1 - q).\ln(W - P))</td>
<td>(\frac{q(1 + \lambda)}{2} \left( b + a - 2x_i \right))</td>
<td>(\text{Max} \left{ \frac{q(1 + \lambda)}{2} \left( b + a - 2x_i \right), 0 \right})</td>
</tr>
<tr>
<td>(x_i &lt; a, a \leq x_i + G)</td>
<td>(\frac{q\delta}{b - a} \left( \frac{(W - a - P).\ln(W - a - P) - (W - b - P).\ln(W - x_i - P - G) - (x_i + G - a)}{b - a} \right) + q\delta(1 - \gamma)\ln(W - x_i - P - G) + q(1 - \delta)\ln(W - x_i - P) + (1 - q)\ln(W - P))</td>
<td>(\frac{q(1 + \lambda)}{2} \left( b + a - 2x_i \right))</td>
<td>(\text{Max} \left{ \frac{q(1 + \lambda)}{2} \left( b + a - 2x_i \right), 0 \right})</td>
</tr>
<tr>
<td>(x_i &lt; a, x_i + G &gt; b)</td>
<td>(\frac{q\delta}{b - a} \left( \frac{(W - a - P - G).\ln(W - a - P - G) - (W - b - P).\ln(W - b - P - G) - (x_i - a)}{b - a} \right) + q\delta(1 - \gamma)\ln(W - x_i - P - G) + q(1 - \delta)\ln(W - x_i - P) + (1 - q)\ln(W - P))</td>
<td>(\frac{q(1 + \lambda)}{2} \left( b + a - 2x_i \right))</td>
<td>(\text{Max} \left{ \frac{q(1 + \lambda)(1 - \gamma)}{2} \left( b + a - 2x_i \right), 0 \right})</td>
</tr>
</tbody>
</table>

\(^{12}\) Please note that for the range of practicable values of parameters of our experiment (Table-1), some of these sub problems are not valid.
\[ x_i \geq a, \quad x_i + G \leq b \]

\[
\frac{q \delta}{b - a} \left( (W - a - P).\ln(W - a - P) - (W - b - P).\ln(W - x_i - P - G) - (x_i + G - a) \right) + \\
\frac{q \delta (1 - \gamma)}{b - a} \left( (W - a - P - G).\ln(W - a - P - G) - (W - b - P - G).\ln(W - x_i - P - G) - (x_i - a) \right) + \\
\frac{q(1 - \delta)}{b - a} \left( (W - a - P).\ln(W - a - P) - (W - b - P).\ln(W - x_i - P - G) - (x_i - a) \right)
\]

\[
(1 - q).\ln(W - P)
\]

\[
\frac{q (1 + \lambda)}{2(b - a)}(b - x_i)^2
\]

\[
\max \left\{ \frac{q(1 + \lambda)(1 - \gamma \delta)}{2(b - a)}(b - x_i)^2, 0 \right\}
\]

\[
x_i \geq a, \quad x_i + G > b
\]

\[
\frac{q \delta y}{b - a} \left( (W - a - P).\ln(W - a - P) - (W - b - P).\ln(W - b - P) - (b - a) \right) + \\
\frac{q \delta (1 - \gamma)}{b - a} \left( (W - a - P - G).\ln(W - a - P - G) - (W - b - P - G).\ln(W - x_i - P - G) - (x_i - a) \right) + \\
\frac{q(1 - \delta)}{b - a} \left( (W - a - P).\ln(W - a - P) - (W - b - P).\ln(W - x_i - P - G) - (x_i - a) \right)
\]

\[
(1 - q).\ln(W - P)
\]

\[
\frac{q (1 + \lambda)}{2(b - a)}(b - x_i)^2
\]

\[
\max \left\{ \frac{q(1 + \lambda)(1 - \gamma \delta)}{2(b - a)}(b - x_i)^2, 0 \right\}
\]

**Table-3. Sub problems of expected utility maximization under information a/symmetry**