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Research Summary
Economists have recently reexamined the “capital punishment deters homicide” thesis using modern econometric methods, with most studies reporting robust deterrent effects. The current study revisits this controversial question using annual state panel data from 1977 to 2006. Employing well-known econometric procedures for panel data analysis, our results provide no empirical support for the argument that the existence or application of the death penalty deters prospective offenders from committing homicide.

Policy Implications
Although policymakers and the public can continue to base support for use of the death penalty on retribution, religion, or other justifications, defending its use based solely on its deterrent effect is contrary to the evidence presented here. At a minimum, policymakers should refrain from justifying its use by claiming that it is a deterrent to homicide and should consider less costly, more effective ways of addressing crime.
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There may be people on the other side [of the death penalty debate] that rely on older papers and studies that use outdated statistical techniques or older data, but all of the modern economic studies in the past decade have found a deterrent effect.

—Joanna Shepherd, testifying before the Congressional Subcommittee on Crime, Terrorism, and Homeland Security in 2004

Beginning with the seminal work of Sellin (1959), an extensive body of academic literature has examined the potential deterrent effects of capital punishment on homicide. Sellin’s findings that capital punishment had no discernible deterrent effects on homicide, with death penalty (DP) states having murder rates equal to or higher than “matched” abolitionist states (see also Dann, 1935; Savitz, 1958), informed death penalty opinion and policy until the controversial work of Isaac Ehrlich emerged in the *American Economic Review* in 1975. Ehrlich’s more sophisticated methodological analysis suggested that each state-sanctioned execution during the 1950s and 1960s “saved eight lives.” Moreover, he dismissed the methods employed by Sellin as crude and lacking the necessary scientific rigor to adequately test the complexities of deterrence theory. Ehrlich’s findings were well circulated outside of academic circles, where DP advocates effectively transformed his study into a public policy dictate that “proved” the benefits of continuing executions nationally (Fagan, 2005a).

Ehrlich’s application of more sophisticated econometric techniques to examine the deterrent effects of the DP was a clear advancement over previous work. Despite these improvements, however, Ehrlich’s (1975) study was criticized as suffering from serious empirical infirmities, and as a consequence, its conclusions about the powerful deterrent effects of capital punishment on homicide were later deemed unjustified (Baldus and Cole, 1975; Blumstein, Cohen, and Nagin, 1978; Bowers and Pierce, 1975). Numerous academic papers during the next two decades continued to investigate the potential deterrent effect of capital punishment on homicide, with most criminological studies showing no deterrent effect or even citing a brutalization effect, whereby homicides increased as an unintended consequence of state executions (Cochran and Chamlin, 2000; Lamperti, 2008).

The death penalty debate was ignited once again with the 2003 publication of Dezhbakhsh, Rubin, and Shepherd’s study on the deterrent effect of capital punishment. Using county-level panel data for the post-Gregg era, they estimated that 18 lives were saved each year for each execution. These findings of a strong deterrent effect of the death penalty prompted numerous empirical economists to reexamine the DP efficacy hypothesis using modern econometric methods for panel data, with several studies reporting robust deterrent effects. Yet again, this newest generation of economic deterrence studies has received significant attention from the press, DP advocates, and policymakers who are eager to justify punitive crime-control measures such as the DP (Fagan, 2005b, 2006). Although research conducted by criminologists and some econo-
mists has consistently found little or no support for the deterrent effect of the DP on homicide, empirical economists relying heavily on the Beckerian model of crime have largely ignored or summarily dismissed these studies as lacking appropriate methodological rigor.¹ Criminologists and their research are again notably absent from the capital punishment debate.

The current study revisits the controversial question of whether the DP exerts a deterrent effect on the homicide rate using annual state panel data from 1977 to 2006. This article employs many of the same econometric “bells and whistles” used in recent economic papers on the DP, while substantively contributing to the literature regarding the deterrence hypothesis debate as it (1) remedies statistical problems found in several recent DP studies reporting robust deterrent effects; (2) controls for a larger number of potential confounding factors that are theoretically grounded, including several crime policy variables (e.g., three-strikes laws [3X] and right-to-carry concealed handgun laws) and historical events (e.g., U.S. imprisonment binge and crack-cocaine epidemic of the 1980s) that have been linked with cross-temporal changes in homicide rates in the post-mortemoratorium era; and (3) extends the analysis to include additional years (beyond 2000) not covered in recent state panel DP papers. The following section begins with a review of recent economic papers on the DP. We then describe our data and methods and present our results. In the final section, we interpret our results with reference to criminological research on rational choice and offender decision making and consider the policy implications of our findings.

Background
During the last 10 years, an upsurge has occurred in the number of empirical studies, mostly by economists, estimating the average deterrent effect of the DP on homicide rates across states with capital punishment. These studies have primarily relied on annual state- or county-level panel data using fixed-effects models and have operated within the ordinary least-squares (OLS) estimator framework.² Although some panel research has extended the study period prior to the death penalty moratorium that began with Furman v. Georgia in 1972 (e.g., Dezhbakhsh and Shepherd, 2006; Katz, Levitt, and Shustorovich, 2003), most have focused on within-state (or -county) changes in the overall homicide rates after the reinstatement of capital punishment in Gregg v. Georgia (1976; beginning in 1977 or later). The main differences among the fixed-effects panel studies are the ways in which the authors have conceptualized and operationalized

---

¹ In simple terms, Becker’s (1967) principles advance a strongly prorationality position whereby decision making is propelled by cost-driven calculus, such that offenders commit crimes because the potential benefits outweigh the potential risks. It should be noted, however, that other economists have questioned these prodeterrence studies after finding contradictory results and that not all economists endorse Beckerian principles.

² A few of these studies employ other quasi-experimental designs to analyze the effects of governor- or court-imposed moratoria (e.g., Cloninger and Marchesini, 2006) or the extent to which the effects of execution risk are contingent on newspaper publicity surrounding executions (Stolzenberg and D’Alessio, 2004). Because these studies focus on potential deterrent effects operating in a single DP jurisdiction, as well as for ease of presentation, we did not include them in our review.
execution risk. Given these differences, and for ease of presentation, we organized our review of the latest DP deterrence research based on the measures of execution risk used in each study (i.e., presence of the DP, probability of execution, and frequency of execution). In the next section, we discuss the methodological shortcomings of studies employing econometric methods for panel data and how these problems are mitigated in the current study.

The findings of the latest DP deterrence studies using state- or county-level panel data are summarized in Table 1. The table includes the time period covered, unit of analysis, measure used to denote activity status of DP statute or execution risk, and the results obtained for these measures. Comprehensive reviews of the latest DP deterrence studies can also be found in Donohue and Wolfers, (2005), Fagan (2006), Shepherd (2005), and Yang and Lester (2008).

**Presence of the Death Penalty**

Of the 10 studies published since 2000, 6 examined whether the mere presence (or absence, because of a moratorium or the law being abolished) of the DP was a deterrent to homicide by entering a binary dummy variable into the regression model that took on the value of 1 if the DP was legal in the state and 0 otherwise (Dezhbakhsh et al., 2003; Dezhbakhsh and Shepherd, 2006; Donohue and Wolfers, 2005; Ekelund, Jackson, Ressler, and Tollison, 2006; Mocan and Gittings, 2003; Zimmerman, 2006). The dummy variable approach implicitly assumes that the deterrent effects of the DP are unrelated to the probability of execution; rather, the mere existence of capital punishment is assumed to exert a deterrent effect that is not systematically stronger in years with higher actual probabilities of execution.

With the exception of Ekelund et al. (2006), the preponderance of the evidence indicates that the presence of a DP statute was associated with lower homicide rates, although the negative coefficients for the DP dummy variable reported by Donohue and Wolfers (2005) were not significant at conventional significance levels. Specifically, Mocan and Gittings (2003) reported that the presence of the DP reduced the annual number of homicides by 64, whereas Zimmerman (2006) concluded that deterrent effects attributed to the presence of the DP were similar for all five methods of execution. The most notable study to use the dummy variable approach, conducted by Dezhbakhsh and Shepherd (2006), treated the U.S. Supreme Court's 1972 decision imposing a moratorium on the DP as a “judicial experiment” by coding states a 1 for each year in which the moratorium was in effect and 0 otherwise. In all specifications (see their Table 8), the coefficient on the DP dummy variable was significant and positive, which indicates that stopping executions increased the homicide rate or that reinstating the DP reduced the homicide rate. Conversely, Ekelund et al. (2006) reported results across specifications that, with a single exception, were statistically significant and positive, which suggests that the presence of an active DP law actually increased homicide during the 1995 to 2000 period.

---

3. The studies in Table 1 are limited to those published in 2000 or later.
4. Dezhbakhsh and Shepherd (2006) switch the coding so that states with an inactive DP law are coded 1 and 0 otherwise.
Probability of Execution

With the exception of Dezhbakhsh and Shepherd (2006), all studies listed in Table 1 included some measure of the probability that an offender would be executed. In general, the probability of execution was operationalized as (1) the ratio of the number of executions to the number of homicides (Zimmerman, 2006); (2) the ratio of the number of executions to the number of inmates on death row (Shepherd, 2004); (3) the ratio of the number of executions to the number of offenders sentenced to death (Dezhbakhsh et al., 2003; Mocan and Gittings, 2003; Shepherd, 2005; Zimmerman, 2004); (4) the ratio of the number of executions to the number of prisoners (Donohue and Wolfers, 2005; Katz et al., 2003); and (5) the ratio of the number of executions to population (Donohue and Wolfers, 2005). Again, the main difference occurs in the denominator, where scholars have largely disagreed on the total number of possible outcomes potential murderers are likely to consider when calculating these risks.

Most researchers have used lags ranging from approximately 1 to 6 years in the denominator based on when they expect an execution to impact the homicide rate. The amount of time each variable is lagged depends on the scholar's estimation of the criminal calculus and/or the processing of an offender through the criminal justice system from arrest to execution. For example, Mocan and Gittings (2003) and Shepherd (2005) use a 6-year lag in their execution risk measures. The justification for the use of a 6-year lag is based on Bedau's (1997: 15) estimation that it takes an average of 6 years for an offender to be executed after being sentenced to death (an estimation based on data in the Bureau of Justice Statistics [BJS] report, Capital Punishment, 1994). From a deterrence perspective, potential murderers would conduct a cost–benefit analysis based on the numbers of offenders sentenced to death 6 years before, rather than on current-year sentences. Thus, if offenders are influenced by the probability they will be sentenced and executed, then they would calculate their risk and likelihood based on current-year executions of death row inmates who had been sentenced 6 years earlier.

Other scholars have used a shorter time period under the assumption that offenders will base their decisions on whether to commit homicide on what is currently or recently happened to friends or acquaintances (Donohue and Wolfers, 2005; Shepherd, 2004, 2005). For example, some scholars have defined the probability of execution using current-year death sentences in the denominator of the ratio variable (e.g., Zimmerman, 2004), arguing that prospective murderers are unlikely to compute actual probabilities for cohorts of convicted murderers because doing so would be extremely costly for the potential murderer (Shepherd, 2004; Zimmerman, 2004). These scholars have maintained that potential murderers are likely to form expectations based on a “cheaper informational proxy,” such as the current going rate at which convicted murderers are sentenced to death row and executed (Shepherd, 2004: 297).

Regardless of how the probability of execution is measured, studies generally report a negative association between execution risk and the homicide rate, but statistical significance has varied. Katz et al. (2003) reported that the coefficients for the execution rates entered in their regression models were extremely sensitive to model specification and were sometimes positive.
<table>
<thead>
<tr>
<th>Study</th>
<th>Time Period</th>
<th>Sample</th>
<th>Measures</th>
<th>Impact of Death Penalty*</th>
</tr>
</thead>
</table>
(t + 2 + t + 1 + t + t − 1 + t − 2 + t − 3)/arrests<br>
(t − 4 + t − 5 + t − 6 + t − 7 + t − 8 + t − 9)<br>
Execution rate lagged 2 years: death sentences<br>
(t + 2 + t + 1 + t + t − 1 + t − 2 + t − 3)/executions<br>
(t − 4 + t − 5 + t − 6 + t − 7 + t − 8 + t − 9) | HOMICIDE – **<br>Homicide –<br>HOMICIDE – ** |
| Katz, Levitt, and Shustorovich (2003)    | 1950–1990   | 50 states       | Execution rate: executions per 1,000 prisoners<br>
Execution rate lagged 1 year<br>
Execution rate lagged 2 years<br>
Execution rate lagged 3 years | Homicide –<br>Homicide +<br>Homicide +<br>Homicide + |
| Mocan and Gittings (2003)    | 1977–1997   | 50 states       | Statute dummy lagged 1 year<br>Sentencing rate lagged 1 year: death sent/murder arrests 2 years prior<br>
Execution rate lagged 1 year: executions previous & current year/ death sent 6 years prior<br>
Execution rate 2 lagged 1 year: executions first 3 quarters of current year and last quarter of previous year/number persons sent to death 6 years prior | HOMICIDE –***<br>Homicide +<br>HOMICIDE –**<br>Homicide – |
Execution rate: executions/death sentences | Homicide –<br>HOMICIDE –**<br>HOMICIDE –**<br>HOMICIDE –** |
| Shepherd (2004)'            | 1977–1999   | 50 states       | Sentencing rate: moving average number of death sent in current & previous 11 months/12 month moving average of number of murders<br>
Execution rate: 12 month moving average of number of executions/12 months moving average of number on death row<br>
Number of death sentences<br>
Number of executions | Homicide –<br>HOMICIDE –**<br>HOMICIDE –**<br>HOMICIDE –**<br>Homicide +<br>HOMICIDE –**
**Sentencing rate 1:** number of death sentences/number of arrests for murder 2  
**Sentencing rate 2:** number of death sentences +2/no of arrests for murder  
**Execution rate 1:** number of executions/number of death sentences – 6  
**Execution rate 2:** number of executions + 6/number of death sentences  
**Execution rate 3:** executions t + 2, t + 1, t, t − 1, t − 2, t − 3/death sentences t − 4, t − 5, t − 6, t − 7, t − 8, t − 9  

HOMICIDE + (13 states)c  
HOMICIDE – (6 states)  
Homicide + (8 states)  

**Statute dummy**  
**Active law:** ≥ 1 execution in previous decade  
**Inactive law:** no executions in previous decade  
**Execution rate:** executions/1,000 prisoners  
**Execution rate:** executions/100,000 pop.  
**Execution rate:** executions/1,000 prisoners  
**Execution rate:** executions/homicide – 1  
**Execution rate:** executions/death sent lagged 1 year  

Homicide −  
Homicide −  
Homicide −  
Homicide −  
Homicide +  
HOMICIDE −***  
Homicide −  
Homicide −  
Homicide −  
Homicide +  
HOMICIDE −***  
HOMICIDE −***  
HOMICIDE +***  
HOMICIDE +***  

**Number of executions**  
**Number of executions lagged 1 year**  
**State moratorium dummy**  

HOMICIDE +***  
HOMICIDE −***  
HOMICIDE +***  
HOMICIDE +***  

**Statute dummy**  
**Number of executions lagged 1 year**  
**State moratorium dummy**  

HOMICIDE −**  
HOMICIDE −**  
HOMICIDE +***  
HOMICIDE +***  
HOMICIDE −**  
HOMICIDE −**  

**Statute dummy**  
**Execution rate:** electrocutions/homicides  

HOMICIDE –***  
HOMICIDE −***  

---

*a Capitalization means the coefficient is significant.  
b Results reported for total homicide only.  
c Shepherd transformed the statistically significant results from all models into each state’s increase or decrease in the number of murders after one execution.  
*p = .10. **p = .05. ***p = .01.*
and sometimes negative. Donohue and Wolfers (2005) generally found no statistically significant association between execution risk and homicide rates, whereas Dezhbakhsh et al. (2003), Mocan and Gittings (2003), Zimmerman (2004, 2006), and Shepherd (2004) reported robust deterrent effects. In Zimmerman’s (2006) study, however, these effects were significant only for executions by electrocution. None of the other four methods (i.e., lethal gas, lethal injection, hanging, or firing squad) had a significant impact on homicide rates. Finally, Shepherd (2005) found a “threshold effect,” meaning that states that executed more than nine persons during the sample period executions observed lower homicide rates, whereas states that conducted fewer executions had higher homicide rates.

Frequency of Execution

The most widely used measure of execution risk in DP deterrence studies has been the frequency of executions (e.g., Dezhbakhsh and Shepherd, 2006; Ekelund et al., 2006; Shepherd, 2004). This conceptualization of deterrence suggests that optimal deterrence is most likely to be realized by simply “reminding” prospective murderers of the state’s willingness to use capital punishment to deter homicide (Kleck, 1979: 896). Thus, regardless of whether prospective murderers are inclined to or capable of calculating the probability of being executed for murder, such persons might still be deterred if increases in executions cause increases in their perceptions of execution risk (presumably through “publicity effects”). Donohue and Wolfers (2005) were critical of the frequency of execution measure because (1) it has the net effect of giving high-execution states, such as Texas and Virginia, greater weight in the homicide regression models and (2) it implies that the effect of an additional execution will vary across DP states depending on the size of the population. Dezhbakhsh and Rubin (2007: 17) responded to the criticism levied by Donohue and Wolfers by arguing

an execution in a densely populated state with more crimes, more criminals, and more potential criminals has a stronger deterrent effect, in terms of the number of lives saved, than an execution in a sparsely populated state with few crimes and few potential criminals. So dividing the number of executions by population makes no sense.

Although the points raised by Donohue and Wolfers call into serious question the theoretical underpinnings used to justify the frequency of executions as a measure of execution risk, we cannot rule it out as one of many possible scenarios through which executions may have the effect of deterring homicide offenders. Indeed, all four studies employing frequency of executions

5. For example, Dezhbakhsh and Shepherd (2006) estimate the effect of an execution on the homicide rate to be –0.145, which implies that each execution in Texas reduces the annual number of homicides by roughly 20, whereas in Delaware, it reduces the annual number of homicides by almost 1.
as a measure of execution risk found strong support for the DP deterrence-efficacy hypothesis. These results suggest that executions might exert a unique deterrent effect on homicide rates even in years when the actual probability of execution for murder in the same state is less than in previous years or greater than in other DP states (Dezhbakhsh and Shepherd, 2006; Donohue and Wolfers, 2005; Ekelund et al., 2006; Shepherd, 2004).

In sum, although most scholars studying the deterrent effects of the DP have agreed that deterrence depends more heavily on the actual risk of execution rather than on the mere existence of the DP (e.g., Dezhbakhsh and Rubin, 2007; Mocan and Gittings, 2003), they have differed on which factors prospective murderers consider when calculating such risks. Given the lack of reliable information on how prospective murderers assess the risk of execution, if at all, it is not surprising that there is no theoretical or empirical consensus on how best to measure execution risk. More importantly, however, DP scholars have necessarily assumed that any such measure of actual execution risk would have a positive effect on average perceptions of execution risk among prospective murderers. Research by Kleck, Sever, Li, and Gertz (2005) suggests, however, that the perceived risk of punishment has little or no relationship to the actual risk of punishment, and this finding may apply specifically to the risk of execution.

**Data and Statistical Methods**

Similar to recent economic papers on capital punishment, we reexamine the “DP deters homicide thesis” using annual, state panel data. Because we are solely interested in assessing potential deterrent effects of capital punishment in the post-Gregg era, we begin our study period in 1977 but extend the study period used in recent studies from 2000 to 2006. 6 The primary advantage of the panel design, as opposed to the more commonly used time-series design (e.g., national time-series studies) in earlier DP deterrence research, is that it provides a comparison group by treating non-DP states as a control group for DP states (Campbell and Stanley, 1963). We are not, however, asserting that non-DP states represent a control group in the strict sense of the term, as this would imply the DP is a “natural experiment.” The defining feature of a true natural experiment is that assignment of treatment conditions occur in an “as if” random fashion (Dunning, 2005). Because it is unlikely that the decision to enact, abolish, halt, or apply the DP in the post-Gregg era occurs independently of other sociopolitical forces operating in DP states, we do not believe a credible claim can be made that DP and non-DP states are “as if” randomly assigned. As a result, we do not assume “pretreatment” equivalence between DP and non-DP states; rather, we follow the standard solution in nonexperimental research (and recent DP deterrence papers) of measuring and statistically controlling for as many potential confounding factors—that is, correlates of the presence of the DP and risk of execution that could influence homicide rates—as possible. We also follow common practice in state panel studies of the DP (and crime-control initiatives in general) by including state fixed effects, year fixed effects, and state-specific time trends in the homicide specifications to minimize potential

---

6. None of the latest DP panel studies of which we are aware uses data that extends past 2000 (see Table 1).
endogeneity problems related to omitted variable bias. A detailed discussion of how these proxy variables minimize the effects of omitted variable bias is provided in the next section.

**Death Penalty Measures**

As discussed, deterrence theory provides multiple pathways by which the DP could serve as a deterrent to potential murderers. Given the nature of the study and the lack of a general consensus on how prospective murderers might form these expectations (assuming they will do so at all), we felt it was important to include all of them in the current study. The measures used to capture both the presence of the death penalty and execution risk are as follows:

Death Penalty Law Status Variables:
1. DP law dummy variable (year $t$
2. DP law dummy variable (year $t−1$

Frequency of Executions:
3. Number of executions (year $t$
4. Number of executions (year $t−1$

Probability of Execution Measures:
5. Executions (year $t$) per 1,000 prisoners (year $t$
6. Executions (year $t$)/death sentences (year $t−1$
7. Executions (year $t$)/death sentences (year $t−6$
8. Executions (year $t$) per 100,000 state population (year $t$
9. Executions (year $t$)/homicides (year $t−1$

Data regarding the legal status of the DP through 2000 were obtained from Dezhbakhsh and Shepherd (2006: 513). Using sources cited in Dezhbakhsh and Shepherd, we collected additional information on the legal status of the DP through 2006. Year-end data on the number of prisoners currently on death row; those receiving a death sentence or executed in the current year; or those persons removed from death row because of a sentence vacation/commutation, death from natural causes, suicide, escape, or drug overdose from 1977 to 2005, came from “Capital Punishment in the United States, 1973–2005” (Bureau of Justice Statistics, 2005).
Year-end statistical tables and data from 2006 were downloaded from the Bureau of Justice Statistics (2007) Web site as well.\(^7\)

**Homicide Rates**

It has been suggested by some that, because the DP can only be applied to capital murders, the most appropriate dependent variable in a DP deterrence study is the rate of capital murders (e.g., Bailey, 1983; Fagan, Zimring, and Geller, 2006; Peterson and Bailey, 1991; Sellin, 1959; Van den Haag, 1969). We maintain that an equally valid argument can be made for the use of the total homicide rate to test the DP efficacy hypothesis. Drawing on Van den Haag’s (1969) conceptualization of deterrence, Kleck (1979) argued that the deterrent effects of the DP need not be limited to prospective offenders engaging consciously in risk–benefit calculations but to all homicides, as “the cognitive link in potential offenders’ minds may be between the ultimate legal sanction, death, and the act of homicide rather than any particular arbitrary legal subtype of homicide.” (1979: 890). Kleck’s application of Van den Haag’s preconscious deterrence theory to the DP provides a theoretical rationale for broadening the search for potential deterrent effects by including both death and non-death-eligible homicides in the homicide rate measure (see Shepherd, 2004, for empirical support).

Homicide data were obtained from the Federal Bureau of Investigation’s (FBI’s) Uniform Crime Reporting (UCR) Program, published as *Crime in the United States*. UCR homicide data from 1977 to 2006 are available on-line at the BJS Web site (ojp.usdoj.gov/bjs/dtd.htm). We rely on the FBI’s UCR homicide measure—as opposed to homicide data based on death certificates collected as part of the National Vital Statistics System by the National Center for Health Statistics (NCHS)—because the latter are available only through 2005.\(^8\)

---

7. Analyses that measure execution risk based on the number of death sentences issued in the previous year or 6 years prior cover the period 1978 to 2006 and 1984 to 2006, respectively. The rationale for excluding earlier years was that few criminals were sentenced to death during the 4-year hiatus (1972–1976) on capital punishment after the Furman v. Georgia (1972) decision. As a result, measures of execution risk calculated using death sentences meted out during the years of the ban would be undefined (because of the zero denominators), and it is impossible to know how prospective murderers during the years 1978 to 1982, for example (assuming death sentences meted out in the previous 6 years is the correct denominator), would have calculated their risk of execution. Even after excluding these years, the measures of execution risk remained undefined in many instances because no death sentences were issued by the state in the previous year (or 6 years earlier). To avoid losing these state/years in the analysis, undefined observations were assigned a score of 0. Coefficient estimates for the ratio variables were qualitatively similar when treating undefined observations as missing data.

8. After the data analysis was completed, we obtained homicide data based on death certificate data for 2006 using the Centers for Disease Control and Prevention’s WISQARS interactive database system. Although not shown, the sign and size of the coefficients obtained for the execution risk measures were largely similar when substituting the FBI’s UCR homicide measure for the NCHS homicide measure.
Specific Control Variables

Crime policy initiatives and the crack epidemic. As discussed, most of the latest DP papers failed to account for other important crime-control initiatives or important historical events that occurred in the post-moratorium era. The passage of “three strikes and you’re out laws,” for example, have been linked with homicide increases (Kovandzic, Sloan, and Vieraitis, 2002; Marvell and Moody, 2001) and decreases (Shepherd, 2002).\(^9\) In addition, a large number of academic studies have examined the potential deterrent impact of right-to-carry concealed handgun (RTC) laws on homicide rates, with mixed results. Although Lott and Mustard (1997) and Lott (2000) reported robust evidence of deterrence, several researchers who reanalyzed (and extended) their data (e.g., Ayres and Donohue, 2003, 2009a, 2009b) concluded that “the statistical evidence that these [RTC laws] have reduced crime is limited, sporadic, and extraordinarily fragile” (Ayres and Donohue, 2003: 1201). In any event, several published studies support the RTC law-efficacy hypothesis, and we err on the side of caution by including an RTC law variable as a regressor to avoid a potential model underfitting problem. Both laws are represented with a binary dummy variable scored “1” starting the full first year after a law went into effect and “0” otherwise. Dates for the passage of 3X laws were obtained from Marvell and Moody (2001). Dates of passage for RTC laws were obtained through statutory research conducted by Marvell (2001) and the senior author.

We also control for the prevalence of crack cocaine using an index created by Fryer, Heaton, Levitt, and Murphy (2005). The crack index is composed of various indirect proxies of crack prevalence, including cocaine arrests, cocaine-related emergency room visits, cocaine-induced drug deaths, crack mentions in newspapers, and Drug Enforcement Administration drug busts. Unfortunately, the crack index variable is only available through 2000. Rather than shorten the study period by 6 years, we only enter the crack index variable in separate estimations when examining the robustness of the baseline homicide specifications. Data for the crack prevalence measure were obtained from Roland Fryer’s Web site at post.economics.harvard.edu/faculty/fryer/fryer/.html.

Socioeconomic control variables. Socioeconomic variables included in the homicide specifications are those commonly used in recent DP papers and in macrolevel studies of homicide in general. Specifically, we control for the percent of the civilian labor force unemployed; the total employment rate; real per-capita income (divided by the Consumer Price Index); percent of the population living below the poverty line; percent of the population residing in metropolitan areas; percent of the population with a bachelor’s degree or higher; per-capita beer consumption (measured in gallons); and the percent of the population ages 15 to 24, 25 to 34, and 35 to 44 years. Poverty data were obtained from the Bureau of the Census Web site at census.gov/hhes/www/poverty. The data on state-level unemployment were taken from the Bureau of Labor

---

\(^9\) Between 1993 and 1996, 25 states and the federal government enacted 3X laws (Austin and Irwin, 2001). Studies that found a positive association between 3X laws and homicide speculate that felons who face lengthy prison terms after conviction for a third strike may decide to kill victims, witnesses, or police officers during an attack that would otherwise be nonlethal to reduce the chance of apprehension.
Statistics Web site at bls.gov/sae/home. Data on personal income and real welfare payments were obtained from the Bureau of Economic Analysis Web site at bea.doc.gov/bea/regional/reis/. The percent of the population with college degrees or higher and residing in metropolitan areas are linear interpolations of decennial census data, as reported in various editions of the Statistical Abstracts of the United States. Data on beer consumption were obtained from the Beer Institute Web site at beerinstitute.org. The age group data were obtained directly from the U.S. Bureau of the Census on computer disk.

**Deterrence measures.** Deterrence measures include the number of police officers per 100,000 population, the state incarceration rate (again, per 100,000 population), and the prison death rate. The latter measure is used to proxy for the quality of life in prisons, which Katz et al. (2003) argued and demonstrated to be a deterrent to criminals. The variable is defined as the number of prisoners who die in prison from all sources (except executions) per 1,000 state prisoners. The data on the total number of police (including civilians) were from the Public Employment series prepared by the Bureau of the Census. The data on the number of prisoners (sentenced to prison more than a year in custody as of December 31) were obtained directly from the BJS Web site at ojp.usdoj.gov/bjs. Prison death data from 1977 to 2000 were obtained from Justin Wolfers’ personal Web site at bpp.wharton.upenn.edu/jwolfers/DeathPenalty.shtml. The data from 2001 to 2006 were obtained from the BJS’s “Deaths in Custody Reporting Program” (Bureau of Justice Statistics, 2008).

**Statistical Methods for Panel Data**

We follow conventional strategies for panel studies of crime and estimate a fixed-effects model. The fixed-effects model requires adding a dummy variable for each state and year (except the first to avoid dummy variable trap). The state (cross-sectional) fixed effects control for time-invariant unobserved factors that influence homicide rates in a particular state. The year fixed

10. The data are for the end of the year, and we estimate the prison population during the year by averaging the current and prior year numbers. We follow the conventional practice of lagging the police and prison measures by 1 year to mitigate potential simultaneity bias.

11. The Hausman specification tests strongly rejected the notion of no systematic differences between the fixed-effects and random-effects models.
effects control for unobserved factors that are common to all states in a particular year. Because the analysis includes both state and year fixed effects, the parameter estimates for all explanatory variables are based solely on within-state variation. We also control for state-specific time trends by including a separate linear trend variable for each state. The inclusion of state-specific time trends has become standard practice in panel studies of crime (e.g., Ayres and Donohue, 2003; Donohue and Wolfers, 2005; Marvell and Moody, 1996; Mocan and Gittings, 2003). The state-specific linear time trends control for unobserved, slow-moving, sociodemographic factors that affect the time-series behavior of the homicide rate in each state and differ from the nationwide trends captured by the year fixed effects.

The next issue for the homicide rate model regards choice of functional form. The most common practice in the recent DP literature and the procedure followed here is to assume a linear functional relationship between the risk of execution and homicide rates. Although the preference in state panel studies of crime is to use a log-log model, this would force us to address the problem of having a large number of 0-valued observations for the execution risk measures that cannot be logged. It is common to add some small amount (usually a 1) to 0 values so that a logarithmic functional form may be used. However, this procedure is inappropriate where, as here, there are a large number of 0s (Wooldridge, 2005: 185). Because we have no strong theoretical basis for choosing one functional form over another, we also present alternative estimates using a log-level model in which only the dependent variable (i.e., the homicide rate) is logged. The log-level model is intuitively appealing, especially for those who champion the economic model of crime, because it implies that as execution risk increases, the deterrent effects of the DP on the homicide rate will accelerate.

We also follow recent convention in panel data analysis of assuming “clustered errors” and compute heteroskedasticity-autocorrelation robust standard errors clustered at the state level. The benefit of using cluster robust standard errors is that they allow for general forms of heteroskedasticity as well as for arbitrary serial correlation within a given state (Wooldridge, 2001). Failing to account for the presence of clustered errors produces biased estimates of standard errors and overstated estimated significance levels. We also report estimates using heteroskedasticity-robust standard errors but adopt another widely popular approach in panel

---

12. We used an F test to determine whether, as a group, the year dummies affected cross-temporal changes in homicide rates. Not surprisingly, the F statistic shows the year dummies are jointly statistically significant at the .01 significance level. Interestingly, Dezhbakhsh and Shepherd (2006) chose not to include year fixed effects in their homicide specifications, although their importance in minimizing omitted variable bias is well documented in the crime literature using the panel data approach. In fact, we are not aware of any published panel studies of crime that have tested (using an F test) and not found the year dummies to be highly significant as a group. Instead, the authors opted for the use of decade fixed-effects that control for the average homicide rate in each decade. The problem with this approach, however, is that it fails to take into account the fact that trends in homicide rates have varied largely within each decade since the 1960s (see also Donohue and Wolfers, 2005: 805–806). Not surprisingly, when Donohue and Wolfers (2005) reestimated Dezhbakhsh and Shepherd’s specification examining the impact of state DP moratoriums (imposed by the 1972 Supreme Court decision in Furman v. Georgia) on homicide rates (see their Table 8, Column 2) while controlling for year fixed effects, the coefficient on the DP moratorium dummy variable was cut almost in half and no longer statistically significant.
studies, which is to enter a 1-year lag of the dependent variable in the specification to correct for serial correlation and to mitigate omitted variable bias (Beck and Katz, 1995, 1996). As is well known, per-capita variation in crime rates is greater in low-population states. In this case, the OLS estimator is no longer efficient. In an attempt to gain efficiency in our parameter estimates, we decided to use weighted least squares (WLS) regression, where the weights are the number of people who live in each state. Although population size may not correspond to the inverse of the error variances, the WLS estimator is likely to be more efficient than OLS. Importantly, even if the weights are not optimal or heteroskedasticity remains, the use of robust standard errors (clustered or not) will still provide for robust inference.

<table>
<thead>
<tr>
<th><strong>TABLE 2</strong> Summary Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall</strong></td>
</tr>
<tr>
<td><strong>Dependent variables</strong></td>
</tr>
<tr>
<td>Homicides per 100K</td>
</tr>
<tr>
<td><strong>Death penalty variables</strong></td>
</tr>
<tr>
<td>Death penalty dummy variable</td>
</tr>
<tr>
<td>Executions(t)</td>
</tr>
<tr>
<td>Executions(t) per 1,000 prisoners(t)</td>
</tr>
<tr>
<td>Executions(t)/death sentences (t−1)</td>
</tr>
<tr>
<td>Executions(t)/death sentences(t−6)</td>
</tr>
<tr>
<td>Executions(t) per 100K(t)</td>
</tr>
<tr>
<td>Executions(t)/homicides(t−1)</td>
</tr>
<tr>
<td><strong>Policy control variable</strong></td>
</tr>
<tr>
<td>Right-to-carry concealed law dummy variable</td>
</tr>
<tr>
<td>3X law dummy variable</td>
</tr>
<tr>
<td><strong>Sociodemographic control variables</strong></td>
</tr>
<tr>
<td>Unemployment rate</td>
</tr>
<tr>
<td>Employment rate</td>
</tr>
<tr>
<td>Poverty rate</td>
</tr>
<tr>
<td>Real per-capita income</td>
</tr>
<tr>
<td>Percent persons ages 15 to 24</td>
</tr>
<tr>
<td>Percent persons ages 25 to 34</td>
</tr>
<tr>
<td>Percent persons ages 35 to 44</td>
</tr>
<tr>
<td>Beer shipments (31-gallon barrels) per 100K</td>
</tr>
<tr>
<td>Percent persons with college degree</td>
</tr>
<tr>
<td>Percent persons residing in metropolitan areas</td>
</tr>
<tr>
<td>Crack index, 1980 to 2000</td>
</tr>
<tr>
<td><strong>Deterrence variables</strong></td>
</tr>
<tr>
<td>Prison deaths per 1,000 prisoners</td>
</tr>
<tr>
<td>Prisoners per 100K</td>
</tr>
<tr>
<td>Police officers per 100K</td>
</tr>
</tbody>
</table>

Notes: Descriptive statistics are for the 1977 to 2006 time period except where noted in text. Means and standard deviations are unweighted. The data sources are described in the text.
Next, we examined the stationarity of the homicide rate using the panel unit root test advocated by Im, Pesaran, and Shin (2003), hereafter indicated by IPS. Assessing the stationarity of homicide is important, as standard significance tests assume variables have the property that the mean and variance are constant over time (Moody, 2005). The IPS test is based on the null hypothesis that all homicide series are generated by unit-root processes. The alternative is that at least one homicide series is stationary. For panel unit-root tests, the lag length has to be chosen. The data are annual, so a lag length of 1 was chosen, but similar results were obtained when using lag lengths of 2 and 3 years. The results of the IPS test reject the null hypothesis of a unit root in homicide rates at the 1% level. The standardized t-bar statistics for the homicide rate are –4.21 (p < .000), –2.814 (p < .002), and –2.975 (p < .001) when the lag lengths are set equal to 1, 2, and 3 years, respectively. These results both replicate the mean-reverting property of the homicide rate reported by Moody (2005) and show that his results do not change with extended data. Because homicide seems to be a stationary process, there is no need to first-difference the variables (i.e., we estimate the regressions using levels of variables).

Finally, an examination of collinearity diagnostics reveals no serious collinearity problems for any of the DP measures, although it does affect some of the other explanatory variables. This occurs mainly for the socioeconomic variables that change slowly over time and are highly correlated with the state fixed effects. Thus, it is necessary to use caution in the interpretation of results for these slow-moving variables.

Table 2 lists the variables used in the regression models. In addition to the variable name and a brief description, the mean, and overall and within-state standard deviations are shown. Estimation was carried out in Stata, version 9.0 (StataCorp., College Station, TX).

**Empirical Results**

Table 3 presents the results of eight separate homicide estimations using regression procedures for panel data discussed in the previous section. The most notable features include using state and year fixed effects and linear state-specific time trends, and using WLS, where the weight is the state’s share of the U.S. population. Heteroskedasticity-autocorrelation robust standard errors, which are clustered at the state level, are presented in parentheses under the regression coefficients. Each homicide model includes, one at a time, a measure that captures the presence of a DP statute, the frequency of executions, or the probability of execution for homicide. Because of space limitations, the regression coefficients for the state and year fixed effects and linear state-specific time trends are not shown.

**Presence of the Death Penalty and Homicide**

We begin the analysis by examining whether a baseline deterrent effect of the DP on homicide rates is attributable to the presence of an active DP statute. Because our study sample begins in the post-moratorium era, we cannot assess the effects on homicide rates of state DP statutes reenacted after the *Furman v. Georgia* (1972) decision (which became effective after the U.S. Supreme Court’s decision on July 2, 1976) or those state statutes enacted during the year 1977.
Any deterrent impact caused by the presence of these laws is captured by the state fixed-effects variables. Nevertheless, we still can assess the effects of 11 separate changes to state DP statutes that have taken place from 1977 to 2006. Of these 11 policy changes, 8 were based on states enacting (in some cases, reenacting) a DP law (KS, 1994; MA, 1982; NH, 1991; NJ, 1982; NM, 1979; NY, 1995; OR, 1978; SD, 1979), 1 abolishing its DP statute (RI, 1984), and 2 suspending executions because of a Governor-ordered moratorium (IL, 2000; MD, 2002). Similar to Donohue and Wolters (2006), we use a binary dummy variable set equal to 1 when a state has an active DP statute and 0 otherwise.

### Table 3

The Impact of the Death Penalty on Homicide Rates: Estimates from State Panel Data, 1977 to 2006

<table>
<thead>
<tr>
<th>Variable</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Death penalty dummy variable ((t))</td>
<td>–0.416</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.507)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Executions ((t))</td>
<td>–0.007</td>
<td>–0.007</td>
<td>–0.007</td>
<td>–0.007</td>
<td>–0.007</td>
<td>–0.007</td>
<td>–0.007</td>
<td>–0.007</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.014)</td>
<td>(0.014)</td>
<td>(0.014)</td>
<td>(0.014)</td>
<td>(0.014)</td>
<td>(0.014)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>Executions ((t−1))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Executions ((t)) per 1,000 prisoners ((t))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Executions ((t)/death sentences ((t−1))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Executions ((t)/death sentences ((t−6),)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((t−1))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Executions ((t)) per 100K ((t))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Executions ((t)/homicides ((t−1))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prison death rate</td>
<td>0.001</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td>0.001</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
</tbody>
</table>

13. Massachusetts abolished its DP in 1984, whereas the New York State Supreme Court ruled the state’s DP law unconstitutional in June 2004. Rather than estimate separate effects for both the enactment and the abolition of these state laws, we follow the strategy of Dezhbakhsh and Shepherd (2006) and create a single law dummy variable that accounts for both policy changes simultaneously. For example, the DP law dummy variable for New York is coded 0 for the years 1977 to 1994, 1 for the years 1995 to 2003, and 0 for the years 2004 to 2006.
The results for the DP law dummy variable are presented in column 1. Contrary to the findings reported by Dezhbakhsh and Shepherd (2006) and Mocan and Gittings (2003), but consistent with those reported by Donohue and Wolfers (2005), our results indicate no relationship between the activity status of the DP and homicide. Although the coefficient on the DP law dummy variable is in the negative direction, which is consistent with the DP deterrence hypothesis, it is not significantly different from 0. Next, we reestimated the specification in column 1 but lagged the DP law dummy 1 year to account for potential delays in the diffusion of information about a DP regime and, thus, its ability to alter prospective murderers’ awareness of the possibility of being executed for murder. Lagging the DP law dummy variable by

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient (t-stat)</th>
<th>Coefficient (t-stat)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shall issue law</td>
<td>-0.345 (-0.260)</td>
<td>-0.317 (-0.263)</td>
</tr>
<tr>
<td></td>
<td>-0.332 (-0.259)</td>
<td>-0.324 (-0.258)</td>
</tr>
<tr>
<td></td>
<td>-0.338 (-0.268)</td>
<td>-0.413 (-0.270)</td>
</tr>
<tr>
<td></td>
<td>-0.323 (-0.259)</td>
<td>-0.328 (-0.259)</td>
</tr>
<tr>
<td>3X law</td>
<td>1.044 (0.500)</td>
<td>1.085 (0.569)</td>
</tr>
<tr>
<td></td>
<td>1.101 (0.569)</td>
<td>1.099 (0.570)</td>
</tr>
<tr>
<td></td>
<td>1.097 (0.567)</td>
<td>1.038 (0.620)</td>
</tr>
<tr>
<td></td>
<td>1.092 (0.620)</td>
<td>1.097 (0.571)</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>-0.124 (-0.061)</td>
<td>-0.112 (-0.062)</td>
</tr>
<tr>
<td></td>
<td>-0.116 (-0.063)</td>
<td>-0.113 (-0.060)</td>
</tr>
<tr>
<td></td>
<td>-0.104 (-0.069)</td>
<td>-0.041 (-0.099)</td>
</tr>
<tr>
<td></td>
<td>-0.114 (-0.061)</td>
<td>-0.115 (-0.062)</td>
</tr>
<tr>
<td>Employment rate × 100</td>
<td>0.003 (0.007)</td>
<td>0.004 (0.007)</td>
</tr>
<tr>
<td></td>
<td>0.004 (0.007)</td>
<td>0.004 (0.007)</td>
</tr>
<tr>
<td></td>
<td>0.004 (0.007)</td>
<td>0.002 (-0.008)</td>
</tr>
<tr>
<td></td>
<td>0.004 (-0.010)</td>
<td>0.004 (-0.007)</td>
</tr>
<tr>
<td></td>
<td>0.004 (-0.007)</td>
<td>0.004 (-0.007)</td>
</tr>
<tr>
<td>Poverty rate</td>
<td>0.040 (0.040)</td>
<td>0.040 (0.040)</td>
</tr>
<tr>
<td></td>
<td>0.040 (0.040)</td>
<td>0.040 (0.040)</td>
</tr>
<tr>
<td></td>
<td>0.040 (0.040)</td>
<td>0.033 (0.010)</td>
</tr>
<tr>
<td></td>
<td>0.040 (0.010)</td>
<td>0.040 (0.010)</td>
</tr>
<tr>
<td>Per-capita income</td>
<td>0.168 (0.718)</td>
<td>0.160 (0.716)</td>
</tr>
<tr>
<td></td>
<td>0.178 (0.718)</td>
<td>0.163 (0.721)</td>
</tr>
<tr>
<td></td>
<td>0.236 (0.734)</td>
<td>0.004 (0.764)</td>
</tr>
<tr>
<td></td>
<td>0.165 (0.716)</td>
<td>0.177 (0.717)</td>
</tr>
<tr>
<td>Percent aged 15 to 24</td>
<td>0.118 (0.196)</td>
<td>0.105 (0.190)</td>
</tr>
<tr>
<td></td>
<td>0.105 (0.191)</td>
<td>0.105 (0.191)</td>
</tr>
<tr>
<td></td>
<td>0.221 (0.180)</td>
<td>0.612 (0.180)</td>
</tr>
<tr>
<td></td>
<td>0.105 (0.180)</td>
<td>0.105 (0.190)</td>
</tr>
<tr>
<td>Percent aged 25 to 34</td>
<td>0.397 (0.255)</td>
<td>0.366 (0.249)</td>
</tr>
<tr>
<td></td>
<td>0.369 (0.248)</td>
<td>0.368 (0.248)</td>
</tr>
<tr>
<td></td>
<td>0.422 (0.239)</td>
<td>0.368 (0.239)</td>
</tr>
<tr>
<td></td>
<td>0.368 (0.239)</td>
<td>0.367 (0.239)</td>
</tr>
<tr>
<td>Percent aged 35 to 44</td>
<td>-0.105 (-0.236)</td>
<td>-0.111 (-0.231)</td>
</tr>
<tr>
<td></td>
<td>-0.114 (-0.233)</td>
<td>-0.113 (-0.233)</td>
</tr>
<tr>
<td></td>
<td>-0.062 (-0.246)</td>
<td>-0.026 (-0.246)</td>
</tr>
<tr>
<td></td>
<td>-0.113 (-0.246)</td>
<td>-0.114 (-0.246)</td>
</tr>
<tr>
<td>Prisoners per 100K, (t – 1)</td>
<td>-0.009 (-0.002)</td>
<td>-0.009 (-0.002)</td>
</tr>
<tr>
<td></td>
<td>-0.009 (-0.002)</td>
<td>-0.009 (-0.002)</td>
</tr>
<tr>
<td></td>
<td>-0.009 (-0.002)</td>
<td>-0.008 (-0.002)</td>
</tr>
<tr>
<td></td>
<td>-0.009 (-0.002)</td>
<td>-0.009 (-0.002)</td>
</tr>
<tr>
<td>Police officers per 100K, (t – 1)</td>
<td>-0.011 (-0.005)</td>
<td>-0.012 (-0.006)</td>
</tr>
<tr>
<td></td>
<td>-0.012 (-0.006)</td>
<td>-0.012 (-0.006)</td>
</tr>
<tr>
<td></td>
<td>-0.012 (-0.006)</td>
<td>-0.013 (-0.006)</td>
</tr>
<tr>
<td></td>
<td>-0.017 (-0.006)</td>
<td>-0.012 (-0.006)</td>
</tr>
<tr>
<td>Beer consumption × 100</td>
<td>0.004 (0.003)</td>
<td>0.004 (0.003)</td>
</tr>
<tr>
<td></td>
<td>0.004 (0.003)</td>
<td>0.004 (0.003)</td>
</tr>
<tr>
<td></td>
<td>0.004 (0.003)</td>
<td>0.008 (0.004)</td>
</tr>
<tr>
<td></td>
<td>0.004 (0.004)</td>
<td>0.004 (0.004)</td>
</tr>
<tr>
<td>Percent college degree</td>
<td>0.254 (.170)</td>
<td>0.251 (.175)</td>
</tr>
<tr>
<td></td>
<td>0.257 (.175)</td>
<td>0.254 (.175)</td>
</tr>
<tr>
<td></td>
<td>0.174 (.174)</td>
<td>0.290 (.174)</td>
</tr>
<tr>
<td></td>
<td>0.253 (.174)</td>
<td>0.255 (.174)</td>
</tr>
<tr>
<td>Percent metropolitan</td>
<td>-0.023 (-.043)</td>
<td>-0.021 (-.042)</td>
</tr>
<tr>
<td></td>
<td>-0.022 (-.042)</td>
<td>-0.021 (-.042)</td>
</tr>
<tr>
<td></td>
<td>-0.021 (-.042)</td>
<td>-0.021 (-.042)</td>
</tr>
<tr>
<td></td>
<td>-0.051 (-.048)</td>
<td>-0.022 (-.048)</td>
</tr>
<tr>
<td></td>
<td>-0.022 (-.048)</td>
<td>-0.022 (-.048)</td>
</tr>
<tr>
<td>Sample size</td>
<td>1,499 1,499 1,499 1,499</td>
<td>1,499 1,499 1,499 1,499</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>.94 .94 .94 .94 .94 .94 .94 .94</td>
<td></td>
</tr>
</tbody>
</table>

Notes. The dependent variable is the annual number of homicides per 100,000 state population. The study period is 1977 to 2006 except as noted in the text. Prison death data for Alaska in 1994 are missing. The regressions are weighted by state population. Although not shown, state fixed effects, year fixed effects, and state-specific linear trends are included in all estimations and are always significant as a group using an F test. Heteroskedasticity and autocorrelation robust standard errors are reported. Coefficients that are significant at the 10% level are underlined. Coefficients that are significant at the 5% level are in bold. Coefficients that are significant at the 1% level are in bold and underlined.
1 year also helps to mitigate potential simultaneity bias if increases in the homicide rate lead state policy makers to adopt DP legislation. Although not shown, the coefficient on the DP law dummy was even smaller in absolute value than the current-year value and remained statistically insignificant. In all, the results of the dummy variable analysis provide little systematic evidence that the mere possibility of being executed for murder serves as an effective deterrent to potential murderers, at least not during the post-moratorium era.

Admittedly, one drawback to this analysis is that most states with currently active DP statutes (re)enacted them prior to 1977. As a result, we only could assess the potential deterrent impact of the presence of the DP on homicide in a minority of DP states. Perhaps more importantly, the dummy variable approach cannot address what most DP deterrence scholars consider to be the more relevant empirical question related to the DP deterrence hypothesis: Do higher levels of execution risk produce stronger deterrent effects? As discussed, most DP scholars argue that the strongest deterrent effects of the DP are likely to be linked to its application in practice. For example, if the cognitive link in a potential murderer’s mind is the actual risk of execution for homicide, rather than the possibility of execution, then the appropriate independent variable in a DP study is the frequency of executions or the probability of execution for homicide rather than its presence. Indeed, most of the DP papers reviewed in Table 1 find the strongest support for the DP-deters-homicide hypothesis when examining the link among the frequency of executions (e.g., Dezhbakhsh and Shepherd, 2006), probability of execution (e.g., Mocan and Gittings, 2003), and homicide rates rather than the legal status of the law. As a result, we turn our attention on the relationship between the application of the DP and homicide using measures most commonly employed in recent DP deterrence research.

**Number of Executions, Probability of Execution, and Homicide**

Columns 2 through 8 report the results of seven different estimations using the same exact model specification employed in Column 1 but replace the DP law dummy variable with either the frequency of executions or the probability of execution for a given cohort of incarcerated murderers. Again, we emphasize that what is important from a deterrence perspective is a prospective murderer’s perceived risk of execution for homicide. Obviously, direct measures of perceived risk of execution at the aggregate level are nonexistent, and thus, DP scholars have been forced to use aggregate-level measures of actual execution risk as proxies for the aggregate perceived risks. To the extent that aggregate-level measures of actual execution risk have a significant positive association with the perceived risks, the objective risks should provide a satisfactory proxy for the perceived risks (but see Kleck et al., 2005).

The results in Column 2 are based on Dezhbakhsh and Shepherd’s (2006) preferred measure of simply using the total number of executions in a state–year. Contrary to the findings reported by Dezhbakhsh and Shepherd (2006), our results indicate that increasing the scale of executions does not lead to greater deterrent effects by “sending a message” to potential murderers of the state’s willingness to execute persons convicted of homicide. The sign on the execution variable
is negative but far from significant. Importantly, the coefficient on the execution measure is roughly one twentieth the size reported by Dezhbakhsh and Shepherd (2006; see their Table 8, Column 1). Lagging the execution variable 1 year to account for potential delays in the transmission of this deterrence message produced substantively similar results (Column 3). Needless to say, the vastly different results obtained by Dezhbakhsh and Shepherd (2006) and the current study for the execution measure was a source of concern for us. As one of our many robustness checks, we altered our baseline specification to resemble more closely the estimation method used by the authors to identify the source of the differences. We believe the results obtained by Dezhbakhsh and Shepherd (2006) for the execution measure were a by-product of omitted variable bias and failing to adjust standard errors for the presence of serial correlation.

Column 4 reports estimates using executions carried out in year \( t \) per 1,000 state prisoners as recommended by Katz et al. (2003). Interestingly, the sign and value of the coefficient for the execution variable are identical to those reported by Katz et al. (2003; see their Table 2, Column 6), although we report standard errors much larger than theirs. Regardless, our finding of no significant relationship between the risk of execution and the homicide rate is consistent with that reported by Katz et al. (2003). Columns 5 and 6 report estimates using slightly different variants of ratio variables capturing the actual objective probability of execution for homicide. The first ratio measure is similar to the one used by Zimmerman (2004) and is the number of executions carried out in year \( t \) divided by the number of persons sentenced to death row in year \( t – 1 \). The second ratio measure, which was employed by Mocan and Gittings (2003), is similar to the first measure except that the denominator is death sentences in year \( t – 6 \).\(^{14}\) The theoretical justification for lagging the denominator by 1 and 6 years was discussed above. In both cases, the coefficients on the execution risk measures are far from significant and in the case of the former measure it is actually in the unexpected positive direction.\(^{15}\) We also created risk of execution measures assuming the average wait on death row was 4 and 5 years. Although not shown, the results for these alternative versions were largely similar to those obtained when deflating the denominator by 6 years.

The last two execution measures in Table 3 were employed exclusively by Donohue and Wolfers (2005). Column 7 reports estimates using executions in year \( t \) per 100,000 population, whereas the results in Column 8 are based on estimations using executions divided by homicide in year \( t – 1 \).\(^{16}\) Once again, these execution risk measures fail to reveal any significant negative relationship between the risk of execution and homicide. The coefficients for both execution

\(^{14}\) Following Mocan and Gittings (2003), we lag the risk of execution measure by 1 year to be more consistent with their specification.

\(^{15}\) Donohue and Wolfers (2005) employ a slightly different variant of Zimmerman’s execution measure in which they lag the numerator by 1 year to mitigate simultaneity bias. We also tried this measure, and it produced results largely similar to those obtained using the Zimmerman measure.

\(^{16}\) Donohue and Wolfers (2005) use executions per 100,000 population because of the scaling problems discussed earlier when using only the sheer number of executions.
risk measures are far from significant, and the sign on the latter measure is in the unexpected positive direction.

**Other Notable Findings**

Although it is not the focus of the current study, the performance of the specific control variables in Table 3 are worth a brief mention because many of them are considered important correlates of homicide, and the results for these explanatory variables may, at least for some readers, speak volumes with regard to the reliability of the findings for the DP deterrence measures. First, we find no evidence that increases in the presence of young adults is associated with higher rates of homicide. These results support recent empirical works by Levitt (1999) and Marvell and Moody (2001). With respect to the policy variables, the adoption of 3X laws is positively correlated with higher homicide rates. This finding is consistent with Kovandzic et al. (2002) and Marvell and Moody (2001). Similar to Ayres and Donohue (2003) and Kovandzic, Marvell, and Vieraitis (2005), we find no evidence to support a deterrent effect of the passage of shall-issue concealed handgun laws. We also find no evidence that worsening prison conditions, as proxied by prison deaths, reduces the homicide rate. These results parallel those reported by Katz et al. (2003), although the authors reported statistically significant decreases in almost all cases for the violent crime rate and in a few cases for the property crime rate. Last, police levels and prison population growth are both significantly related to lower homicide rates. This finding largely mirrors those reported in other state panel studies (e.g., Katz et al., 2003; Levitt, 1996; Marvell and Moody, 1994, 1996; Zimmerman, 2004).

**Does a Two-Way Relationship Exist Between Execution Risk and Homicide?**

Recent DP deterrence authors (e.g., Mocan and Gittings, 2003; Zimmerman, 2004) have suggested that coefficients for execution risk measures might suffer from simultaneity bias if increases in homicide rates heighten public fear of crime and, in turn, encourage prosecutors to seek the DP more often and make judges less likely to overturn death sentences imposed by juries. Research also suggests that public opinion and elections influence judicial decision making, with sentencing becoming more punitive as elections near (Brace and Boyea, 2008; Huber and Gordon, 2004). If this is the case, and such contemporaneous homicide effects are ignored, then simultaneity bias would cause OLS estimates to underestimate the deterrent effect of execution risk on homicide. Mocan and Gittings do not formerly address the simultaneity problem; rather, they attempt to mitigate the problem by lagging their execution risk measure by 1 year. The justification for this approach is that contemporaneous homicide rates cannot influence the execution risk for the prior year. In practice, however, execution risk measures are unlikely to suffer from this form of endogeneity bias because of the lengthy time lag between the offense date and the execution date. For example, 2 of the 1,004 (or 0.2%) offenders sentenced to death row between 1977 and 2005 were executed in the same year they were sentenced (senior author's analysis of Crime in the United States data set).
Zimmerman (2004: 173) presented another argument for potential simultaneity between execution risk and homicide, which he refers to as the “lethality effect” of the DP. He suggested that some “rational offenders” might decide to eliminate potential victims and witnesses if doing so reduces their risk of execution. Zimmerman (2004) explained the potential consequences of the “lethality effect” of capital punishment:

If such a lethality effect of capital punishment is operative, estimates of the deterrent effect of capital punishment will be biased upwards since reverse causation operates in the negative direction. Correcting for simultaneity in this case would result in a smaller estimated deterrent effect.

Although the lengthy lag between the offense date and execution make the lethality effect argument tenuous at best, Zimmerman (2004) was correct in pointing out that OLS estimates for the probability of execution risk will suffer from simultaneity bias if lethality effects that take place in a given year concomitantly lead to lower levels of execution risk. The reason is that the regressor, execution risk, is itself endogenous in a system of simultaneous equations, which makes it correlated with the error term in the homicide model. As Zimmerman noted, the coefficient for the execution risk variable will be biased negatively because the killing of witnesses lowers the probability that some offenders will be arrested, convicted, and subsequently executed. What we find puzzling, however, is that Zimmerman attempted to correct for this potential simultaneity problem using instrumental variable (IV) methods when by his own accounting the small, nonsignificant OLS results he reports for the execution risk variables (current year or lagged 1 year) were already biased in favor of support of the DP deterrence hypothesis. In this case, using IV methods to purge the homicide equation of simultaneity bias based on the lethality effects would only have served the purpose of making the IV estimates for execution risk less negative than the OLS estimates, which were already close to 0. Importantly, however, this is not what Zimmerman (2004) found when implementing IV methods. Instead, Zimmerman reported IV estimates for execution risk that are roughly 15 times larger in the negative direction than the OLS estimates. Such a result is consistent with severe reverse causality operating in the positive direction; this finding completely contradicts Zimmerman’s (2004) lethality effect argument. The most likely explanation for the large divergence between the OLS and IV estimates for execution risk is that the instrumental variables used by Zimmerman (2004) to instrument for execution risk were invalid (i.e., negatively correlated with

17. Zimmerman (2004) examined execution risk with a pair of dummy variables. The first dummy variable denotes the presence of a botched execution in the previous year, whereas the second dummy variable denotes the removal of an inmate from death row in the previous year. The author suggested that both of these events should lead to fewer executions in the subsequent year but have no direct impact on homicide rates in the next year. He also treated the probability of arrest and receiving a death row sentence after conviction as endogenous regressors in his IV estimations and evaluates these two deterrence variables using three additional instruments.
the error term).\textsuperscript{18} In all, the evidence from IV estimates, in our opinion, offers no support for the DP deterrence hypothesis.

David Greenberg and Gary Kleck have brought to our attention perhaps the most plausible mechanism by which homicide rates might reverse cause execution risk in the same year: It might be riskier politically for governors or parole boards to commute sentences in years with a greater number of homicides, and conversely, in years with fewer murders, it might be easier for such parties to show their sense of compassion by commuting near-term executions. If either situation occurred in practice, then a simultaneous relationship would exist between the homicide rate and execution risk. To examine this possibility, we computed the within-state bivariate correlation (i.e., we controlled for state fixed effects) between homicide rates and the total number of inmates on death row who had their death sentences commuted from 1977 to 2005. Although the Pearson correlation coefficient was in the expected negative direction ($r = -0.010$), it was small and far from being significantly different from 0 ($p = 0.702$). Similar results were obtained when we used the total number of homicides instead of the homicide rate ($r = -0.021 / p = 0.394$). These results, coupled with the facts presented above regarding the lengthy lag between the offense date and the date of execution, suggest current-year execution risk is an exogenous event that has little or nothing to do with current-year homicide rates.

\textit{Testing the Sensitivity of the Results}

As Beck and Katz (1996) noted, there is no magic bullet estimator for panel data, and analysts who use such data must make many difficult decisions throughout the statistical modeling process. They suggested that modeling decisions should be based on both relevant theory and the methodological literature on panel data. We agree with Beck and Katz (1996) and consider the statistical fixes selected here to be the preferred “cures” for the problems present in our panel data set. In addition, we believe the DP measures used here most closely represent the plausible theoretical processes by which the DP is supposed to deter homicide. However, we also realize

\textsuperscript{18} Zimmerman (2004) reported the results of several tests to demonstrate to readers that all three deterrence variables, including execution risk, are in fact endogenous regressors, and to establish the relevance and validity of the instruments used for the deterrence variables. Unfortunately, the tests suffer from technical problems or are seriously flawed. For example, he used outdated Sargan and Durbin-Wu-Hausman versions of overidentification and exogeneity tests to establish instrument validity and the endogeneity of the deterrence regressors, respectively. The problem with these tests, however, is they are invalid in the presence of heteroskedasticity and nonindependence of error terms even though both forms of errors are almost always encountered by researchers using state panel data. Indeed, Zimmerman reported the presence of heteroskedasticity in his data. Furthermore, his suggestion that the excluded instruments were relevant (i.e., correlated with the endogenous deterrence regressors) based on the statistical significance of the first-stage F statistics for the instruments as a group is incorrect. A consensus has been reached in the econometric literature that it is not enough for the F statistic to be significant at conventional levels; higher values are required. Staiger and Stock (1997) recommended an F statistic of at least 10 as a ‘rule of thumb’ for the IV estimator. In any event, one cannot determine whether a model is (under)identified using an F test when there are multiple endogenous regressors, as this requires estimation of the rank of the covariance matrix of regressors and instruments (Kovandzic, Schaffer, and Kleck, 2005). Two statistics that have been suggested for this purpose are the Cragg-Donald statistic and Anderson’s canonical correlations statistic. Neither of these tests was reported by Zimmerman.
## Table 4

The Impact of the Death Penalty on Homicide Rates: Alternative Statistical Models

<table>
<thead>
<tr>
<th>Model Specification</th>
<th>Death Penalty Dummy Variable</th>
<th>Executions (t)</th>
<th>Executions (t)/1,000 Prisoners</th>
<th>Executions (t)/Death Sentence (t−1)</th>
<th>Executions (t)/Death Sentence (t−6), (t−1)</th>
<th>Executions (t)/100,000 Homicides</th>
<th>Executions (t)/Homicides (t−1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Estimates from Table 3</td>
<td>−0.416</td>
<td>−0.007</td>
<td>−0.102</td>
<td>0.094</td>
<td>−0.071</td>
<td>−0.166</td>
<td>1.799</td>
</tr>
<tr>
<td></td>
<td>(.507)</td>
<td>(.014)</td>
<td>(.593)</td>
<td>(.087)</td>
<td>(.129)</td>
<td>(.1399)</td>
<td>(.5763)</td>
</tr>
<tr>
<td>2. Time period, 1977 to 2000</td>
<td>−1.32</td>
<td>−0.008</td>
<td>−0.388</td>
<td>0.003</td>
<td>−0.154</td>
<td>−0.664</td>
<td>2.409</td>
</tr>
<tr>
<td></td>
<td>(.846)</td>
<td>(.019)</td>
<td>(.726)</td>
<td>(.175)</td>
<td>(.144)</td>
<td>(2.055)</td>
<td>(10.212)</td>
</tr>
<tr>
<td>3. Drop irrelevant controls</td>
<td>−0.423</td>
<td>−0.007</td>
<td>−0.151</td>
<td>0.082</td>
<td>−0.072</td>
<td>−0.268</td>
<td>1.198</td>
</tr>
<tr>
<td></td>
<td>(.509)</td>
<td>(.014)</td>
<td>(.629)</td>
<td>(.086)</td>
<td>(.142)</td>
<td>(1.470)</td>
<td>(5.950)</td>
</tr>
<tr>
<td>4. Allocate executions using Mocan &amp; Gitting’s (2003) algorithm</td>
<td>—</td>
<td>−0.003</td>
<td>−0.072</td>
<td>0.249</td>
<td>−0.076</td>
<td>0.196</td>
<td>4.29</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>(.019)</td>
<td>(.799)</td>
<td>(.119)</td>
<td>(.193)</td>
<td>(1.570)</td>
<td>(6.234)</td>
</tr>
<tr>
<td>5. Log-level model</td>
<td>−0.041</td>
<td>0.001</td>
<td>0.034</td>
<td>0.018</td>
<td>0.001</td>
<td>0.105</td>
<td>0.561</td>
</tr>
<tr>
<td></td>
<td>(.048)</td>
<td>(.002)</td>
<td>(.064)</td>
<td>(.012)</td>
<td>(.121)</td>
<td>(.152)</td>
<td>(.765)</td>
</tr>
<tr>
<td>6. Unweighted by population</td>
<td>0.009</td>
<td>−0.025</td>
<td>−0.603</td>
<td>−0.050</td>
<td>−0.202</td>
<td>−1.710</td>
<td>−7.156</td>
</tr>
<tr>
<td></td>
<td>(.451)</td>
<td>(.017)</td>
<td>(.434)</td>
<td>(.096)</td>
<td>(.122)</td>
<td>(1.242)</td>
<td>(3.768)</td>
</tr>
<tr>
<td>7. Robust standards errors, no cluster adjustment</td>
<td>−0.416</td>
<td>−0.007</td>
<td>−0.102</td>
<td>0.094</td>
<td>−0.071</td>
<td>−0.166</td>
<td>1.799</td>
</tr>
<tr>
<td></td>
<td>(.243)</td>
<td>(.099)</td>
<td>(.446)</td>
<td>(.089)</td>
<td>(.108)</td>
<td>(.993)</td>
<td>(4.147)</td>
</tr>
<tr>
<td>8. Enter lagged DV, dynamic panel model</td>
<td>−0.161</td>
<td>−0.006</td>
<td>−0.196</td>
<td>−0.016</td>
<td>−0.048</td>
<td>−0.338</td>
<td>4.324</td>
</tr>
<tr>
<td></td>
<td>(.171)</td>
<td>(.008)</td>
<td>(.367)</td>
<td>(.049)</td>
<td>(.095)</td>
<td>(.844)</td>
<td>(3.585)</td>
</tr>
<tr>
<td>9. PCSEs, lagged DV</td>
<td>−0.161</td>
<td>−0.006</td>
<td>−0.196</td>
<td>−0.016</td>
<td>−0.048</td>
<td>−0.338</td>
<td>4.324</td>
</tr>
<tr>
<td></td>
<td>(.179)</td>
<td>(.012)</td>
<td>(.357)</td>
<td>(.077)</td>
<td>(.091)</td>
<td>(.889)</td>
<td>(4.326)</td>
</tr>
<tr>
<td>10. Control for crack epidemic</td>
<td>−1.167</td>
<td>−0.009</td>
<td>−0.433</td>
<td>−0.028</td>
<td>−0.167</td>
<td>−0.916</td>
<td>1.334</td>
</tr>
<tr>
<td></td>
<td>(.836)</td>
<td>(.019)</td>
<td>(.680)</td>
<td>(.165)</td>
<td>(.149)</td>
<td>(1.941)</td>
<td>(9.989)</td>
</tr>
<tr>
<td></td>
<td>Drop year dummies</td>
<td>Drop state-specific trends</td>
<td>Drop year fixed effects and state-specific trends</td>
<td>Add decade fixed effects, drop year dummies, and state-specific trends</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>------------------</td>
<td>---------------------------</td>
<td>-----------------------------------------------</td>
<td>----------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>−0.752</td>
<td>−0.045</td>
<td>−1.543</td>
<td>−0.116</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.737)</td>
<td>(0.009)</td>
<td>(0.814)</td>
<td>(0.088)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>−0.562</td>
<td>−0.058</td>
<td>−0.298</td>
<td>−0.053</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.352)</td>
<td>(0.020)</td>
<td>(0.991)</td>
<td>(0.240)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>−0.558</td>
<td>−0.076</td>
<td>−1.670</td>
<td>−0.199</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.562)</td>
<td>(0.022)</td>
<td>(1.395)</td>
<td>(0.280)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>−0.555</td>
<td>−0.062</td>
<td>−1.284</td>
<td>−0.160</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.550)</td>
<td>(0.022)</td>
<td>(1.256)</td>
<td>(0.276)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes. The data and specifications are identical to those used in Table 3 except as noted. Coefficients that are significant at the 10% level are underlined. Coefficients that are significant at the 5% level are in bold. Coefficients that are significant at the 1% level are in **bold and underlined**.
that some readers may consider our research agenda driven and believe, albeit incorrectly, that we have kept beneficial effects of the DP on homicide rates hidden from readers. As a result, we subjected the specifications in Table 3 to a battery of robustness checks using reasonable specification changes, such as (1) limiting the study period through 2000 to be more consistent with recent state panel DP papers, (2) dropping irrelevant control variables to avoid inflated standard errors for execution risk measures, (3) implementing the algorithm developed by Mocan and Gittings (2003) to prorate executions based on the month in which they occurred, (4) using a log-level model to determine whether this functional form provides a better fit to the data, (5) using alternative cures for problematic error variances in panel data, and (6) accounting for other sources of potential omitted variable bias (e.g., crack epidemic). We also report results for the risk of execution measures using model specifications that more closely resemble those employed in recent DP papers in an attempt to reconcile the conflicting evidence for several DP measures. Coefficient estimates for each of the seven execution risk measures are presented in separate columns in Table 4, with each row representing an alternative specification. For reference, the results for the execution risk measures reported in Table 3 where the dependent variable is annual homicides per 100,000 state population are reproduced.

Because the current study extends the analysis to include additional years (beyond 2000) not covered in recent state panel DP papers, several referees and the editor suggested we establish how important these additional 6 years are to the results. Row 2 of Table 4 presents results that limit the time series through 2000. The estimates of the effects of the DP on the homicide rate for the 1977 to 2000 sample are generally larger in the negative direction than those obtained during the entire sample period (1977 to 2006), but most are still much smaller in magnitude when compared directly with those reported in recent DP papers (using either pre- and post-Gregg data or only the latter) where similar measures were employed. More importantly, even when the models are estimated with the shorter time period, none of the DP measures are associated with lower rates of homicide, at least not at conventional significance levels. It seems, then, that lengthening the time series by 6 years is not responsible, at least not entirely, for the large differences obtained between the current study and the cadre of recent economic studies that report robust deterrent effects.

An anonymous reviewer suggested that the null results for the DP measures may be a by-product of including too many theoretically relevant but empirically irrelevant control variables in the baseline regression models. In other words, it is possible that the regression models were overparameterized because of the inclusion of too many regressors not significantly related to cross-temporal changes in homicide. Although the inclusion of irrelevant regressors is generally considered a “small” statistical problem (i.e., it does not lead to biased OLS estimates for the DP variables), it can lead to inflated estimated standard errors (i.e., inefficiency) if the irrelevant variables are correlated with measures of execution risk. To examine this possibility, we followed the referee’s recommendation of implementing a procedure suggested by Rao (1971). The procedure entails dropping control variables from the regression model with t-ratios less than...
and then verifying they are not jointly significant with a standard $F$-test. In our case, this led to the dropping of the following six variables from the regression model, as they consistently produced $t$-ratios of 1 or less across the various model specifications: employment rate, poverty rate, per-capita income, percent ages 15 to 24, percent ages 35 to 44, and percent metropolitan. $F$-tests also indicated these six variables were not jointly significant as a group and could be safely dropped from the model. Parameter estimates for the DP measures without these six control variables entered into the regression model are reported in Row 2 of Table 4. As viewed in Row 2, the results for the DP measures are largely similar to those reported in Table 3. It seems, then, that the dropped variables, although not significantly related to homicide rates, were also not significantly related to the presence of the DP or execution risk. In sum, we find no evidence that the nonsignificant results for the DP measures were a consequence of “overburdening” the baseline regression model with irrelevant regressors.

Next, we examined whether the null results for the execution risk measures were a by-product of our failing to take into account the timing of the execution event when calculating the risk measures. Similar to most DP studies, our measurement method assumes that executions taking place at any time of the year can influence the number of homicides in the same year. Mocan and Gittings (2003) argue this is not a reasonable assumption to make, as nearly half of all executions in the post-moratorium era have taken place between the months of July and December. As they correctly point out, an execution taking place in December of a given year cannot reasonably be expected to influence the homicide rate for that same year. Moreover, the authors maintain it is important from a theoretical perspective to create execution risk measures that best approximate the economic model of crime. Because economic theory indicates the timing of an execution event should matter to a prospective murderer when calculating their risk of execution, the most theoretically relevant measure of execution risk should take into account the month in which the execution took place. To examine this possibility, we altered the numerator of the execution risk measures using an algorithm developed by Mocan and Gittings (2003). The algorithm prorates executions based on the month in which they occurred. For example, executions that take place in April and November of a given year count as 9/12 and 2/12 of an execution for the current year and 3/12 and 10/12 of an execution for the subsequent year, respectively. Row 3 of Table 4 reports the results of estimations when applying Mocan and Gitting’s algorithm to compute the risk of execution measures. Most DP measures maintain their sign and remain insignificant. The only exception occurs for the ratio of executions to death sentences meted out in the previous year, which is now significant at the .05 level but in the unexpected positive direction. The null results reported here, therefore, do not seem to be an artifact of failing to account for the timing of execution events.

The specifications reported in Table 3 assumed a linear relationship between the risk of execution and homicide. Row 4 of Table 4 reports the results using a log-level model in which homicide is expressed in natural logarithms. This functional form examines whether an increase

19. We are indebted to Mark Schaffer for showing us how to implement this algorithm in Stata.
in the risk of execution will lead to larger reductions in homicide when the homicide rate is high. In all cases, qualitatively similar results were obtained for the DP measures.

As another robustness check, we reestimated the specifications in Table 3 without weighting the regressions by state population. Because smaller states have larger error variances (for reasons noted), the resultant estimates for explanatory variables can no longer be considered efficient (i.e., precise), as all data observations are weighted equally. Nevertheless, estimating the regression models without weighting is a useful robustness check. The results of the unweighted regressions are presented in Row 5. With the exception of the ratio of executions to lagged homicides measures, which is statistically significant but only at the .10 level, the coefficient estimates for the DP measures remained statistically insignificant.

The next set of results in Table 4 examines the sensitivity of the standard errors when failing to correct for serial correlation or attending to the issue in alternative ways. In Row 6, we report heteroskedasticity-robust standard errors. As explained, these standard errors are robust to general forms of heteroskedasticity but not serial correlation. As evidenced by Donohue and Wolfers (2006), failing to correct standard errors for serially correlated errors can lead to much different conclusions for the DP measures.20 Take, for example, the conclusion we would have necessarily drawn for the DP law dummy had we relied on these standard errors. As viewed in row 6 of Table 4, the coefficient for the DP law dummy is statistically significant but only because the standard errors are grossly underestimated and only at the more generous .10 level. We concur with the growing sentiment in economics that standard errors in panel data analysis should, at minimum, be “fixed up” for general heteroskedasticity and serially correlated errors.

Of course, serial correlation issues can be addressed in other ways besides “fixing up” the standard errors. Row 7 reports heteroskedasticity-robust standard errors, but instead of using a clustering correction, we follow the strategy advocated by pioneers in panel data methodology, Nathaniel Beck and Jonathan Katz (1994), of entering a 1-year lag of the homicide rate in the specification to correct for serial correlation.21 The benefit of this approach is that does not treat

---

20. Donohue and Wolfers (2006) demonstrated that the standard errors used by Dezhbakhsh and Shepherd were also severely underestimated, as the authors failed to adjust them for serial correlation. At the time of their writing, the authors speculated that Dezhbakhsh and Shepherd must have mistakenly used ordinary OLS standard errors instead of what they claimed to be “standard errors corrected for possible clustering effects—dependence within clusters (groups).” It turns out, however, that Dezhbakhsh and Shepherd did use cluster robust standard errors but opted to cluster by “year” instead of “states” (Dezhbakhsh and Rubin, 2007). Our reading of the Dezhbakhsh and Rubin paper suggested that the authors believed they were being criticized by Donohue and Wolfers (2006) for not adjusting standard errors to correct for spatial correlation problems, but this was not the case. Instead, Donohue and Wolfers (2006) were concerned that the authors had failed to adjust the standard errors for potential serial correlation in the data, which as it turns out, they had not done.

21. It is well known that panel estimates for explanatory variables are likely to be biased in the presence of fixed effects and lagged dependent variables, especially when \( t \) is in the single digits. Research by Beck and Katz (1996) suggests, however, that the OLS estimator actually performs nicely for longer panel data and should be preferred over alternative estimators (e.g., Anderson-Hsiao estimator) proposed for panel data with fixed effects and lagged dependent variables, especially when \( T \) is greater than 20, as is the case here.
serial correlation as a nuisance; rather, it allows the analyst to model the processes generating the serially correlated errors by taking into account the dynamic aspect of the data. Including lagged dependent variables in the model also aids in alleviating omitted variable bias by controlling for omitted lagged predictors of the homicide rate (Marvell and Moody, 1996). The specification reported in Row 8 also includes a lagged dependent variable to control for serial correlation but employs the use of “panel corrected standard errors” (PCSE) to tweak the standard errors for additional problems—group-wise heteroskedasticity and temporally correlated errors (Beck and Katz, 2004). As noted by Beck and Katz (2004), heteroskedasticity-robust standard errors do nothing to remedy these likely problems in panel data analysis. As viewed in Rows 7 and 8, these alternative approaches for dealing with problematic error structures produces coefficient estimates for the DP measures that are qualitatively similar to those reported in Table 3; that is, most are negative, but none are significantly different from 0.

One possible explanation for our null results is that we omitted from the homicide specifications a factor that is positively correlated with both execution risk and the homicide rate. If such a factor did exist, it may have suppressed, at least partially, the negative effects of capital punishment on homicide rates. One possible suppressor variable is the crack epidemic, which is considered by most criminologists to be the main culprit for the soaring homicide rate among adolescents and young adults from the mid-1980s to the early 1990s (e.g., Blumstein, 1995). If states experiencing the brunt of the crack epidemic and the concomitant rise in homicide were more likely to respond by adopting DP legislation or more aggressively pursuing death sentences, then this would have provided the set (i.e., positive impact on both risk of execution and homicide rates) of positive associations needed to suppress the deterrent effects of risk of execution on homicide. To examine this possibility, we entered the crack index variable into the homicide specifications as a control variable. Again, the crack index variable was only available through 2000, so this shortened the length of the time series by 6 years. As viewed in Row 9, it seems the crack epidemic is not a suppressor variable in the DP law–homicide relationship. Although the coefficients on the DP measures are mostly negative and generally larger than those reported in Table 3, the standard errors are also much larger in size and, thus, are statistically insignificant.

The last set of specifications reported in Table 5 show the results of estimations in which the year fixed effects, state-specific trends, or both are dropped as control variables. As one might expect, dropping either group of proxy variables (or both) from the specification generally produces results more favorable to the DP efficacy hypothesis, especially for Dezhbakhsh and Shepherd’s (2006) preferred number of executions measure. As viewed in Rows 11 through 13, Column 2, the coefficient estimates for the frequency of execution measure are substantially larger than those reported in Table 3 and are now highly significant, although they remain roughly half the size of those reported by Dezhbakhsh and Shepherd. Through the detective work of Donohue and Wolfers (2006), we eventually came to learn that Dezhbakhsh and Shepherd (2006) did not include year fixed effects or state-specific trends in any of the 96 regression models presented,
although their importance in minimizing omitted variable bias is well documented in panel studies of crime (Marvell and Moody, 1996). Instead, the authors used what they refer to as “decade-specific dummy variables” to control for the average homicide rate in each decade. The problem with this approach, however, is that it fails to take into account that trends in homicide have varied largely within each decade since the 1960s (see also Donohue and Wolfers, 2006: 805–806). Indeed, when we reestimated a regression model while controlling for decade fixed effects but without controlling for year fixed effects or state-specific trends, the coefficient on the frequency of execution measure remained highly significant in the negative direction (see Row 14, Column 2). It seems, then, that decade fixed effects are clearly inferior to year fixed effects and state-specific trends when it comes to ameliorating omitted variable bias. We believe year fixed effects and state-specific trends should be included in the model specification when their estimated effects are large and significant, as is the case here. Perhaps more importantly, the results obtained for the frequency of execution measure when these proxy variables are not included in the regression model are almost assuredly spurious.

To summarize, the results in Table 4 confirm that the results for the DP measures are largely insensitive to changes in our choice of functional form, weighting schemes, procedures used for correcting problematic error variances, and when controlling for one of the most significant historical events in the post-moratorium era linked to dramatic increases in homicide rates—the crack epidemic.

Discussion

Our finding that the DP is not a significant deterrent to homicide is consistent with research by economists such as Katz et al. (2003) and Donohue and Wolfers (2005), but it differs sharply from the strong deterrence findings of many recent DP studies conducted by economists. Given that most of these studies, using sophisticated econometric methods, have found strong support for the DP deterrence thesis, and considering the history of DP research and its impact on crime policy, we carefully examine the implications of our findings. The most likely explanation for the divergence between our largely null findings and studies reporting robust deterrent effects that result from increases in execution risk is the failure of year fixed effects and state-specific trends to be highly significant as a group. As noted, when we tested the significance of the year fixed effects and state-specific trends as groups using the classic F-test, the null hypothesis of no effects was rejected for each set of proxy variables across all model specifications reported in Table 3.

Donohue and Wolfers (2006) reported that the coefficient and standard error obtained by Dezhbakhsh and Shepherd (2006) for the execution measure remained largely unaltered when they replicated the authors’ preferred specification while controlling for year fixed effects (see their Table 5, Column 2). Interestingly, the standard error for the execution measure increased dramatically when they dropped Texas from the sample and was no longer significantly different from 0. They do not report estimates using state-specific trends as control variables, but they do report that Dezhbakhsh and Shepherd’s (2006) findings of higher homicide rates during state DP moratoriums (mostly imposed by the 1972 Supreme Court decision in Furman vs. Georgia) completely vanished when they entered year fixed effects into their model specification (see their Table 2, Column 3). Specifically, the coefficient on the DP moratorium dummy variable was cut almost in half and no longer statistically significant.
of the latter to (1) address adequately omitted variable bias by failing to include year dummies and or state-specific trends in the regression model, (2) adjust standard errors to correct for serial correlation, and (3) use reliable and valid instruments to address potential simultaneity bias between execution risk and homicide. Interestingly, the inclusion of additional variables to control for the effects of concurrent confounding policy factors (i.e., 3X and RTC laws) and historical events (i.e., crack epidemic), which have been empirically linked with cross-temporal changes in homicide rates, and extending the sample period included in recent DP studies by 6 years (from 2000 through 2006), proved to be of little consequence.

Our finding that the DP is not a deterrent to homicide is probably not surprising to most criminologists or others knowledgeable about the existing research on the death penalty, offender decision making, and/or the nature of homicide events. In contrast to the view of offender decision making modeled in recent DP research, which relies heavily on price theory and on the assumption that the process applies equally to potential offenders and the situational contexts in which they choose to commit homicide, criminological research on offenders suggests that the process is much more complex. Our null findings, therefore, are largely consistent with the considerable body of research on offender decision making and with research on the nature of homicide. As such, we turn our discussion to the criminological research that can help make sense of our findings and provide guidance for future deterrence research.

**Nature of the Criminal Calculus**

Although many recent studies have relied on the Beckerian model of criminal decision making, assuming that offenders are rational and thus likely deterred when the “costs” (e.g., the death penalty) are greater than the “benefits” (e.g., killing someone to settle a dispute), criminological theory and empirical research suggest that the process is much more complicated. We do not suggest, however, that no criminals follow the rational cost–benefit model proposed by Becker, but that most, including prospective homicide offenders, likely do not. Contemporary versions of rational choice theory put forth a more multifaceted view of offender decision making than early versions such as Becker’s (1967). For example, in contrast to the image of a rational calculating criminal, Cornish and Clarke (1986) portray criminals’ rationality as bounded or limited. As such, offenders do not always succeed in making the “best” decisions (i.e., forgoing criminal behavior) because they, like the rest of us, rarely have all the facts about the potential costs and benefits of an action. Often, as is most commonly the case with homicides, choices to commit crimes are made hastily or in the heat of the moment rather than after careful planning and deliberation. Moreover, many offenders make decisions under the influence of illegal drugs or alcohol (Bureau of Justice Statistics, 2006; National Institute of Justice, 2003) and are not lucid in their thoughts or behaviors at the time a crime occurs. Thus, offenders, especially violent offenders, are rarely cold and calculating but rather are entrenched in a lifestyle of drugs, alcohol, and desperation (Jacobs, 1999; Wright and Decker, 1997). Perhaps the most relevant question regarding the deterrent effects of legal sanctions is determining to what degree, if any,
offenders consider these punishments prior to engaging in illegal behaviors. Although they disagree on what specific information offenders use in their decision making, many recent DP studies assume that offenders actually do use information about legal sanctions and that these assumptions are accurate. It is on this point that criminological research also has had much to contribute, and it is toward this issue that we now turn.

A substantial body of criminological research exists that provides rich details about the motivations and causes of crime, the situational dynamics of the criminal event, and the nature of the criminal calculus (e.g., Bennett and Wright, 1984; Bourgois, 1995; Cromwell and Olson, 2004; Jacobs, 1999; Rengert and Wasilchick, 1985; Shover, 1996; Tunnell, 1992; Wright and Decker, 1994, 1997). This line of inquiry has led to a deeper understanding of the decision-making process of offenders, including whether and how criminals evaluate the risks of getting caught, convicted, and sentenced. Qualitative interviews with offenders have shown that they are more likely to focus on the rewards rather than on the risks of their actions. Moreover, even if they do consider the risks, they tend to focus on immediate versus long-term or worst-case risks, such as death. Recent ethnographic evidence supports the view that offenders’ rationality is bounded and made within a social context. Decisions are often made in the context of a criminal lifestyle described as “then and there” (Wright and Decker, 1997) or an “unending party” (Shover, 1996). Decisions are rarely, if ever, made after careful reflection on and consideration of the potential costs and benefits.

Evidence from interviews with both active and captured offenders suggests they do not dwell on the potential consequences of their actions and thus rarely consider the possibility of arrest and imprisonment (Bennett and Wright, 1984; Copes and Vieraitis, 2008; Cromwell and Olson, 2004; Jacobs, 1999; Rengert and Wasilchick, 1985; Shover, 1996; Shover and Honaker, 1992; Tunnell, 1992). For instance, Cromwell and Olson’s (2004) study of burglars found that consideration of long-term risk was almost nonexistent in their decision process. Based on his interviews with crack dealers, Jacobs (1999) found that the certainty of punishment, not severity, was foremost in sellers’ minds but that many offenders believed that they would never get caught. As such, Jacobs (1999: 116) concluded that “the fear of harsh punishment is unlikely to work as a crime prevention mechanism in light of the techniques criminals use prospectively to evade apprehension” (see also Bourgois, 1995; Cherbonneau and Copes, 2006). Even when criminals do think about getting caught, these thoughts are easily dismissed in the offending moment. Similarly, Copes and Vieraitis’ (2008) interviews with identity thieves found that most offenders simply did not think about the possibility of getting caught. For the most part, they were extremely confident in their ability to avoid detection and capture. Moreover, the few thieves who did consider the probability of arrest were able to put it out of their minds during the offending moment. In general, criminological research finds that most offenders give little thought to the potential legal consequences of their actions. That is not to say, however, that offenders never think of the possible legal sanctions, but that it is uncommon and more punitive sanctions are not likely to raise the “costs” appreciably.
One issue that originates from the aforementioned discussion of criminological research on offender decision making is whether the DP creates a general deterrent effect such that noncriminals avoid killing because of the potential consequences. Research on homicide offenders suggests that this scenario is highly unlikely. Most homicide offenders are not otherwise law-abiding citizens who killed during an act of passion or duress. According to Kleck and Kates (2001), most adult murderers have long histories of violence, felony records, and substance abuse. Wolfgang’s classic 1958 study of homicide offenders found that 64.4% of his sample of homicide offenders had a previous arrest, 66% of whom had a record of crimes against the person. DeLisi’s (2001) examination of career criminals found that murderers were significantly more likely to have arrests for violent index crimes, felony convictions, and prison sentences than other predatory offenders. Furthermore, DeLisi and Scherer (2006) found that the average murderer in their sample of 654 convicted and incarcerated homicide offenders from eight states had more than three prior felony convictions, more than one previous prison sentence, and approximately two probationary sentences. They also found that homicide offenders’ arrest histories contained a mixture of violent and property index offenses as well as weapon and drug violations. Recent national statistics indicate that 65.5% of prisoners under a sentence of death had prior felony convictions, 8.4% of whom had prior homicide convictions (Bureau of Justice Statistics, 2007). As Elliott (1998: 1,085) notes, “life-threatening violence … is, in fact, largely restricted to a criminal class and embedded in a general pattern of criminal behavior.” Thus, from this research, we know that most homicide offenders are not otherwise law-abiding citizens. Instead, they are repeat offenders who have been undeterred by prior arrests, convictions, and/or sentences of punishment.

The Nature of Homicide

Our knowledge of offenders’ assessments of the potential consequences of their crimes is predominantly based on interviews with active or incarcerated offenders who have engaged in street property crimes (for exceptions, see Copes and Vieraitis, 2008; Shover, Coffey, and Sanders, 2004). Although this research suggests that property offenders do engage in at least some planning (e.g., target selection), it also suggests that these individuals typically do not evaluate the risks of legal sanctions. In light of these findings, it is probably even less likely that violent offenders do (Piquero and Rengert, 1999). Nonetheless, although we might conclude that property offenders are unlikely to be deterred by legal sanctions, the issue relevant to DP research is whether and to what extent these findings can be applied to homicide offenders.

Nagin and Pogarsky (2004) found that property and violent crime may be associated with different approaches to the consideration of future consequences. Property offenders tended to discount or deliberately devalue future consequences, whereas violent offenders tended not to consider future consequences at all. This finding is not surprising in light of the fact that violent offenders, including homicide offenders, are more likely in a state of emotional duress at the time of the crime and are unlikely to be thinking of the costs of their actions. Moreover,
many homicide offenses are committed during the commission of another felony (e.g., robbery). If committing a less serious felony is the goal of the offender, then it is unlikely they are simultaneously weighing the possibility of a death sentence for a murder they were not originally planning to commit.

In sum, for the DP to serve as a deterrent to homicide, potential offenders need at least to consider the possibility that they may be caught and that the probability of this occurring is greater than any benefit they may receive, whether monetary or psychologically, for killing someone. A substantial body of criminological research on offenders’ decision-making processes and the dynamics of homicide events contradicts the supposition that criminals spend any notable amount of time considering the deleterious consequences of their actions. Instead, ethnographic research suggests these individuals are more likely to focus on the potential gains of their crimes rather than on the costs. Offenders who do consider the potential legal sanctions can easily minimize their fear of arrest and punishment and essentially nullify any deterrent effects of sanctions (Jacobs, 1999; Hochstetler and Copes, 2006; Tunnell, 1992). In addition, research by Kleck et al. (2005) demonstrated that criminals’ and noncriminals’ perceptions of the certainty, severity, and swiftness of punishment show little correspondence with actual punishment levels in their communities. Moreover, criminals were less accurate in their estimations than noncriminals. Thus, if neither criminals nor noncriminals (i.e., potential criminals) have little accurate information about legal sanctions, then the deterrent effect of the DP is unlikely to be substantial.

Although we acknowledge that economists’ contributions toward criminological research has increased the methodological rigor of studies examining important crime policy issues such as the death penalty, the largely consumer-driven theoretical orientation of economics has promoted a simplistic description and has proposed a solution to the crime problem in the United States. By collectively ignoring the advances made in criminological theory on deterrence and offenders, econometric models lack critical empirical grounding and ignore key variables that may play into the death penalty-deterrence equation. Although claims of absolute and consistent deterrent effects might make for a great sound bite and fit nicely into the political agendas of lawmakers who endorse punitive crime-control policies and claim to be “tough on crime” (Blumstein, 1997; Currie, 2004; Lab, 2004), our research suggests that homicide rates are not influenced by any number of death penalty measures (i.e., the presence of a statute, the risk of execution, and the numbers of executions) or policy-related variables (i.e., 3X statutes, right-to-carry laws, crack index, or worsening prison conditions).

Most criminal behavior is not preceded by a simple calculus whereby the threat of punishment or fear of an unlikely state-imposed death sentence will make offenders repent and reevaluate their antisocial lifestyles. Some scholars have argued persuasively that recent DP research by economists has “used econometric sophistication to silence debate rather than en-
lighten policymakers” (Donohue and Wolfers, 2005: 842). Thus, although the use of technically sophisticated methodology might be appealing, “intuitive plausibility should always be preferred in the realm of real-world policy. Unfortunately, the history of the DP debate is replete with examples of plausibility being sacrificed on the altar of sophistication” (Donohue and Wolfers, 2005: 842). Indeed, the assumption that offenders are average people who conduct a rational cost–benefit analysis prior to committing serious crimes, and who therefore can be deterred from committing capital-eligible offenses, is highly unlikely and inconsistent with much of the research on criminal decision making. Again, although some offenders may follow Becker’s model of rational decision making and factor in the potential legal sanctions of their actions, it is likely a small portion of offenders.

In sum, our finding of no deterrent effect of the DP on homicide suggests the risk of execution does not enhance the level of deterrence. Therefore, we conclude that although policy makers and the public may continue to support the use of the death penalty based on retribution, religious grounds, or other justifications, defending its use based on deterrence is inconsistent with our findings. At a minimum, policy makers should refrain from justifying its use by claiming that it is a deterrent to homicide and explore less costly, more effective ways of addressing crime. In addition, research on the DP or any major policy issue that makes assumptions on how offenders consider the costs and benefits of their actions should be grounded theoretically and empirically. Toward this end, criminologists have an important role to play in the newly reignited debate over the deterrent impact of the death penalty.
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