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Abstract

We consider the problem of constructing networks that exhibit desirable algebraic rigidity properties, which can provide significant performance improvements for associated formation shape control and localization tasks. We show that the network design problem can be formulated as a submodular set function optimization problem and propose greedy algorithms that achieve global optimality or an established near-optimality guarantee. We also consider the separate but related problem of selecting anchors for sensor network localization to optimize a metric of the error in the localization solutions. We show that an interesting metric is a modular set function, which allows a globally optimal selection to be obtained using a simple greedy algorithm. The results are illustrated via numerical examples, and we show that the methods scale to problems well beyond the capabilities of current state-of-the-art convex relaxation techniques.

I. INTRODUCTION

Accelerating advances in communication, computation, and sensing technologies are allowing networks of low-cost interconnected nodes to provide unprecedented data streams about physical processes, and position control and localization of (mobile sensor) node positions is often required to meaningfully interpret and utilize the data. There are several broad categories of measurement techniques that can be used for position localization and control, including angle of arrival, received signal strength profiling, and distance related measurements. In this paper, we will focus on distance-based scenarios in the plane; however, similar results can be obtained for other types of measurements and in higher dimensions.

The application of rigid graph theory to distance-based motion control in mobile robot formations and localization problems in sensor networks has been the focus of many recent studies [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11]. In formation shape control problems, the literature is focused on characterizing rigid graph properties that allow distributed control of any desired configuration [1], [2], [3] and associated control law design [4], [5], [6]. Similarly, the sensor network localization literature has focused on characterizing rigid graph properties that allow unique localization solutions [12], [13], [14], [7], [8], [10] and associated localization algorithms [9], [10], [11].
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While many aspects of distanced-based motion control and localization problems have been studied in detail, very few papers consider design of the network itself. In particular, the distances to be actively controlled in a formation control problem or the distance measurements in a localization problem are typically taken as given. However, a network designer can choose which set of distances to control or which set of measurements to utilize given knowledge of the desired formation shape or estimated sensor configuration. An intelligent choice of these sets may yield drastic performance improvements of localization or formation control tasks. It has been observed that the performance of the rigidity based localization and control techniques are closely related to the algebraic properties of the network [15], [16], [17]. There are combinatorial methods to construct networks to satisfy certain rigidity properties, namely, Henneberg sequences [18], [19], but there are no methods that take into account the algebraic properties of the network, arising from the relative positions of the nodes, to maximize an objective function in the network design.

A related network design problem in the context of sensor network position localization is anchor selection. It is well known that the absolute positions of at least three sensors, called anchors, are required to uniquely localize a network in the plane. However, there are typically many possible choices for anchors, each of which results in different properties of the position estimates of the remaining sensors. The optimal selection of anchors has been considered in [15], which uses a convex relaxation heuristic to minimize a worst-case measure of estimation error covariance. While this method results in a convex optimization problem, there are no approximation guarantees, and the convex optimization problem can still be difficult to solve for very large networks.

In this paper we first consider the problem of rigid network design where in a given configuration the edges are selected to optimize an algebraic rigidity-related performance index, based on a rigidity Gramian, while satisfying a rank condition that ensures rigidity of the network. In particular, we show that networks with desirable algebraic rigidity properties can be constructed using a simple greedy algorithm. Moreover, we establish that certain cost functions that capture the algebraic properties of the networks are modular or submodular set functions, which allows us to provably obtain globally optimal or near optimal edge selections. We then revisit the problem of optimal anchor selection that was introduced in [15] and propose an alternative solution based on set function optimization. In particular, we show that an interesting metric associated with the estimation error covariance is a modular set function. Again, the implication of this is that a simple greedy algorithm for anchor selection will provide a globally optimal anchor selection. The results are illustrated with numerical examples, and we show that our methods scale to problems well beyond the capabilities of current state-of-the-art convex relaxation techniques. The problems have a similar mathematical structure to another recently introduced Gramian-based set function optimization problem linking submodularity and controllability [20], [21], [22].

The rest of the paper is organized as follows. Section II describes the necessary background information. In Section III the problem of constructing a rigid network through applying submodular optimization techniques is considered. In Section IV we revisit the problem of anchor selection in a network in the context of network localization. We present numerical examples in Section V. Concluding remarks are given in Section VI.
II. Preliminaries

This section provides background on rigid graph theory and on set function submodularity and matroids. We introduce an important matrix, called the rigidity Gramian, which is constructed from the well-known rigidity matrix and quantifies algebraic rigidity properties of a network. The network design problems we consider in the following section can be cast as matroid constrained submodular set function optimization problems.

A. Rigid Graph Theory

Let us call a network a graph $G = (V, E)$, where $V$ is the vertex set and $E \subseteq V \times V$ is the edge set with $\{i, j\}$ denoting the undirected edge incident at $i$ and $j$, together with a map $p : V \mapsto \mathbb{R}^{2|V|}$, with $p_i \in \mathbb{R}^2$ denoting the coordinate vector associated with vertex $i \in V$. A network is thus denoted by a tuple $(G, p)$. Suppose there is a set of non-negative real numbers representing intersensor distances $D = \{d_{ij} : \{i, j\} \in E\}$. The network is a realization of $D$ if $||p_i - p_j|| = d_{ij}$ for any $\{i, j\} \in E$.

The two networks $(G, p)$ and $(G, q)$ are equivalent if $||p_i - p_j|| = ||q_i - q_j||$ for any $\{i, j\} \in E$. The two networks $(G, p)$ and $(G, q)$ are congruent if $||p_i - p_j|| = ||q_i - q_j||$ for all pairs $i, j$ whether or not $\{i, j\} \in E$. This is equivalent to saying that $(G, p)$ can be obtained from $(G, q)$ by an isometry of $\mathbb{R}^2$, i.e., a combination of translation, rotation and reflection.

Roughly speaking, a network is rigid when it cannot flex, i.e., its shape cannot be changed via continuous motions of vertex positions while keeping distances associated with edges constant to become incongruent to its starting position. More precisely, we have the following definition.

Definition 1: A network $(G, p)$ is rigid if there exists some positive $\epsilon$ such that if $(G, p)$ and $(G, q)$ are equivalent and $||p_i - q_i|| < \epsilon$ for all $i \in V$, then the two networks are congruent.

A network is minimally rigid when it is rigid but the deletion of any single edge from the associated graph results in a nonrigid network. The underlying graph of any minimally rigid network can be constructed via applying the following two operations, called Henneberg sequences [19], to a rigid graph on two vertices (viz., two vertices connected by an edge, the smallest rigid graph):

1) (Vertex Addition) Addition of a new vertex to the graph along with edges connecting it to two previously existing vertices.

2) (Edge Splitting) Addition of a new vertex to the graph along with two edges connecting it to two previously existing vertices that share a common edge, removing the common edge, and addition of another edge to any other vertex in the graph.

Any non-minimally rigid graph can be obtained from a minimally rigid graph by simply adding edges. An equivalent graph theoretic characterization is given by Laman’s Theorem [23], which states roughly that rigid graphs have at least $2|V| - 3$ well-distributed edges.

It turns out that there exist rigid networks $(G, p)$ and $(G, q)$ which are equivalent but not congruent. In fact, any minimally rigid network with more than three vertices is equivalent to another such network to which it is not
congruent, due to so-called flip and flex ambiguities [16]. A network \((G, p)\) is globally rigid when every network equivalent to \((G, p)\) is also congruent to it. Such a network is uniquely realisable given distances associated with the edges, and fixing the coordinates of at least three noncollinear vertices results in a unique position map \(p\) that satisfies the given distance constraints; see [13], [12], [14] for more details.

Rigidity and global rigidity for a network in \(\mathbb{R}^2\) are generic properties, in the sense that if a network \((G, p)\) has either of these properties, then the network \((G, \bar{p})\) will also have the property for generic values of the position coordinates \(\bar{p}\), i.e., for all values save possibly for those contained in a set of measure zero involving an algebraic dependence over the rationals of the coordinates. However, the positions in a realisation of a network, not just the underlying graph, can significantly affect the performance of algorithms for robotic formation shape control and sensor localization that relate to rigidity, so algebraic properties of rigidity are of substantial interest.

Rigidity can also be fully characterized algebraically. Consider a network \((G, p)\) in the plane, and let the coordinate vector \(p_j\) of vertex \(j\) be \(p_j = [x_j, y_j]^T\). The rigidity matrix, denoted \(R_{(G, p)}\) is defined with an arbitrary ordering of the vertices and edges, and has \(2|V|\) columns and \(|E|\) rows. Each edge gives rise to a row, and if the edge links vertices \(j\) and \(k\), the nonzero entries of the row of the matrix are in columns \(2j - 1, 2j, 2k - 1, 2k\), and are respectively \(x_j - x_k, y_j - y_k, x_k - x_j, y_k - y_j\). Note that the entries of the rigidity matrix do not depend on the absolute value of the positions of the nodes, and they only depend on the relative positions of the nodes from each other. A graph is generically rigid if and only if for generic vertex positions, the rigidity matrix has rank \(2|V| - 3\) [19].

The rigidity matrix contains much more quantitative information about rigidity than just the rank. In particular, the singular values of the rigidity matrix provide a measure of the algebraic quality of a network. Accordingly, we define the edge rigidity Gramian for a network \((G, p)\) as

\[
X_{(G, p)} = R_{(G, p)}R_{(G, p)}^T \in \mathbb{R}^{|E| \times |E|}
\]

and the vertex rigidity Gramian as

\[
X_{(G, p)} = R_{(G, p)}^TR_{(G, p)} \in \mathbb{R}^{2|V| \times 2|V|}.
\]

Networks whose Gramians have large eigenvalues have superior algebraic rigidity properties than those with smaller eigenvalues. These advantages translate to faster local convergence rates in formation shape control problems and lower estimation error covariance in localization problems. Note that the spectrum of the vertex and edge Gramians are the same, but that they have different eigenvectors. Various scalarizations of the Gramian can be considered, which trade off in different ways rigidity across the network.

B. Submodularity and Matroids

We will formulate rigid network design problems as set function optimization problems. For a given finite set \(V = \{1, \ldots, N\}\), which will represent a set of edges or nodes in a network, a set function \(f : 2^V \to \mathbb{R}\) assigns a real number to each subset of \(V\), which will represent a scalar metric of the network rigidity. Cardinality constrained
set function optimization problems have the form

$$\max_{S \subseteq V, |S| \leq \kappa} f(S).$$  \hfill (3)$$

This finite combinatorial optimization problem can by solved by brute force by evaluating $f$ all possible subsets of size $\kappa$ and selecting the maximizing subset. However, this approach quickly becomes infeasible even for moderate values of $N$ and $\kappa$. When $f$ has a property called submodularity, although the problem remains hard, a simple greedy algorithm can be used to obtain near optimal subsets.

**Definition 2 (Submodularity):** Let $V$ be a finite set and let $f : 2^V \to \mathbb{R}$ be a set function on $V$. Then $f$ is called submodular if for every $A, B \subseteq V$ it holds that

$$f(A) + f(B) \geq f(A \cup B) + f(A \cap B).$$  \hfill (4)$$

Submodularity can be informally described as a diminishing returns property; that is, adding an element to a smaller set gives a larger gain than adding one to a larger set. In particular, we have the following definition and result.

**Definition 3 (Set Function Monotonicity):** A set function $f : 2^V \to \mathbb{R}$ is called monotone increasing if for all subsets $A, B \subseteq V$ it holds that

$$A \subseteq B \Rightarrow f(A) \leq f(B)$$  \hfill (5)$$

and is called monotone decreasing if for all subsets $A, B \subseteq V$ it holds that

$$A \subseteq B \Rightarrow f(A) \geq f(B).$$  \hfill (6)$$

**Theorem 1 ([24]):** A set function $f : 2^V \to \mathbb{R}$ is submodular if and only if the derived set functions $f_a : 2^{V \setminus \{a\}} \to \mathbb{R}$

$$f_a(X) = f(X \cup \{a\}) - f(X)$$

are monotone decreasing for all $a \in V$.

A set function is called supermodular if the reversed inequality in (4) holds, and is called modular if it is both sub- and supermodular. Modular functions have the following simple characterization.

**Definition 4 (Modularity):** A function $f$ is modular if for any $A \subseteq V$:

$$f(A) = g(\emptyset) + \sum_{i \in A} g(i)$$  \hfill (7)$$

One can see that optimizing modular set functions is easy because each element of a subset gives an independent contribution to the function values. Thus, (3) is solved by evaluating the set function for each individual element and choosing the top $\kappa$ individual elements to obtain the best size $\kappa$ subset.

Consider the submodular function optimization problem (3) where $f$ is a monotone increasing submodular function, $\kappa$ is a constant, and $V$ is a given set. Algorithm 1 outlines a greedy algorithm to this problem. We have the following approximation result for (3) and the greedy Algorithm 1.

**Theorem 2 ([25]):** Algorithm 1 gives a $(1 - 1/e)$-approximation for the problem (3), i.e., $(1 - 1/e)f(S_{OPT}) \leq f(S^*)$, where $S_{OPT}$ is the global optimizer of (3) and $S^*$ is the output of Algorithm 1.
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Algorithm 1 A Greedy Solution to (3).
\[ S \leftarrow \emptyset \]
while \(|S| \leq \kappa\) do
\[
e^* = \arg\max_{e \in V \setminus S} [f(S \cup \{e\}) - f(S)]
\]
\[ S \leftarrow S \cup \{e^*\} \]
end while
\[ S^* \leftarrow S \]

Cardinality constrained set function optimization problems can be considered as a special case of more general matroid constrained set function optimization problems. Matroids can be used to encode more complicated constraints: for example, in our setting one might like to construct a network to optimize an algebraic metric of rigidity subject to a constraint that the underlying graph is rigid, which can be described as a matroid constraint [14]. Matroids generalize the notion of linear independence in vector spaces and are defined as follows.

**Definition 5 (Matroid):** A matroid is an ordered pair \((V, \mathcal{I})\) consisting of a finite set \(V\) and a collection \(\mathcal{I}\) of subsets of \(V\) (called the independent sets) having the following properties:

1) \(\emptyset \in \mathcal{I}\)
2) If \(A \in \mathcal{I}\) and \(B \subset A\), then \(B \in \mathcal{I}\).
3) If \(A\) and \(B\) are in \(\mathcal{I}\) and \(|A| < |B|\), then there is an element \(x\) of \(B \setminus A\) such that \(A \cup \{x\} \in \mathcal{I}\).

**Definition 6 (Independence Oracle):** For the matroid \((V, \mathcal{I})\), an independence oracle is a function \(\Psi(X)\) for all \(X \subseteq V\) such that:

\[
\Psi(X) = \begin{cases} 
\text{True} & \text{if } X \in \mathcal{I} \\
\text{False} & \text{if } X \notin \mathcal{I}.
\end{cases}
\]

Now consider the following matroid constrained optimization problem.

\[
\maximize_{S \subseteq V, S \in \mathcal{I}} f(S)
\] (8)

where the ordered pair \((V, \mathcal{I})\) is a matroid. Similar to above, Algorithm 2 provides a greedy solution to this problem and the following result holds for the solution obtained from it.

**Theorem 3 ([26]):** Algorithm 2 gives a 1/2-approximation for the problem (8), i.e., \(f(S_{OPT})/2 \leq f(S^*)\) where \(S_{OPT}\) is the global optimizer of (8) and \(S^*\) is the output of Algorithm 2.

Observe that calculating \(O\) at each iteration requires access to an independent oracle. Moreover, we note that, there are recently developed and more sophisticated algorithms that improve the performance guarantee to \((1 - 1/e) f(S_{OPT}) \leq f(S^*)\), the same approximation guarantee that can be achieved for the special case of a cardinality constraints [27]. However, in this paper we focus on simple greedy algorithms of the type presented in Algorithm 2 to simplify the presentation.

We conclude this section by emphasizing that for the case that \(f\) is a modular function both algorithms result globally optimal solutions such that \(f(S_{OPT}) = f(S^*)\).
Algorithm 2 A Greedy Solution to (8).

Require: An independence oracle checking \( e \in \mathcal{I} \).

\[
\begin{align*}
\mathcal{S} &\leftarrow \emptyset \\
\mathcal{O} &\leftarrow \{ e \in \mathcal{V} \setminus \mathcal{S} : \mathcal{S} \cup \{ e \} \in \mathcal{I} \} \\
\textbf{while} \ \mathcal{O} \neq \emptyset \ \textbf{do} & \\
& \quad e^* = \arg\max_{e \in \mathcal{O}} [ f(\mathcal{S} \cup \{ e \}) - f(\mathcal{S}) ] \\
& \quad \mathcal{S} \leftarrow \mathcal{S} \cup \{ e^* \} \\
& \quad \mathcal{O} \leftarrow \{ e \in \mathcal{V} \setminus \mathcal{S} : \mathcal{S} \cup \{ e \} \in \mathcal{I} \} \\
\textbf{end while} \\
\mathcal{S}^* &\leftarrow \mathcal{S}
\end{align*}
\]

III. RIGID NETWORK CONSTRUCTION

In this section, we consider the problem of constructing rigid networks given a set of vertices and their positions in the plane by choosing which pairs of nodes should be connected by an edge. We focus on optimizing a performance index that captures the algebraic quality of the rigidity of the network (though other cost functions associated with the selected edges can be incorporated). Since rigidity is monotonic in the number of edges, we limit the number of edges in the network, subject to a constraint that the underlying graph is rigid; from Laman’s theorem [23] it is necessary that \(|E| \geq 2|V| - 3\). As mentioned earlier, there are many sets of edges that could be added to achieve rigidity of the underlying graph (namely, any set obtained from a Henneberg sequence [19]), but the algebraic rigidity of the resulting networks can be drastically different. To illustrate this, we present two examples and explain the implications with respect to localization and formation shape control scenarios.

A. Motivating examples

Example 1: Consider Fig. 1. Both networks depicted in Fig. 1 are constructed by the application of the Henneberg sequence and as a result are generically minimally rigid. Now, consider Fig. 2, where the networks have the same underlying graph as those in Fig. 1 with the difference that nodes 1 and 4 are nearly collocated. In the new configuration, the network depicted on the left exhibits weak algebraic rigidity properties: one can see that if node 4 is placed on top of node 1, node 5 can take infinitely many positions satisfying the edge length constraints \(|p_1 - p_5| = 15\) and \(|p_4 - p_5| = 45\). This corresponds to a rank deficiency in the rigidity Gramian. If the goal was to localize the nodes given noisy distance measurements, the variance of the position estimate for node 5 would approach infinity as the distance between nodes 1 and 4 goes to zero. The network on the right does not suffer from this problem even if nodes 1 and 4 are collocated. In terms of algebraic rigidity, the graph structure on the right is highly preferred given the positions in Fig. 2.

Example 2: In this example we again consider the networks depicted in Fig. 1. Suppose that the nodes now represent mobile robots and it is desired for the robots to move to a formation such that \(|p_i - p_j| = d_{ij}\) for
some desired $d_{ij}$ and $i,j \in \mathcal{V}$. Moreover, suppose that the nodes have single integrator dynamics $\dot{p}_i = u_i$ and to achieve the desired formation, the input of each node $u_i$ is chosen to be the control law proposed in [4], yielding the closed-loop dynamics

$$\dot{p}_i = \frac{1}{2} \sum_{j \in \mathcal{V}_i} (d_{ij}^2 - \|p_j - p_i\|^2) (p_j - p_i),$$

where $\mathcal{V}_i$ is the set of nodes sharing an edge with $i$. As in the previous example, consider a situation where $d_{14}$ is small. Fig. 3 depicts the control performance for the left and right networks in Fig. 1. The plot shows the time evolution of the shape error function $s_e = \sum_{i,j \in \mathcal{V}} |d_{ij} - \|p_j - p_i\||$, which captures convergence of the nodes to the desired configuration starting from the same initial positions. The error decreases much faster when the nodes have the underlying graph in the right network in Fig. 1.

The difference in performance in both examples can be traced to the eigenvalues of the rigidity Gramian. In particular, the eigenvalues of the Gramian on the right network in Fig. 1 are larger than those of the left network, and this leads to better performance in both localization and formation shape control scenarios. These examples motivate the consideration of node coordinates and associated algebraic rigidity properties in constructing rigid networks.

### B. Problem statement

The following statement formalises the problem of interest.

**Problem 1**: Given a finite set of nodes $\mathcal{V}$ and a coordinate mapping $p \in \mathbb{R}^{2|\mathcal{V}|}$, solve the following optimization
problem

\[
\begin{align*}
\text{maximize} & \quad f(\mathcal{E}) \\
\text{subject to} & \quad (\mathcal{G}, \mathbf{p}) \text{ is rigid} \\
& \quad \mathcal{G} = (\mathcal{V}, \mathcal{E}), \quad |\mathcal{E}| \leq \kappa
\end{align*}
\]

where \( \mathcal{G} \) is the underlying graph with vertex set \( \mathcal{V} \) and the variable edge set \( \mathcal{E} \), \( \mathbf{p} \) corresponds to the nodes coordinates, \( f : 2^\mathcal{V} \rightarrow \mathbb{R} \) is a monotone increasing set function that quantifies the algebraic rigidity of the network, and \( \kappa \geq 2|\mathcal{V}| - 3 \) is a given constant.

This problem is an NP-hard combinatorial optimization problem. However, we will show that several scalar functions of the rigidity Gramian quantifying algebraic rigidity are modular or submodular set functions. The problem can be split into two stages. In the first stage, a minimally rigid graph is constructed while optimizing an algebraic rigidity metric, which can be cast as a matroid constrained submodular maximization problem. In the second stage, after minimal rigidity has been achieved, an algebraic rigidity metric is further optimized while the remaining edges are added, which can be cast as a cardinality constrained submodular maximization problem. As a consequence of the modularity and submodularity properties, each stage comes with global optimality or near optimality guarantees per Theorems 2 and 3 via simple greedy algorithms.

First, we rewrite the rigidity constraint of the network \( (\mathcal{G}, \mathbf{p}) \) in terms of the rank of the associated rigidity matrix \( R(\mathcal{G}, \mathbf{p}) \). Thus (10) can be rewritten as

\[
\begin{align*}
\text{maximize} & \quad f(\mathcal{E}) \\
\text{subject to} & \quad \text{rank}(R(\mathcal{G}, \mathbf{p})) = 2|\mathcal{V}| - 3 \\
& \quad \mathcal{G} = (\mathcal{V}, \mathcal{E}), \quad |\mathcal{E}| \leq \kappa
\end{align*}
\]
The proposed solution to (11) consists of two stages. In the first stage, we consider a special case of (10), where \((G, p)\) is required to be minimally rigid, in which case \(\kappa = 2|V| - 3\):

\[
\begin{align*}
\text{maximize} & \quad f(E) \\
\text{subject to} & \quad \text{rank}(R(G, p)) = 2|V| - 3 \\
& \quad G = (V, E), \quad |E| \leq 2|V| - 3.
\end{align*}
\] (12)

After a minimally rigid graph has been constructed, the rank constraint is unnecessary. So in the second stage, the remaining \(\kappa - (2|V| - 3)\) edges are added by solving

\[
\begin{align*}
\text{maximize} & \quad f(E) \\
\text{subject to} & \quad E_{S1,OPT} \subseteq E \\
& \quad G = (V, E), \quad |E| \leq \kappa,
\end{align*}
\] (13)

where \(E_{S1,OPT}\) is the result of the algorithm for (12). In what follows, we elaborate on our proposed algorithms for solving (12) and (13).

C. Solution to the first stage as a matroid constrained optimization problem

Let

\[
\mathcal{M} \triangleq \{ M : M \subseteq E_c, |M| = 2|V| - 3, G_M = (V, M), \text{rank}(R(G_M, p)) = 2|V| - 3 \},
\] (14)

where \(E_c\) is the set of the edges of the complete graph on \(V\), and let

\[
\mathcal{F} \triangleq \bigcup_{M \in \mathcal{M}} 2^M.
\] (15)

We have the following.

**Proposition 1:** Consider the following optimization problem:

\[
\text{maximize}_{E \in \mathcal{F}} \quad f(E)
\] (16)

where \(\mathcal{F}\) is described by (15). The following statements hold:

1) The pair \((E_c, \mathcal{F})\) is a matroid.

2) Any solution to (12) is a solution to (16), and vice versa.

**Proof:** To prove 1), first label the edges of \(E_c\) from 1 to \(|V|(|V| - 1)/2\). Next, consider the mapping \(\eta : C \mapsto E_c\) that relates each of the numbers to its corresponding edge, where \(C = \{1, \ldots, |V|(|V| - 1)/2\}\). Furthermore, let \(S(V, p)\) be the rigidity matrix associated with network \((V, E_c, p)\) with \(s_i\) its \(i\)-th row. By definition (15), \(\mathcal{F}\) is the set of all subsets \(Y\) of \(E_c\) such that \(s_{\eta(e)}, \forall e \in Y\), are linearly independent. Then according to Proposition 1.1.1 of [28] the pair \((E_c, \mathcal{F})\) is a matroid.

To prove 2), let \(E^\ast\) and \(\tilde{E}\) be the solutions to (12) and (16) respectively where \(|E^\ast| \leq 2|V| - 3\) and \(|\tilde{E}| \leq 2|V| - 3\). First, because the rank condition cannot be satisfied with \(|\tilde{E}| < 2|V| - 3\) then \(|\tilde{E}| = 2|V| - 3\) and since \(f\) is nondecreasing increasing then it is required that \(|\tilde{E}| = 2|V| - 3\). This in turn means \(\tilde{E} \in \mathcal{M}\) and equivalently
rank(R((V, \tilde{E}), p)) = 2|V| - 3, thus \tilde{E} is a solution to (12). Now consider \tilde{E}. Since rank(R(\tilde{V}, \tilde{E}), p) = 2|V| - 3 and |\tilde{E}| = 2|V| - 3, by definition \tilde{E} \in \mathcal{M} and consequently \tilde{E} \in \mathcal{F}. Since any member of \mathcal{F} that maximizes f is a solution to (16), \tilde{E} is a solution to (16) as well.

A prototypical greedy algorithm for solving the matroid constrained optimization problem (16) is outlined in Algorithm 3. The algorithm starts with an empty set of edges and iteratively adds edges to the set to maximize the marginal benefit of each added edge given the previously added edges, while maintaining independence of the set according to the matroid \mathcal{F}.

**Algorithm 3 Minimally Rigid Network Construction: A Greedy Solution to (16)**

**Require:** An independence oracle checking \( i \in \mathcal{F} \).

\[
\mathcal{E} \leftarrow \emptyset \\
\mathcal{O} \leftarrow \{ e \in \mathcal{E}_c \setminus \mathcal{E} : \mathcal{E} \cup \{e\} \in \mathcal{F} \} \\
\textbf{while } \mathcal{O} \neq \emptyset \textbf{ do} \\
\quad e^* = \arg\max_{e \in \mathcal{O}} [f(\mathcal{E} \cup \{e\}) - f(\mathcal{E})] \\
\quad \mathcal{E} \leftarrow \mathcal{E} \cup \{e^*\} \\
\quad \mathcal{O} \leftarrow \{ e \in \mathcal{E}_c \setminus \mathcal{E} : \mathcal{E} \cup \{e\} \in \mathcal{F} \} \\
\textbf{end while} \\
\mathcal{E}_{S1} \leftarrow \mathcal{E}
\]

Note that constructing \( \mathcal{O} \) in Algorithm 3 requires access to an independence oracle for testing independence of the edge set at each iteration. The following result defines such an oracle based on checking the rank of the associated rigidity matrices.

**Proposition 2:** For a given \( \mathcal{E} \in \mathcal{F} \) with \( |\mathcal{E}| < 2|V| - 3 \), let \( \mathcal{O} \triangleq \{ e \in \mathcal{E}_c \setminus \mathcal{E} : \mathcal{E} \cup \{e\} \in \mathcal{F} \} \) and \( \Omega \triangleq \{ e \in \mathcal{E}_c \setminus \mathcal{E} : \text{rank}(R((V, \mathcal{E} \cup \{e\}), p)) > \text{rank}(R((V, \mathcal{E}), p)) \} \), where \( \mathcal{E}_c \) is the set of the edges of the complete graph on \( V \). Then, \( \Omega = \mathcal{O} \in \mathcal{F} \).

**Proof:** First, note that for any \( \mathcal{E} \in \mathcal{F} \), \( |\mathcal{E}| = \text{rank}(R((V, \mathcal{E}), p)) \). Consequently, if for some \( e \in \mathcal{E}_c \setminus \mathcal{E}, \mathcal{E} \cup \{e\} \in \mathcal{F} \), then \( \text{rank}(R((V, \mathcal{E} \cup \{e\}), p)) = |\mathcal{E}| + 1 > \text{rank}(R((V, \mathcal{E}), p)) \). Thus, for any \( e \in \mathcal{O} \), also \( e \in \Omega \). The proof for the reverse direction follows in a similar way.

In the light of Proposition 2, Algorithm 3 can be rewritten in form of Algorithm 4, which makes independence oracle calls explicit by using the rank of the rigidity matrix.

We now present the main result of this subsection on the trace of the rigidity Gramian, which is one important way of quantifying algebraic rigidity of a network.

**Theorem 4:** Let \( \mathcal{E} \subseteq \mathcal{E}_c \) and let \( X_\mathcal{E} = R((V, \mathcal{E}), p) \top R((V, \mathcal{E}), p) \) be the rigidity Gramian associated with \( \mathcal{E} \). Then the set function defined by \( f(\mathcal{E}) = \text{trace}(X_\mathcal{E}) \) is modular and monotone increasing. As a consequence, when Algorithm 4 is used to optimize this function, a globally optimal set of edges is obtained.
Algorithm 4 Minimally Rigid Network Construction: A Greedy Solution to (16)

Require: \( \mathcal{V}, \mathbf{p} \)

\[
E \leftarrow \emptyset \\
E \leftarrow E_c \\
\text{while } \text{rank} \left[ R((\mathcal{V}, E), \mathbf{p}) \right] < 2|\mathcal{V}| - 3 \text{ do} \\
\quad e^* = \arg\max_{e \in E_c} \left[ f(E \cup \{e\}) - f(E) \right] \\
\quad \text{if } \text{rank} \left[ R((\mathcal{V}, E), \mathbf{p}) \right] < \text{rank} \left[ R((\mathcal{V}, E \cup \{e^*\}), \mathbf{p}) \right] \text{ then} \\
\quad \quad E \leftarrow E \cup \{e^*\} \\
\quad \end{if} \\
\quad E \leftarrow E \setminus \{e^*\} \\
\text{end while} \\
E_{S1} \leftarrow E
\]

Proof: Recall the labeling of edges in \( E_c \) from 1 to \(|\mathcal{V}|(|\mathcal{V}| - 1)/2\) and the mapping \( \eta : \mathcal{C} \mapsto E_c \) that relates each of the numbers to its corresponding edge, where \( \mathcal{C} = \{1, \ldots, |\mathcal{V}|(|\mathcal{V}| - 1)/2\} \). Furthermore, let \( S(\mathcal{V}, \mathbf{p}) \) be the rigidity matrix associated with network \((\mathcal{V}, E_c, \mathbf{p})\) with \( s_i \) its \( i \)-th row. Note that

\[
f(E) = \text{trace}(R((\mathcal{V}, E), \mathbf{p})^\top R((\mathcal{V}, E), \mathbf{p})) \\
= \sum_{\eta(i) \in E} s_i^\top s_i = \sum_{\eta(i) \in E} s_i s_i^\top.
\]

Thus, from Definition 4, \( f(E) = \text{trace}(X_\mathcal{E}) \) is modular. That \( f(E) \) is monotone increasing follows from the additivity of the Gramian in the edges, which means that adding an edge to the graph cannot reduce the algebraic rigidity of the network. Global optimality is obtained from Algorithm 4 since each edge contributes independently to the function value for any given set.

For the case that \( f \) is modular it is easy to see that \( f(E \cup \{e\}) - f(E) = f(\{i\}) \). As a result, \( e^* = \arg\max_{e \in E} [f(E \cup \{e\}) - f(E)] \) in Algorithm 4 can be replaced by \( e^* = \arg\max_{e \in E} f(\{i\}) \). This results in a more computationally efficient algorithm since \( f \) is evaluated at most \(|E_c|\) times.

If \( f \) is submodular, the set \( E_{S1} \) obtained from Algorithm 4 satisfies the performance guarantee \( f(E_{S1,OPT})/2 \leq f(E_{S1}) \), where \( E_{S1,OPT} \) is the global maximizer of \( f \) in the first stage problem (12) [25]. One can imagine alternative spectral functions of the rigidity Gramian to optimize, such as trace of the pseudoinverse or the product of non-zero eigenvalues. Since in Algorithm 4 the rigidity matrix changes rank at each iteration, it is not clear how to prove if these or other functions are submodular. However, we will see in the next subsection that in the second stage we can prove submodularity of other functions.
D. Solution to the second stage as a cardinality constrained optimization problem

In the first stage, a minimally rigid graph is constructed by Algorithm 4, which returns edge set $E_{S1}$. In the second stage the optimization problem (13) is to be solved, in which the remaining edges are added to $E_{S1}$. A greedy algorithm for solving (13) is outlined in Algorithm 5.

Algorithm 5 Minimally Rigid Network Construction: A Greedy Solution to (13)

Require: $V$, $p$, $E_{S1}$ from Algorithm 4.

$E \leftarrow E_{S1}$

$E \leftarrow E_{c} \setminus E_{S1}$

while $|E| < \kappa$ do

$e^{\ast} = \arg\max_{e \in E} [f(E \cup \{e\}) - f(E)]$

$E \leftarrow E \cup \{e^{\ast}\}$

$E \leftarrow E \setminus \{e^{\ast}\}$

end while

$E_{S2} \leftarrow E$

Since the trace of the rigidity Gramian is a modular set function, one also obtains a globally optimal solution for this stage and a globally optimal solution for the whole problem. We will now show that during this stage, in which there is already a minimally rigid edge set, two other spectral Gramian metrics correspond to submodular set functions and thus come with an approximation guarantee for this stage. We have the following result.

Theorem 5: Let $E \subseteq E_{c}$ and let $X_E = R((V, E), p)^\top R((V, E), p)$ be the rigidity Gramian associated with $E$. Moreover, assume that there exists an edge set $E^{\ast}$ such that $((V, E^{\ast}), p)$ is minimally rigid, i.e. $\text{rank}((V, E^{\ast}), p) = 2|V| - 3$, and $E^{\ast} \subseteq E$. The following set functions are submodular and monotone increasing

1) $f_1(E) = -\text{trace}(X_E^\perp)$

2) $f_2(E) = \log \left( \prod_{i=1}^{\text{rank}(X_E)} \lambda_i(X_E) \right)$ where $\lambda_i(X_E)$ is the $i$-th eigenvalue of $X_E$ and $\lambda_1(X_E) \geq \cdots \geq \lambda_n(X_E)$.

As a consequence, when Algorithm 5 is used to optimize these functions, the approximation guarantees provided by Theorems 2 and 3 are obtained.

Proof: We will use the characterization in Theorem 1 to prove the result. Similar to the preceding proof of modularity for the trace metric, the key structure that can be exploited is the additivity of the rigidity Gramian with respect to elements of $E$.

Trace of the inverse: Take an arbitrary $e \in E_{c}$ and consider the derived set functions $f_e : 2^{E_{c}\setminus\{e\}} \rightarrow \mathbb{R}$ given by

$f_e(E) = -\text{trace}(X_E^\perp) + \text{trace}(X_e^\perp)$

$= -\text{trace}((X_E + X_e)^\perp) + \text{trace}(X_e^\perp)$.

Take any $E_1 \subseteq E_2 \subseteq E_{c} \setminus \{e\}$. By the additivity property of the Gramian, it is clear that $E_1 \subseteq E_2 \Rightarrow X_{E_1} \preceq X_{E_2}$. 
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Now define $X(t) = X_{E_{1}} + t(X_{E_{2}} - X_{E_{1}})$ for $t \in [0, 1]$. Obviously, $X(0) = X_{E_{1}}$ and $X(1) = X_{E_{2}}$. Now define

$$\hat{f}_{e}(X(t)) = -\text{trace}((X(t) + X_{e})^\dagger) + \text{trace}(X(t)^\dagger).$$

Note that $\hat{f}_{e}(X(0)) = f_{e}(E_{1})$ and $\hat{f}_{e}(X(1)) = f_{e}(E_{2})$. We have

$$\frac{d}{dt}\hat{f}_{e}(X(t)) = \frac{d}{dt}[-\text{trace}((X(t) + X_{e})^\dagger) + \text{trace}(X(t)^\dagger)]$$

$$\quad = \text{trace}[(X(t) + X_{e})^\dagger(X_{E_{2}} - X_{E_{1}})(X(t) + X_{e})^\dagger] - \text{trace}[(X(t) + X_{E_{2}} - X_{E_{1}})X(t)^\dagger]$$

$$\quad = \text{trace}[(X(t) + X_{e})^{1,2} - X(t)^{1,2}(X_{E_{2}} - X_{E_{1}})] \leq 0.$$

To obtain the second equality we used the matrix derivative formula $\frac{d}{dt}\text{trace}(X(t)^\dagger) = \text{trace}(X(t)^\dagger \frac{d}{dt}(X(t))X(t)^\dagger)$ which holds whenever $X(t)$ has constant rank for all $t$, which we have here due to the assumption that there already exists a set of edges that provides rigidity. To obtain the third equality we used the cyclic property of trace. Since $(X(t) + X_{e})^{1,2} - X(t)^{1,2} \preceq 0$ and $X_{E_{2}} - X_{E_{1}} \succeq 0$, the last inequality holds because the trace of the product of a positive and negative semidefinite matrix is non-positive. Since

$$\hat{f}_{e}(X(1)) = \hat{f}_{e}(X(0)) + \int_{0}^{1} \frac{d}{dt}\hat{f}_{e}(X(t))dt,$$

it follows that $\hat{f}_{e}(X(1)) = f_{e}(E_{2}) \leq \hat{f}_{e}(X(0)) = f_{e}(E_{1})$. Thus, $f_{e}$ is monotone decreasing, and $f_{1}$ is submodular by Theorem 1.

Finally, it can be seen from additivity of the rigidity Gramian that $f$ is monotone increasing, which just means that adding an edge to the graph cannot decrease its rigidity.

**Product of non-zero eigenvalues:** The proof for the product of non-zero eigenvalues has the same structure. Take any $e \in E_{c}$. Since $\text{rank}(X_{E}) = \text{rank}(X_{E \cup \{e\}})$, from Lemma 1 in the appendix we know that there exists a $P$ such that

$$\log \left( \prod_{i=1}^{\text{rank}(X_{E})} \lambda_{i}(X_{E}) \right) = \log \det(\tilde{X}_{E})$$

and

$$\log \left( \prod_{i=1}^{\text{rank}(X_{E \cup \{e\}})} \lambda_{i}(X_{E \cup \{e\}}) \right) = \log \left( \prod_{i=1}^{\text{rank}(X_{E})} \lambda_{i}(X_{E \cup \{e\}}) \right) = \log \det(\tilde{X}_{E \cup \{e\}})$$

where $\tilde{X}_{E} = X_{E} + P$ and $\tilde{X}_{E \cup \{e\}} = X_{E \cup \{e\}} + P$. So, it is enough to show the submodularity of $\log \det(\tilde{X}_{E})$. Consider the derived set functions $f_{e} : 2^{E_{c} \setminus \{e\}} \to \mathbb{R}$ given by

$$f_{e}(E) = \log \det(\tilde{X}_{E \cup \{e\}}) - \log \det(\tilde{X}_{E})$$

$$= \log \det(\tilde{X}_{E} + X_{e}) - \log \det(\tilde{X}_{E}).$$

Take any $E_{1} \subseteq E_{2} \subseteq E_{c} \setminus \{e\}$, remember that $X_{E_{1}} \preceq X_{E_{2}}$, and define $\tilde{X}(t) = (X_{E_{1}} + P) + t[(X_{E_{2}} + P) - (X_{E_{1}} + P)] = (X_{E_{1}} + P) + t(X_{E_{2}} - X_{E_{1}})$ for $t \in [0, 1]$ and

$$\hat{f}_{e}(X(t)) = \log \det(\tilde{X}(t) + X_{e}) - \log \det(\tilde{X}(t)).$$
Since we assumed that there exists a set of edges that provides rigidity and $P$ is constant, $X(t)$ has full rank for all $t$, and it follows that
\[
\frac{d}{dt} \hat{f_e}(X(t)) = \frac{d}{dt} \left[ \log \det(\tilde{X}(t) + X_e) - \log \det \tilde{X}(t) \right]
\]
\[
= \text{trace} \left[ (\tilde{X}(t) + X_e)^{-1}(X_{E_2} - X_{E_1}) \right] - \text{trace} \left[ \tilde{X}(t)^{-1}(X_{E_2} - X_{E_1}) \right]
\]
\[
= \text{trace} \left[ ((\tilde{X}(t) + X_e)^{-1} - \tilde{X}(t)^{-1})(X_{E_2} - X_{E_1}) \right] \leq 0.
\]
We used the matrix derivative formula $\frac{d}{dt} \log \det \tilde{X}(t) = \text{trace} \left[ \tilde{X}(t)^{-1} \frac{d}{dt} \tilde{X}(t) \right]$. The remainder of the proof follows the previous proof for trace of the inverse.

We conclude this section by noting that the cost functions in the two stages of constructing the network need not be the same, i.e., the cost function of the optimization problem (12) maybe different from the one in (13). To emphasise this, let $f_{S1}(\mathcal{E})$ and $f_{S2}(\mathcal{E})$ denote the cost functions of (12) and (13), respectively. For example, one might first construct a minimally rigid via applying Algorithm 4 for the case where $f_{S1}(\mathcal{E}) = \text{trace}(X_E)$ and then add extra edges to this minimally rigid network though the application of Algorithm 5 where $f_{S2}(\mathcal{E}) = \prod_{i=1}^{\text{rank}(X_E)} \lambda_i(X_E)$, where $X_E$ is the rigidity Gramian associated with $\mathcal{E} \subset \mathcal{E}_c$ as defined earlier.

IV. Optimal Anchor Selection

We now consider a separate but related network design problem involving a choice of subsets of vertices rather than subsets of edges. As stated earlier, a globally rigid network is uniquely realisable. However, even given the graph and distance set of a globally rigid network, there is not enough information to position the network absolutely in $\mathbb{R}^2$. In fact, the network can only be positioned to within a translation, rotation or reflection. To eliminate this non-uniqueness requires further knowledge, typically the absolute position of at least three vertices. In a physical sensor network, this information is either derived from global position sensing (GPS) measurements or other form of independent measurements. The vertices in question must not be non-collinear; for if they were, there would be ambiguity up to a reflection in the position of all other vertices. The vertices with known positions are called anchors, and we denote the set of all anchors with $\mathcal{A}$. Just as the edge sets discussed in the previous section affected the network rigidity properties, so do sets of chosen anchors.

In this vertex selection setting, a rigidity Gramian again quantifies network rigidity properties for anchor selections, and this translates to better performance in localization tasks. Links between the Gramian and localization properties are described in detail in [15] and [16]. A noise-free network localization problem comprises finding sensor positions $p_i, i \in \mathcal{V} \setminus \mathcal{A}$ such that
\[
\|p_i - p_j\|^2 = d^2_{ij}, \quad \{i, j\} \in \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}, \tag{17}
\]
given a set of distance measurements $d_{ij}, \{i, j\} \in \mathcal{E}$ between certain pairs of sensors and at least three non-collinear anchor positions $p_j, j \in \mathcal{A}$. This problem has a unique solution if $\mathcal{G}$ is generically globally rigid. When the distance measurements are noisy, i.e., $d^2_{ij}$ are replaced by $d^2_{ij} + \delta_{ij}$ (17) with $\delta_{ij}$ being an error in the squared distance.
(rather than in the distance itself), there is in general no exact solution, but one can obtain an approximate solution by solving
\[
\min_{p_i, i \in V \setminus A} \sum_{\{i,j\}} \left[ \|p_i - p_j\|^2 - (d_{ij}^2 + \delta_{ij}) \right]^2.
\]

Let \( \bar{p}_i \) be the true position of node \( i \) and \( p_i^* \) is obtained from solving (18), then from [16] it is known that there exists a suitably small positive \( \Delta \) and an associated positive constant \( c \) such that if the measurement errors in the squares of the distances obey \( \| \sum_{\{i,j\}} \delta_{ij} \| < \Delta \), the solution of (18) is unique and \( \| \sum_{\{i,j\}} p_i^* - \bar{p}_j \| \leq c \| \sum_{\{i,j\}} \delta_{ij} \| \). Moreover, the magnitude of \( c \) is inversely proportional to the magnitudes of the eigenvalues of the \textit{reduced rigidity Gramian} induced by anchor set \( A \), denoted \( X_A = R_r(A)^\top R_r(A) \), which is constructed from a \textit{reduced rigidity matrix} by deletion of columns of the rigidity matrix \( R \) corresponding to positions of anchors in \( A \) and rows of \( R \) corresponding to edges between two anchors, respectively. The reduced rigidity Gramian also has an interpretation in a stochastic additive noise setting as a Fisher information matrix and thus is associated with a lower bound on the achievable estimation error covariance; for further details on the Gaussian error case, see [15]. To summarize, networks with large reduced rigidity Gramians for a given anchor selection allow for better performance in localization tasks.

The problem of anchor selection in a network in its most general form can be written as:
\[
\maximize_{\mathcal{A} \subseteq V, |\mathcal{A}| = m} f(\mathcal{A})
\]

where \( m \geq 3 \) is the number of anchors to be chosen and \( f : 2^V \to \mathbb{R} \) is a set function. This problem is again a difficult combinatorial optimization problem. For certain functions of the reduced rigidity Gramian, there are convex relaxation techniques that can be employed to obtain approximations efficiently; e.g., see [15]. However, such techniques suffer from two drawbacks: (i) they generally return a suboptimal solution with no performance guarantees, and (ii) the semidefinite programs that emerge out of such relaxations, though computationally efficient in theory, are numerically cumbersome and are virtually unsolvable with modern general purpose solvers for networks with size larger than 100 nodes.

Alternatively, one can consider purely combinatorial algorithms and study properties of associated set functions. Algorithm 6 outlines a greedy algorithm for (19). We will show that a certain function of the reduced rigidity Gramian has a desirable modularity property that allows a globally optimal anchor selection to be obtained from

**Algorithm 6** Minimally Rigid Network Construction: A Greedy Solution to (19).

\[
\mathcal{A} \leftarrow \emptyset
\]

\[\text{while } |\mathcal{A}| \leq m \text{ do} \]

\[i^* = \arg\max_{i \in V \setminus \mathcal{A}} [f(\mathcal{A} \cup \{i\}) - f(\mathcal{A})] \]

\[\mathcal{A} \leftarrow \mathcal{A} \cup \{i^*\} \]

\[\text{end while} \]

\[\mathcal{A}^* \leftarrow \mathcal{A} \]
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Algorithm 6. Before stating our main result in this section, we make a technical assumption that ensures that the associated localization problem after any anchor selection is well-posed.

**Assumption 1:** Consider a network \( N = (G, p) \), with the underlying sensing graph \( G = (V, E) \), where no agent is an anchor. For any subset \( A \subset \{1, 2, \ldots, n\} \) with \( |A| = m \geq 3 \), let \( N(A) = (G(A), p) \) with underlying sensing graph \( G(A) = (V, E(A)) \) denote the network obtained from \( N \) by assigning all the agents \( i \in A \) as anchors. Let \( E(A) \) denote the set of edges connecting these anchor agents. It is assumed that \( N(A) \) is globally rigid for any \( A \subset \{1, 2, \ldots, n\} \) with \( |A| = m \geq 3 \).

We have the following result for the trace of the reduced rigidity Gramian.

**Theorem 6:** For any selection of anchors \( A \subset V \) such that \( |A| \geq 3 \), the set function \( f(A) = \text{trace}(X_A) \), where \( X_A = R_r(A)^\top R_r(A) \) is the reduced rigidity Gramian and \( R_r(A) \) is the reduced rigidity matrix, is modular. As a consequence, when Algorithm 6 is used to optimize this function, a globally optimal anchor selection is obtained.

**Proof:** To prove the statement note that \( \text{trace}[(R_r(A)^\top R_r(A)] = \text{trace}[(R_r(A)R_r(A)^\top) \right] \). Moreover,

\[
\text{trace}[(R_r(A)R_r(A)^\top)] = \text{trace}\left[\sum_{i \in \overline{A}} r_i^\top r_i\right] = \sum_{i \in \overline{A}} \text{trace}[r_i^\top r_i],
\]

where \( \overline{A} = V \setminus A \) and \( r_i \in \mathbb{R}^{|E| \times 2} \) is a matrix with the \( 2i - 1 \)-th and \( 2i \)-th columns of the rigidity matrix \( R((G, E), p) \). From Definition 4, the function is modular.

One can consider other spectral functions of the reduced rigidity Gramian. However, as in the first-stage problem in the previous section, submodularity properties cannot be established with the approach of the proof of Theorem 5 because the Gramian changes rank (indeed, here it also changes dimension) as anchors are added. If submodularity could be established for other functions, the approximation guarantee of Theorem 2 would apply when Algorithm 6 is applied. In any case, even though we cannot currently establish submodularity properties for other functions, this does not preclude the use of the greedy algorithm. Though the solutions do not currently come with approximation guarantees, the algorithm may still yield good solutions and scales to large problems.

Selecting the anchors via the method described above requires forming the reduced rigidity matrix, which in turn requires knowledge of certain relative positions between the nodes in the network. One can envisage two scenarios in which the method could be used. First, suppose that multiple nodes in a sensor network have GPS receivers, and to conserve energy it is desired that only a few receivers should be turned on for localization purposes. Initially, a random subset of them may activate their GPS receivers so that a coarse localization can be done. Using the information obtained from this initial optimization step, a rigidity matrix can be constructed, which consequently makes selecting which nodes to turn on their GPS receivers, i.e., be selected as an anchor, in order to obtain a better localization accuracy possible. Second, suppose that relative position information in the absence of a global coordinate frame is available, however, finding the positions in a global coordinate frame requires fixing the position of a subset of nodes, i.e., selecting some of them as anchors.
V. Numerical Examples

In this section, initially, we study the performance of the algorithms introduced in Section III. In the first scenario, we compare the performance of Algorithms 4 and 5 with a semidefinite programming (SDP) relaxation of (11) given below:

\[
\begin{align*}
\text{maximize} & \quad f \left( \sum_{i=1}^{\lfloor|V|/2\rfloor} t_i s_i^\top s_i \right) \\
\text{subject to} & \quad t_i \in [0, 1], \quad \sum_{i=1}^{\lfloor|V|/2\rfloor} t_i = \kappa, \\
& \quad i = 1, \ldots, \lfloor|V|/2\rfloor - 1, \\
& \quad B^\top \left( \sum_{i=1}^{\lfloor|V|/2\rfloor} t_i s_i^\top s_i \right) B \succeq \gamma I.
\end{align*}
\]

(20)

where \(s_i\) its \(i\)-th row of \(S(V, p)\) — the rigidity matrix associated with network \((V, E_c, p)\), — \(B\) is a \(2|V| \times 2|V| - 3\) matrix whose columns are orthogonal to the vectors in the null space of the rigidity Gramian of a rigid network—i.e., they are orthogonal to \([1, 0, 1, 0, \ldots]^\top\), \([0, 1, 0, 1, \ldots]^\top\), and \([y_1, -x_1, y_2, -x_2, \ldots]^\top\), — and \(\gamma \ll 1\) is a small positive constant. Consequently, the resulting network from solving (20) is obtained from selecting edges \(\eta(j)\) (\(\eta: \{1, \ldots, |V|\} \rightarrow E_c\) relates each index \(j\) to its corresponding edge) where the corresponding \(t^*_j\) obtained from (20) is among the \(\kappa\)-largest values of \(t^*_i\), \(i = 1, \ldots, \lfloor|V|/2\rfloor - 1/2\). However, the network obtained from solving (20) is not guaranteed to be rigid.

To illustrate this we constructed networks via solving (20) for a network of \(n = 50\) nodes and different \(\kappa\). We drew sensor positions from a uniform distribution and compared the average of the trace of the rigidity Gramian of the networks compared from solving (20) with those obtained from applying the two-stage method outlined in Section III after 100 runs in Fig. 4. For smaller values of \(\kappa\) it can be seen that solving (20) results in networks with larger Gramian trace compared to Algorithms 4 and 5. However, it is important to note that in none of these situations the resulting network is guaranteed to be actually rigid. The percentage of the cases where the resulting network is not rigid for different edge numbers \(\kappa\) is shown in Fig. 5.

In the second scenario, we consider the problem of constructing minimally rigid networks. To this aim, we compared the magnitude of the trace of the rigidity Gramian obtained from applying the Henneberg sequence and Algorithm 4. The numerical experiments are repeated 20 times and the average of the trace across all experiments for different number of nodes are constructed. The positions of the nodes are selected randomly from a uniform distribution for each experiment. The result is depicted in Fig. 6. It can be seen that the greedy algorithm exhibits a far better performance than randomly applying Henneberg sequences. Note that while applying random Henneberg sequence might not seem to be the most efficient strategy to construct rigid networks, it is the only method in the literature for constructing rigid graphs. There is no other method to this date that uses algebraic rigidity properties to construct rigid networks.

Next we study the problem of anchor selection in a network of 1000 nodes where 20 anchors are to be selected. The result using the trace metric is shown in Fig. 7. Qualitatively, those nodes are selected as anchors that the sum of the lengths of all the edges incident at them are the largest. The anchor selection problem using python took about 49 seconds on a 2.8 GHz laptop; the convex relaxation algorithm proposed in [15] fails to run on a problem.
In all the numerical examples we encountered the greedy algorithm not only guarantees solutions that satisfy the rank constraint but also scales to far larger problems than the SDP relaxations. For the greedy, limiting factor is function evaluation, which only involves carrying out an singular value decomposition (SVD) decomposition which can easily scale to tens of thousands of variables using standard algorithms on typical laptops. Solving the SDP relaxation, on the other hand, becomes virtually impossible using typical solvers on standard laptops for problems with around 100 variables.
VI. CONCLUSION

In this paper, we proposed algorithms to construct networks with desirable algebraic rigidity properties. We identified several scalar metrics of the rigidity Gramian that are modular or submodular set functions, which allows global optimality or approximation guarantees to be obtained using simple greedy algorithms. A matroid constrained
formulation was used to enforce a rank constraint that ensures that solutions also satisfy binary rigidity properties. We also considered the related problem of optimal anchor selection for sensor networks localization. The problem was again formulated as a set function optimization problem, and we identified a modular metric that can be globally optimized with a greedy algorithm. Almost all methods in the literature for constructing rigid networks are purely graph theoretic and do not consider algebraic rigidity properties; our methods can produce networks with vastly superior performance in localization and formation control tasks. Finally, the greedy algorithms scale to problems far beyond the current capabilities of semidefinite programming based relaxation techniques.
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Lemma 1: Consider $X, Y \in \mathbb{R}^{n \times n}$ be positive semidefinite matrices such that $\text{rank}(Y) \leq \text{rank}(X) \leq n$ and $\text{rank}(X + Y) = \text{rank}(X)$. First, the null spaces of $X$ and $X + Y$ are the same. Second, there exists a positive semidefinite $P$ such that

$$
\lambda_i(X + P) = \begin{cases} 
1, & \lambda_i(X) = 0 \\
\lambda_i(X), & \lambda_i(X) \neq 0.
\end{cases}
$$

(21)

Third, for the same $P$ as in (21), $\prod_{i=1}^{\text{rank}(X+Y)} \lambda_i(X + Y) = \det(X + Y + P)$, where $\lambda_i(\cdot)$ is the $i$-th eigenvalue of its argument and $\lambda_i(\cdot) \leq \cdots \leq \lambda_1(\cdot)$.

Proof: Let $\text{rank}(X) = \rho$ and $u_i$ be the unit length eigenvectors of $X$ associated with $\lambda_i(X)$ such that $u_i^\top u_j = 0$ for $i \neq j$. For any $j \in \{n - \rho + 1, \ldots, n\}$, it follows that $u_j^\top (X + Y) u_j = u^\top Y u$. To obtain a contradiction assume there is a $j \in \{n - \rho + 1, \ldots, n\}$ such that $u_j^\top Y u_j \neq 0$. Thus the dimension of the null space of $X + Y$ is at most $n - \rho - 1$, which is equivalent to $\text{rank}(X + Y) = \rho + 1$ which is a contradiction. Hence, the spaces spanned by the eigenvalues of $X$ and $X + Y$ are the same.

Second, because $X$ is symmetric it can be diagonalised. Let $X = U \Lambda(X) U^\top$, where $U^\top U = I$, $\Lambda(X) = \text{diag}(\lambda_1(X), \ldots, \lambda_n(X))$, and $U = \begin{bmatrix} u_1 & \cdots & u_n \end{bmatrix}$. Define $P = U \Lambda \rho U^\top$ where $\Lambda \rho$ has zero entries except the $ii$-th diagonal entry of 1 if $\lambda_i(X) = 0$. Such a $P$ satisfies (21) and $P = \sum_{i=n-\rho+1}^n u_i u_i^\top$.

Third, $X + Y = U \Lambda(X + Y) U^\top$, where $U^\top U = I$, $\Lambda(X + Y) = \text{diag}(\lambda_1(X + Y), \ldots, \lambda_n(X + Y))$, and $U = \begin{bmatrix} \bar{u}_1 & \cdots & \bar{u}_n \end{bmatrix}$ with $\bar{u}_i$ being the $i$-th eigenvector of $X + Y$ associated with $\lambda_i(X + Y)$. Similar to above.
there exists a $\mathbf{P} = \sum_{i=n-\rho+1}^{n} \bar{u}_i \bar{u}_i^\top$ such that

$$
\lambda_i(X + Y + \mathbf{P}) = \begin{cases} 
1 & , \lambda_i(X + Y) = 0 \\
\lambda_i(X + Y) & , \lambda_i(X + Y) \neq 0.
\end{cases}
$$

Hence, $X + Y + \mathbf{P}$ is nonsingular and $\prod_{i=1}^{\text{rank}(X+Y)} \lambda_i(X + Y) = \det(X + Y + \mathbf{P})$. Moreover, in light of the first statement, $\bar{u}_i = u_i$, $i = n-\rho+1, \ldots, n$. Thus $\mathbf{P} = \mathbf{P}$ and $\prod_{i=1}^{\text{rank}(X+Y)} \lambda_i(X + Y) = \det(X + Y + \mathbf{P})$. □