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ABSTRACT
3D skeleton is an inherent structure of objects and is often used for
shape analysis. However, most supervised deep learning methods,
which directly obtain 3D skeletons from 2D images, are constrained
by skeleton data preparation. In this paper, we introduce a self-
supervised method S3DS: a differentiable rendering-based method
to reconstruct a 3D skeleton of shape from its single-view images,
by using medial axis transformation (MAT) as its 3D skeleton. We
use medial spheres (center positions and radii) to represent the
3D skeleton and use the connectivity of the spheres (medial mesh)
to represent the topology. We trained a medial sphere prediction
network, which reconstructs 3D skeleton spheres (centers and radii)
from a single-view image and renders them into a 2D silhouette with
many circles. Because of the radius, the center of the circle will fall
on the 2D skeleton. Then the 3D spheres are fitted to the 3D skeleton
by fitting many 2D circles onto the 2D skeleton. A mechanism is
proposed to generate the connectivity of the discrete medial spheres
and construct the 3D topology of the shape. We have conducted
extensive experiments on public datasets and proved that S3DS has
better performance than baseline and competitive performances
with supervised methods on 3D skeletons reconstruction.
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1 INTRODUCTION
With the extension of deep learning in 3D visual tasks, the re-
construction of 3D representation from 2D images has received
massive attention and has been widely used in computer graphics,
computer-aided design, automatic driving, virtual reality, and other
fields.

In the 3D world, the 3D skeleton of a shape often contains infor-
mation about the geometric distribution and topology of the shape,
which is of great help in shape analysis and reconstruction of shapes
with complex topology. Many works are devoted to applying 3D
skeleton representation to various 3D vision tasks. MAT-Net [15]
applied medial axis transform to the classification task. P2MAT-
Net [43] and Point2Skeleton [21] generate themedial skeletons from
3D point clouds in supervised and self-supervised ways respectively.
3D skeleton points could also be used as a medium representation
to generate point clouds, voxels, and triangular meshes from 2D
images [14, 29, 35, 36].

SkeletonBridge [35] and IMMAT [14] are supervised methods
to extract 3D skeletons from images. SkeletonBridge captures the
underlying topological structure of the target object and takes it
as a bridge in a single-view image reconstruction task, using the
corresponding meso-skeleton generated with DPC [40] as supervi-
sion.

However, the meso-skeleton is only used as the initial geometry,
so the reconstructed results are visually unsatisfactory. IMMAT uses
the medial axis transformation (MAT) [4] as the target representa-
tion for skeleton learning and achieves state-of-the-art performance.
At the same time, IMMAT faces the difficulty of preparing massive
MAT data, as the computation of MATs highly depends on the qual-
ity of the input CAD models. Therefore, IMMAT only uses 47.5% of
samples from the 13 categories of ShapeNet [5] for experiments.

To address the above issues, we propose to predict MAT for
precise geometric reconstruction from images with differentiable
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Figure 1: Atomic elements of medial axis transform (medial
mesh): spheres, edges, faces. Medial spheres represent the
skeleton distribution of a 3D shape.

rendering in a self-supervised manner to overcome the limitation
of MAT data preparation.

Figure 1 shows the three elements of MAT. The medial spheres,
whose centers are located on the skeleton, represent the maximum
inscribed spheres for the given surfaces, and their radii represent
the local thickness of the shapes. Compared with the representation
of pure skeleton curves [35], our choice of MAT is more suitable
for differential rendering (thus more suitable for self-supervised
learning) in the following three aspects.

Firstly, skeleton curves have no radius information, and cannot
be used to render the 2D silhouette of shapes. On the contrary,
the projection of a set of medial spheres, with radii, can provide a
holistic 2D silhouette of the shape. Secondly, the 3D medial sphere
and its rendered 2D circle are symmetrical, which means the center
of the ground-truth 2D circle falls on the 2D medial axis of rendered
shape. By restricting the rendered 2D circles within the silhouette of
the target image, their centers will be optimized as close to canonical
2D skeletons as possible. Owing to the symmetric property of MAT,
as a result, the corresponding 3D medial spheres will be placed at
the optimal position while covering the neighboring areas. Thirdly,
the final mesh surface can be restored using the connectivity of
medial spheres, so called medial mesh. By constructing the edges
and faces among the obtained medial spheres, we can form cone
and slab structures and reconstruct the mesh surface, as shown in
Figure 1.

In this paper, we propose a self-supervised learning method
S3DS, based on the above MAT advantages, to learn the 3D skele-
tons of a shape from a single-view image. As shown in Figure 2,
we first generate medial spheres through differentiable rendering,
then we produce the connectivity (medial mesh) of the generated
spheres. The medial mesh also represents the connectivity of the
3D skeleton of the shape.

One long-standing drawback of existing differentiable rendering
methods, which use 2D IoU between the rendered image and the
input image as the loss function, is that they tend to focus more on
reconstructing large patches of the shape, e.g., the backpack and the
base of a chair. However, those fine structures, e.g., chair legs and
armrests, may be sacrificed in the loss function and omitted in the

reconstructed shape. To tackle this difficulty, we propose a semantic
sphere learning module to split the silhouette of an image into two
sub-silhouettes: a fine silhouette and a coarse silhouette. As shown
in Figure 2, the fine structure corresponds to the silhouette of lines
and frames of a shape, and the coarse structure corresponds to the
silhouette of large patches. We learn the medial spheres for these
two structures and optimize them according to their 2D silhouettes
respectively. Then we render the merged medial spheres to generate
a complete silhouette that approximates the whole shape. Using this
fine-coarse strategy, our method outperforms existing approaches
significantly on models with fine details.

We conduct extensive ablation studies to show the effectiveness
of our proposed approach. The contributions of this paper can be
summarized as follows:

• We introduce MAT as the representation of 3D skeletons for
shape reconstruction from a single-view image, and propose
a novel deep learning framework for self-supervised MAT
prediction, without 3D skeleton data preparation.

• We propose the semantic sphere learning module, the first
differentiable method for predicting 3D medial spheres from
a 2D image. The proposed module not only learns large
patches of the shape but also produces superior results over
fine regions.

• We propose a heuristic approach to generate the connectivity
of medial spheres to form medial meshes, whose envelope
shape reconstructs the 3D surface.

2 RELATEDWORKS
2.1 Skeleton and Medial Axis Transform
Q-MAT [19] put forward the concept of simplification of MAT [4]
and media mesh, which is composed of medial spheres, edges, and
faces, and expresses the internal skeleton of 3D objects. The cen-
ters and radii of the spheres represent the location distribution
and volume distribution respectively. Many recent works [37, 42]
attempt to generate better quality MAT for various applications.
IMMAT [14] reconstructed MAT from a single view image, then
constructed the surface triangular mesh of the object, achieving
great reconstruction performance in complex shapes. However, it
needs to compute MATs from densely-sampled manifold meshes
using existing MAT generation methods as 3D supervision, which
takes much effort in the data preparation. MAT-Net[15] and P2MAT-
Net[43] only use 83.2% MAT data of ModelNet40, because some
triangular meshes of ModelNet40 are non-manifold or unclosed. IM-
MATmerely produced 47.5%MAT data in 13 categories of ShapeNet.
In this work, no 3D skeleton is taken as supervision, thus avoiding
the limitation of time-consuming data preparation.

2.2 Supervised 3D Shape Reconstruction from a
Single-view Image

Single-view image reconstruction only needs an RGB image to ob-
tain a visually realistic 3D model, which is less costly and more
user-friendly, thus many research works have been derived to
complete this task. Supervised single-view reconstruction meth-
ods [7, 8, 11, 14, 25, 25, 26, 28, 30–32, 35, 36, 38, 39, 41, 44] can
reconstruct more accurate 3D shapes, but they often require a
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Figure 2: Overview of our S3DS: We generate 3D skeleton spheres by learning coarse and fine semantic structures. We fine-tune
the radii to get more accurate volume information. A connectivity generation method constructs the connection relationships
of skeleton spheres to form a medial mesh, and then a surface can be reconstructed from its enveloping shape.

large number of real 3D data, which greatly restricts the general-
ization of the method and costs a lot of time to prepare the data.
The reconstructed mesh of Pixel2mesh [38] is deformed from the
template spherical mesh, leading to topology constraints of the
template, making it difficult to reconstruct objects with holes. Al-
though AtlasNet [12] and TMNet [30] have solved this problem, the
reconstruction grid is non-watertight. The implicit methods, such
as DISN [41] and OccNet [25], need to calculate the corresponding
signed distance function and occupancy value from the ground
truth triangular mesh in advance. Skeleton-bridged method [35]
uses skeleton points as supervision to improve the reconstruction
quality of complex objects. IMMAT [14] further applies MAT to the
generation of complex objects.

2.3 Self-supervised Learning on Triangular
Mesh

Differentiable rendering for self-supervised learning methods [1, 6,
10, 16–18, 20, 22, 24, 27, 27] are proposed to reconstruct 3D shape by
using 2D supervision. NMR [18] proposed an approximate method
to integrate rendering into neural networks. Softras [23] uses dis-
crete rasterization and z-buffering as differentiable probabilistic
processes to achieve truly differentiable rendering but cannot solve
the problems of shadows and topology changes. DIB-R [6] pro-
posed a differential interpolation-based renderer, which computes
the gradient analytically.

3 OUR METHOD
3.1 Overview
Given a single-view image of a 3D shape as input, our goal is to
obtain the medial spheres and their corresponding connectivity. 3D
medial spheres, with radii, are crucial for reconstructing a complete
shape, thus essential for differential rendering and self-supervised

learning. To this end, we predict the center coordinates and radii of
the 3D spheres and then render them into a 2D silhouette in Sec. 3.2.
Supervised by the ground-truth silhouette generated from the input
image, we expect the projection of the 3D spheres covers as much
local shape as possible, which means the 2D rendered circles are
close to the authentic 2Dmedial axis. Due to the symmetric property
of the medial axis, as a result, the centers of corresponding 3D
medial spheres will be close to ground-truth 3D skeletons.

To overcome the disadvantage of current differentiable methods,
which only focus on large patches of the shape, we divide the
silhouette into fine and coarse parts, and semantically learn the
medial spheres for each part respectively, as described in Sec. 3.3.

In Sec. 3.4, we construct the initial edges of the 3D spheres and
fine-tune the radii of medial spheres by optimizing the rendering
results of the constructed medial edges. Finally, Sec. 3.5 proposes a
simple heuristic method to construct the final medial mesh.

3.2 Skeleton Sphere Reconstruction
We define a medial sphere set 𝑆 = (𝐶, 𝑅), where 𝐶 = (𝑋,𝑌, 𝑍 ) and
𝑅 are the centers and radii of medial spheres. As shown in Figure 3.
Our network contains two image encoders. The fine encoder gen-
erates spheres for fine parts of the shape, e.g., chair leg, and the
coarse encoder generates spheres for large patches of the shape,
e.g., chair back. The fine spheres and the coarse spheres are then
rendered to generate the fine silhouette and the coarse silhouette
respectively in Sec. 3.3. The two encoders learn their own spheres
distributions and do not share weights.

The encoders encode the same input image 𝐼 into two latent
codes 𝑇𝑓 𝑖𝑛𝑒 and 𝑇𝑐𝑜𝑎𝑟𝑠𝑒 . Then the latent codes will be fed into two
decoders, formed by fully connected layers, and generate two sets
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Figure 3: The overall pipeline of semantic sphere learning module (Sec. 3.3). The module uses 2D supervision to reconstruct the
skeleton structures with different semantics, and then integrate them through joint training. Finally, the skeleton spheres are
fine-tuned with the radius fine-tuning module. We construct initial edges and transfer them to cone mesh to render an edge
silhouette.

of spheres respectively by the following formulas:{
𝐶 = 𝐷𝑐 (𝐸 (𝐼 )) ,
𝑅 = 𝑡 ∗ sigmoid (𝐷r (𝐸 (𝐼 ))) ,

(1)

Here 𝐸 is an image encoder. 𝐷𝑐 and 𝐷𝑟 are the decoders of
spheres’ center coordinates and radii. We use 𝑡 ∗ sigmoid(·) to limit
the radius value in the range (0, 𝑡).

Differentiable Rendering on Medial Spheres. A higher resolution
3D sphere mesh contains a larger number of mesh faces, which is
time-consuming for a mesh-based differential rendering network.
Since the projection of a 3D sphere is a 2D circle, we facilitate
the computational cost by rendering 2D circles instead. We use
2D regular octagon mesh with 8 faces, that are orthogonal to the
direction of the camera, to approximate the 2D circle. The center
vertex of the regular octagon mesh aligns with the center of the
corresponding 3D sphere. The distance from the boundary vertex
of the octagon mesh to its center is the same as the radius of the
sphere.

Once 𝑁 octagon meshes, which are rotated to orthogonal to
camera directions, are generated, we use a differentiable mesh
renderer 𝑅𝑒𝑛𝑑 to get the rendering silhouette M̄ [22], represented
by the formula:

�̄� = 𝑅𝑒𝑛𝑑 (𝑅𝑜𝑡𝑐𝑎𝑚 (𝑋 )) , (2)
where 𝑅𝑜𝑡𝑐𝑎𝑚 (𝑋 ) represents the octagon meshes 𝑋 rotated accord-
ing to the camera pose.

3.3 Semantic Sphere Learning
Softras [22] uses the whole silhouette of the input image as su-
pervision to reconstruct 3D shapes. Since the patches take a large
portion of pixels in the 2D image, we have observed that the neural
network pays more attention to this type of coarse structure while
ignoring the fine structure, e.g., thin tubes. In the end, this will
cause the missing thin structures in the generated results.

However, the fine structures also reflect the key features of the
shapes. Human beings recognize a shape not only by observing the
large areas but also by highlighting small regions to improve their
perceptions of the shape. Inspired by this observation, we divide
the rendered image of the 2D silhouette into two images, one for
fine structure and another for coarse structure.

To generate these two types of silhouette images 𝑀𝐹 and 𝑀𝐶 ,
we first pixel-divide the silhouette of the target image. Given a
𝑁 × 𝑁 silhouette𝑀 , the value of each pixel is𝑀𝑖, 𝑗 = 0, 1, where 1
represents the foreground pixel and 0 represents the background
pixel. In order to classify the semantic of each pixel𝑀𝑖, 𝑗 , we take a
patch 𝑃𝑖, 𝑗 of size 𝑘 ×𝑘 to calculate the proportion of the mask value
of 1 in 𝑃𝑖, 𝑗 . The proportion is formulated as 𝑝 =

∑(𝑀𝑖, 𝑗 )/(𝑘 × 𝑘),
𝑝 ∈ [0, 1]. If 𝑝 = 1, the pixel belongs to the coarse image 𝑀𝐶 ,
otherwise to the fine image𝑀𝐹 .

As shown in Figure 3, we use the two complementary silhou-
ettes𝑀𝐹 and𝑀𝐶 as 2D supervision, to train two encoder-decoder
networks for learning the medial spheres in the fine and the coarse
structures, namely fine spheres and coarse spheres.

Since the two silhouettes are complementary, theoretically, the
reconstructed 3D spheres are also complementary. However, since
the two parts are learned independently, the reconstruction results
cannot be perfectly merged (Figure 3). To solve this problem, we
jointly train the two sub-networks for fine and coarse sphere re-
construction. Specifically, these two sets of spheres are merged and
rendered to generate the complete silhouette �̄� . Then we use the
ground truth silhouette 𝑀 to supervise the training, in order to
improve the merged spheres.

Losses. The loss functions are essential for learning accurate
and uniformly distributed skeleton spheres. First, we use the IoU
loss 𝐿𝑖𝑜𝑢 between the ground truth silhouette and the rendered
silhouette, which constrains the rendered circles to be as close to
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the canonical 2D medial axis as possible, that is,

𝐿𝑖𝑜𝑢 = 1 − �̄� ⊙ 𝑀/�̄� ⊕ 𝑀, (3)

where ⊙ and ⊕ are intersection and union operations. When jointly
training the whole shape, we multiply the rendered silhouette �̄�
with the ground truth fine silhouette 𝑀𝐹 . Then the 2D IoU loss
𝐿𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 of𝑀𝐹 is computed to impose additional constraints on
the fine structure for better reconstruction results, as shown below:

𝐿𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 = 1 − (�̄� ⊙ 𝑀𝐹 ) ⊙ 𝑀𝐹 /(�̄� ⊙ 𝑀𝐹 ) ⊕ 𝑀𝐹 . (4)

To ensure the consistency of the reconstruction results of the
same object from different views, we follow the strategy of Softras[23]
and render the reconstruction results of an image onto two views
in the training phase. Note that, only one image is used as input in
the inference stage. As shown in Eq. 5, 𝐿2𝐷 represents 𝐿𝑖𝑜𝑢 and
𝐿𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 , 𝑋𝐴 is the reconstructed spheres of the image from view
𝐴, 𝑀𝐴 and 𝑀𝐵 are the real silhouettes of view 𝐴 and view 𝐵, �̄�𝐴

and �̄�𝐵 are the rendered silhouettes of 𝑋𝐴 from view 𝐴 and view
𝐵.

𝐿𝑠𝑖𝑙ℎ𝑜𝑢𝑒𝑡𝑡𝑒 = 𝐿2𝐷 (�̄�𝐴 (𝑋𝐴), 𝑀𝐴) + 𝐿2𝐷 (�̄�𝐵 (𝑋𝐴), 𝑀𝐵), (5)

Secondly, the 3D sphere loss 𝐿𝑛𝑒𝑎𝑟𝑟 =
∑
𝑝∈S |𝑟𝑝 − 𝑟𝑞 | is intro-

duced to optimize the radius distribution of the spheres, under the
assumption that adjacent spheres should share similar radii, 𝑞 is
the nearest sphere of 𝑝 .

As shown in Figure 3, we use a weighted linear combination of
IoU loss and sphere loss to compute 𝐿𝐶 , 𝐿𝐹 , and 𝐿.

Besides, two regularization losses are introduced to generate
uniformly distributed medial spheres. The repulsion loss 𝐿𝑟𝑒𝑝 =∑
𝑝∈S

1
∥𝑐𝑝−𝑐𝑞 ∥3 uses repulsive force among the neighbor spheres

to avoid overlapping. The variance of the surface distance 𝐿𝑣𝑎𝑟 =

𝑉𝑎𝑟 (∥𝑐𝑝 − 𝑐𝑞 ∥ − 𝑟𝑝 − 𝑟𝑞), 𝑝, 𝑞 ∈ 𝑆 between the nearest sphere pairs
is also introduced to optimize the distribution of spheres and make
the nearest sphere pairs as close as possible. ∥𝑐𝑝 − 𝑐𝑞 ∥ is the center
distance between sphere 𝑝 and its nearest sphere 𝑞.

3.4 Radius Fine-tuning
Since the learned medial spheres are discrete in 3D space, this will
result in un-connected rendering circles in 2D (see𝑀𝐹 in Figure 3).

As a result, the network is inclined to increase the radii of the
spheres to cover more areas of the GT silhouette, which may gen-
erate large errors in thickness.

To address this issue, we propose a radius fine-tuning strategy
based on edge rendering. As shown in Figure 3 right blue part,
we first learn to scale the radii of the spheres, then constructs
initial edges to render an edge silhouette𝑀𝐸 . The scale factors are
optimized by computing the 2D IoU loss 𝐿 between the𝑀𝐸 and GT
silhouette𝑀 .

More specifically, we use PointNet [33] to encode the initial
spheres to a latent code and then decode the code to 𝑁 scale factors
𝑃𝑟 ∈ (0, 1) to scale the initial spheres to fine-tuned spheres. After
fine-tuning, we construct initial edges by assuming that each sphere
connects to 2 nearby spheres. To render 3D edges, similar to how
we render 3D spheres, we use the 2D trapezoid mesh 𝐶𝑜𝑛𝑒 as an
approximation of the projection of medial cone, namely as cone
mesh in Figure 4 right. The height of the cone mesh is the length of
the medial edge (distance from one sphere center to another), and

the value of the upper base (lower base) is equal to the diameter
of the upper sphere (lower sphere). Obviously, the sphere radius
affects the thickness of the cone. And the edge silhouette 𝑀𝐸 is
rendered as a union of 2𝑁 cone meshes. In this way, the model will
learn spheres with more accurate radii and render edges to fill the
gap between the discrete rendered circles. In the implementation,
𝐶𝑜𝑛𝑒 (𝑖, 𝑗) = (ℎ, 𝑟𝑖 , 𝑟 𝑗 ), ℎ is the edge length, and 𝑟𝑖 , 𝑟 𝑗 are radii of
spheres.

mind

mindpd 
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center sphere
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belongs to KNN
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h
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js
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Figure 4: Connectivity generation and cone mesh visualized
in 2D.

3.5 Connectivity Generation
We propose a heuristic method to generate reasonable medial edges
and medial faces of the medial spheres for MAT. Up till now, the
learned medial spheres are already close to the 3D shape in spatial
distribution, all we need is just a simple connection. Different from
Sec. 3.4 where we only generate 2 edges for each sphere, here we
use a larger 𝐾 to generate more edges (𝐾 ≥ 2). To reduce the
bad connections, we compute the distances between the center
sphere and its adjacent spheres to determine whether they can be
connected or not. We depict a simple diagram (see Figure 4 left) to
demonstrate the edge generation in this step.

The key idea is to add filtering on the number and the distance
of edges. Specifically, 1) We set different 𝐾 for the two types of
semantic spheres. Fine spheres usually require fewer edges, which
can form a curved structure, e.g., chair legs, while coarse spheres
need more edges so that rendered medial cones can cover a larger
portion of the silhouette.

2) We only generate the edges for each sphere in a limited scope.
We first compute the nearest distance 𝑑𝑚𝑖𝑛 of the center sphere to
its neighbors and set a distance threshold 𝑑 = 𝑝 · 𝑑𝑚𝑖𝑛, 𝑝 > 1.

One edgewill be selected only if the length of the edge is less than
𝑑 . Using a fixed threshold 𝑑 , for example, the constructed edges are
either too few or too many for areas with varying densities. Hence,
associating 𝑑 with 𝑑𝑚𝑖𝑛 gives us the ability to be more adaptive to
densities. As shown in Figure 4, the center sphere has at most 4
adjacent spheres (green and orange), but we only select the spheres
(orange) within the distance 𝑑 to generate edges.

This strategy takes both the number and the distance of edges
into consideration for constructing more canonical connectivity.
Similarly, the medial faces are generated based on triangle edges.
Combining all three elements (spheres, medial edges, medial faces)
gives us a complete Medial Axis Transform (MAT) structure.
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Table 1: Quantitative comparisons with self-supervised (Soft-SK) and supervised (SkeletonBridge, IMMAT) methods on 3D
skeletons reconstruction from images. The best results are boldfaced.

Method Q-MAT(CD) Q-MAT(R) DPC(CD) Q-MAT(CD) Q-MAT(R)

Soft-SK S3DS Soft-SK S3DS SkeletonBridge S3DS IMMAT S3DS IMMAT S3DS

Plane 0.94 0.72 1.39 1.43 0.40 0.34 0.27 0.32 0.47 1.31
Bench 1.29 1.12 1.43 0.87 0.52 0.50 0.41 0.40 0.52 0.82
Dresser 1.51 1.54 3.29 3.84 0.63 0.64 0.50 0.62 1.70 3.30
Car 1.18 1.13 2.81 2.78 0.50 0.52 0.41 0.52 1.53 2.87
Chair 1.33 1.22 1.50 1.17 0.56 0.45 0.50 0.44 0.79 1.12
Display 1.43 1.38 2.16 1.76 0.71 0.74 0.52 0.53 1.16 1.54
Lamp 1.38 1.21 2.06 1.38 0.64 0.63 0.43 0.49 1.03 1.34
Speaker 1.39 1.45 3.21 3.54 0.78 0.53 0.65 0.66 2.37 2.43
Rifle 0.74 0.49 1.01 0.66 0.43 0.33 0.22 0.25 0.51 0.65
Sofa 1.47 1.51 2.16 2.29 0.60 0.55 0.53 0.66 1.68 2.66
Table 1.48 1.38 1.89 1.32 0.56 0.49 0.54 0.55 0.80 1.24
Phone 1.29 1.30 1.47 1.48 0.44 0.38 0.36 0.42 1.01 1.34
Vessel 1.09 0.92 1.92 1.63 0.53 0.41 0.38 0.41 1.15 1.62
Mean 1.27 1.13 2.02 1.48 0.54 0.47 0.44 0.47 0.86 1.40

4 EXPERIMENTS
4.1 Experiments on Synthetic Datasets
Implement Details. The regular polygon circular mesh contains
9 vertices and 8 faces, while the cone mesh contains 8 vertices and
12 faces. The size of the input image and the rendered silhouette
are both 224x224. Following Softras [22], two images from different
views of the same object are used for training, and the camera poses
of the two views are used. The inference stage uses one image and
does not need the camera pose. The renderer is Kaolin [9]. The two
encoders of the network are pre-trained ResNet18 [13], and the
decoder consists of 3 fully connected layers. The batch size is 64
and the initial learning rate is 1e-4.

The numbers of both fine and coarse spheres are 200, and the
maximum radius is 0.2. In the radius fine-tuning stage, we only
optimize the radii of the spheres.

We also designed a baseline Soft-SK (a variant of Softras [22] that
reconstructs the 3D skeletons). On the basis of the Softras model,
we directly use 𝑁 spheres to replace the spherical mesh and predict
the medial spheres.

Dataset.We conduct experiments on the synthetic dataset ShapeNet
and the dataset of real image pix3d [34]. We follow NMR [18] to
use blender [3] to render color images of 13 categories of ShapeNet.
ShapeNet is divided into widely used training and test sets [23]. We
render images of each CAD model from 24 azimuth angles with
a fixed elevation angle of 30◦. For the training set, we render 24
additional images at 0◦.

Comparison on 3D skeletons. We evaluate the reconstruc-
tion performances of 3D skeletons on the ShapeNet and conduct
quantitative and qualitative comparisons with the self-supervised
methods Soft-SK and the supervised methods SkeletonBridge [35]
and IMMAT [14].

For comparison with Soft-SK, we use the GT MAT data provided
by MAT-Net [14], which computes the MATs of 256 spheres by

Q-MAT [19]. Since Q-MAT couldn’t compute MATs from the non-
manifold meshes in ShapeNet, we only select the samples that
intersect with the image test set for comparison. We adopt Chamfer
Distance (CD) on Radii Distance losses [14] as comparison metrics
on medial spheres. As shown in Table 1, S3DS outperforms the
Soft-SK on both the average metrics of all categories of samples,
indicating that our approach has brought significant improvement
in general. The qualitative results shown in Figure 5 demonstrate
that our method could reconstruct better 3D skeletons than the
baseline, even for the complex shapes. The learned 3D skeletons
with our method are a string of spheres in the tubular structure or
a layer in the coarse structure. At the same time, the centers of the
spheres are located on the medial axis. These results illustrate that
by only using a 2D image, the 3D skeletons can be reconstructed
well. Although the baseline can reconstruct most of the skeletons
of the shape, it failed to reconstruct the fine structures in some
samples, i.e., the frame of the lamp in the fourth column. Besides,
our method couldn’t compute the 3D skeletons as well as Soft-SK
in some categories. To analyze the results of these categories, we
statistics the number of each category and found that the baseline
outperforms our method for categories with fewer samples. For
other categories, such as sofa, the shapes are almost homomorphic
to a sphere. There are fewer spheres in the fine structure of these
shapes, and the spheres have little impact on the quantification.

For fair comparisons, we retrain SkeletonBridge and IMMAT
on the corresponding dataset, that is 96.0% and 47.5% objects of
ShapeNet, and train and test our model on the same dataset as these
two methods. For SkeletonBridge, we use the CD loss between the
reconstruction results and the meso-skeleton as the metric.

In Table 1, although SkeletonBridge employs meso-skeleton as
supervisory information, S3DS performs better than SkeletonBridge
quantitatively. Accordingly, as shown in Figure 6, the reconstructed



S3DS: Self-supervised Learning of 3D Skeletons from Single View Images MM ’23, October 29-November 3, 2023, Ottawa, ON, Canada

G
T
M
es
h

S3
D
S

So
ft-
SK

Im
ag
e

Figure 5: Qualitative comparison with the competitive self-supervised 3D skeletons reconstruction methods from images.

Image SkeletonBridge S3DS GT meso-skeleton Image IMMAT S3DS GT medial spheres
Figure 6: Qualitative comparisons with supervised methods on 3D skeletons reconstruction.

centers by S3DS are also visually closer to the ground truth meso-
skeleton. This is because the skeletons reconstructed by Skeleton-
Bridge are only used to construct rough geometry, and the ultimate
goal of SkeletonBridge is not to learn precise skeletons. The ad-
vanced medial spheres reconstruction method IMMAT is quantita-
tively superior to S3DS because IMMAT directly optimizes CD loss
and radius loss during training supervised by the ground truth me-
dial spheres computed with Q-MAT [19], directly leading to better
quantitative results of IMMAT. In contrast, S3DS does not optimize
these two loss functions. However, as shown in Figure 6, S3DS can
also learn visually approximate results of the medial spheres than
IMMAT, especially in center distribution. In summary, S3DS did
not include any guidance on meso-skeleton and medial spheres in
design, but the reconstruction results have the features of 3D skele-
tons while quantitatively surpassing or approaching the relevant
methods.

Comparison on Connectivity Generation. On the connectiv-
ity generation of medial axis transform, We compare our method
with traditional methods, including Delaunay Triangulation (delet-
ing overlong edges), Ball Pivoting [2], and K Nearest Neighbor

(KNN) (directly connecting K nearest neighboring spheres for each
sphere to form medial faces).

As shown in Figure 7, Delaunay Triangulation (constrain edge
length) or KNN (constrain edge number) can reconstruct the gen-
eral connectivity between spheres. However, they are not capable
to construct fine tubular structures in sharp parts. Our connectivity
generation strategy comprehensively considers the edge number
and distance threshold constraints of spheres with the fine and
coarse semantics, so that we can simultaneously construct a com-
plete plane structure and a fine tubular structure.

Centers Delaunay Ball Pivoting KNN Ours
Figure 7: Comparison on connectivity generation methods.

Testing on Real Images. To further validate the effectiveness
of S3DS, experiments on the real image dataset Pix3d [34] are
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Image Soft-SK P2M Ours
Figure 8: Results on real images.

conducted. Reconstruction results in Figure 8 show that our method
could not only learn the overall shape of the object but also the
complex details, such as the holes which benefit from the learning
of the two semantic structures. The experimental process on real
image data is described in the appendix.

Surface Mesh Reconstruction. Following [14], the surface
mesh can be reconstructed from the generated MAT. We compared
our method with classically related surface mesh reconstruction
works P2M [38] and Softras [23] on the category of chairs. We
retrain the methods on the same datasets.

Image P2M Softras Ours GT

Figure 9: Qualitative results on mesh reconstruction.

Table 2: Quantitative comparison of reconstruction.

3D IoU ↑ w/o holes w/ holes mean supervision

Softras 0.556 0.496 0.523 2D image (2 views)
P2M 0.607 0.495 0.546 3D mesh
Ours 0.532 0.536 0.534 2D image (2 views)

Figure 9 shows that ourmethod can generate complex shapes and
has an advantage in reconstructing tubular structures. We divide
the chairs into two subsets according to whether they have holes for
quantitative comparison. The chair without holes is homeomorphic
to the sphere, making it easy to deform from the spherical mesh.
The chair without holes is more complex and difficult to reconstruct,
as shown in Figure 9. We use the IoU of the reconstructed mesh and
the ground truth mesh, denoted as 3D IoU in Table 2, to measure
the reconstruction results. As shown in Table 2, in terms of mean
error, our method is better than Softras, which is also using the 2D

image as supervision, and worse than P2M, because P2M uses 3D
mesh as the target constraint. Results in Figure 9 show that P2M
could not work well on complex shapes, while our method could.

In addition, our quantitative difference between the two types is
very small, indicating that our method has more stable performance.

4.2 Ablation Study
Ablation of joint training: The fine spheres and the coarse spheres
obtained through separate training are often inconsistent in spatial
distribution and cannot be directly merged.
Ablation of semantic sphere learning: Without semantic sphere
learning, some tubular structures are missing.
Ablation of radius fine-tuning: The spheres will have large radii
when without fine-tuning.

Figure 10 shows our full model can generate complete medial
spheres with accurate radii. Table 3 shows that the full model has
the best quantitative results.

Table 3: Quantitative comparisons of different strategies.

Model CD (Sphere) R (Sphere)

w/o jointly training 1.27 1.67
w/o semantic 1.25 1.74
w/o fine-tuning 1.13 1.93
full 1.13 1.48

4.3 Limitation and Discussion
The synthesized dataset used in S3DS has a fixed perspective, mak-
ing it sensitive and lacking robustness. Although we have achieved
visually remarkable 3D skeletons, the reconstruction performance
for concave shapes is currently limited due to depth-related chal-
lenges. S3DS demonstrates superior performance compared to other
methods in shape reconstruction, particularly when dealing with
clearly defined skeletal structures. Additionally, it proves effective
in reconstructing shapes (dresser, car) that lack obvious skeletal
structures. Experimental analysis reveals that S3DS is suitable for
large-scale datasets encompassing a diverse range of shape classes.

5 CONCLUSION
In this paper, we propose the first self-supervised method of recon-
structing the 3D skeleton of a shape from its single-view image,
namely S3DS, by using medial axis transform as the underlying
representation. With the semantic sphere learning module and
the radius fine-tuning strategy, the precise distribution of medial
spheres as well as their radii is learned. Then a heuristic strategy is
used for reconstructing the connectivity of MAT from the learned
medial spheres, generating a complete medial mesh. The experi-
mental results show that it is effective in learning 3D skeletons
by fitting 2D images through differential rendering, avoiding the
problem of the time-consuming preparation of 3D skeleton data
for supervision. Compared with the baseline that directly uses an
overall silhouette, our method is more accurate in the learning of
skeletal spheres and has a better visual effect. Our method also
achieves competitive results compared to the supervision methods.
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A APPENDIX
A.1 Ablation Study

w/o
jointly training

w/o
semantic

w/o
finetune full GT Mesh

Figure 10: Visual effects of different ablations.

Ablation on losses. To further validate the effectiveness of the
losses we used, we conducted ablations studies on the three cate-
gories (chair, car, table) by removing the corresponding losses in
sequence. As shown in Table 4, removing the regularization losses
𝐿𝑟𝑒𝑝 and 𝐿𝑣𝑎𝑟 will increase both the CD loss and the R loss between
the predicted spheres and the ground truth spheres. The lack of
radius loss has little impact on the CD loss but has a serious impact
on the R loss which measures the radius consistency.

Table 4: Quantitative comparisons of different losses.

Model CD (Sphere) R (Sphere)
w/o 𝐿𝑟𝑒𝑝 , 𝐿𝑣𝑎𝑟 1.32 1.89
w/o 𝐿𝑛𝑒𝑎𝑟𝑟 1.29 1.95
full 1.21 1.75

A.2 More visual samples
In Figure 11, we show the results of the predicted medial spheres
(3D skeleton with radii) using our method in more categories. It can
be seen that our method can generate better skeleton structures in
various categories, especially in regions with thin tube and frame
structures. For example, our method predicts proper spheres on
thin arms and legs for bench models (columns 4-7), and the correct
square shape of the lamp base (column 8) instead of the rounded
shape predicted from Soft-SK (see Sec. 4.1).

A.3 Analysis of mesh reconstruction
We further analyze the mesh reconstruction results. As shown
in Figure 12, methods based on spherical mesh deformation, e.g.,
P2M[38] and Softras[22], are more suitable for learning shapes
homeomorphic to the shape template. The upper row shows that
these methods perform better in shapes without holes. This is be-
cause they use the Laplacian smoothing [22] constraint on the mesh
to obtain a smoother surface. Moreover, P2M[38] uses the ground
truth 3D mesh as supervision, thus can learn concave shapes, e.g.,
the bases of the chairs. Softras [22] introduced a novel formula-
tion that views rendering as an aggregation function that fuses the

probabilistic contributions of all mesh triangles with respect to the
rendered pixels to flow gradients to the occluded and far-range
vertices.

However, these methods are hard to reconstruct the shapes with
holes due to the limitation of the template mesh. Our method, on
the contrary, performs much better on models with holes, e.g., the
bottom row in Figure 12. In general, our method, which requires
only the input images as 2D supervision, is more stable and has
more advantages in reconstructing complex shapes.

A.4 Connectivity Generation
Algorithm 1 shows the pseudo-code for generating connectivity
given medial spheres 𝑆 = (𝐶, 𝑅), where 𝐶 is the center coordinates
and 𝑅 the radii. The inputs are predicted medial spheres 𝑆 and three
hyper-parameters 𝐾𝑓 𝑖𝑛𝑒 , 𝐾𝑐𝑜𝑎𝑟𝑠𝑒 and 𝑝 , where 𝐾𝑓 𝑖𝑛𝑒 and 𝐾𝑐𝑜𝑎𝑟𝑠𝑒
are maximum numbers of neighboring edges for fine spheres and
coarse spheres respectively, and 𝑝 is a parameter larger than 1
which is the distance threshold for generating the medial edges.
(see Sec. 3.5 for more details.)

Although we construct a face by connecting three edges, there
are still some holes during reconstruction, so we use the same
hole-filling method as Point2Skeleton [21] to solve this problem.

Algorithm 1 Connectivity Generation on Medial Spheres
Input:
Predicted medial spheres: 𝑆 = (𝐶, 𝑅);
𝐾𝑓 𝑖𝑛𝑒 ; 𝐾𝑐𝑜𝑎𝑟𝑠𝑒 ; 𝑝
Output: Edges: 𝐸;
Compute neighbor distances and indexes.

𝑑𝑖𝑠𝑐 , 𝑖𝑑𝑥𝑐 = KNN(𝐶)
Select nearest neighbor.

𝑒𝑐 = 𝑖𝑑𝑥𝑐 [0]
Select neighbors by center distances.

𝐸𝑐 = []
foreach c in C do

if 𝑐 is fine centers
𝐾 = 𝐾𝑓 𝑖𝑛𝑒

else
𝐾 = 𝐾𝑐𝑜𝑎𝑟𝑠𝑒

𝑚𝑖𝑛_𝑑𝑖𝑠 = 𝑑𝑖𝑠𝑐 [0]
for 𝑖 = 1, ..., 𝐾

if 𝑖𝑑𝑥𝑐 [𝑖] < 𝑝 ∗𝑚𝑖𝑛_𝑑𝑖𝑠
add edge to 𝐸𝑐

𝐸 = 𝑒𝑐 + 𝐸𝑐

A.5 The details of comparisons with supervised
methods
The retrained SkeletonBridge[35] takes real meso-skeletons as su-
pervision and trains on the images from S3DS. The results of the
SkeletonBridge, S3DS, and the ground truth meso-skeletons con-
tain 2600, 400, and 7500 skeletal points respectively. To conduct
the quantitative comparison, we randomly sample 400 points from
SkeletonBridge and ground truth meso-skeletons.
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Figure 11: 3D skeleton reconstructions in more categories.
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Figure 12: Qualitative results on mesh reconstruction.

We compare S3DS with the results from the refinement stage of
the IMMAT[14] because it only uses the medial spheres as supervi-
sory information. The reconstruction and ground truth of IMMAT
are 256 spheres, we randomly sample 256 spheres from the results
of the S3DS to conduct a quantitative comparison.

A.6 Implementation in real image
Pix3d provides real-world images with complex backgrounds and
manually segmented masks. S3DS is trained on a synthetic dataset,
and there is a significant difference in distribution between the
synthesized image and the real image. To solve this problem, similar
to SkeletonBridge, we use a mask to segment the object, move
it to the center of the image, and finally resize the image to a
size of 224x224. From this, we input it into S3DS to obtain the
skeletons. Although the distribution of real images is more complex
in viewpoint and scale, the results appear to be consistent with

those of synthesized images, which verifies the effectiveness of our
method.

A.7 Details of losses{
𝐿𝐶 = 𝐿𝑖𝑜𝑢 + _1𝐿𝑟𝑒𝑝 + _2𝐿𝑣𝑎𝑟 + _3𝐿𝑛𝑒𝑎𝑟𝑟 ,
𝐿𝐹 = 𝐿𝑖𝑜𝑢 + _1𝐿𝑟𝑒𝑝 + _2𝐿𝑣𝑎𝑟 + _3𝐿𝑛𝑒𝑎𝑟𝑟 ,

(6)

𝐿 = 𝐿𝑖𝑜𝑢 + _0𝐿𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 + _1𝐿𝑟𝑒𝑝 + _2𝐿𝑣𝑎𝑟 + _3𝐿𝑛𝑒𝑎𝑟𝑟 , (7)

In Semantic Sphere Learning (Sec. 3.3) and Radius Fine-tuning
(Sec. 3.4) stages, we use loss functions to promote themedial spheres
prediction. 𝐿𝐶 and 𝐿𝐹 are used for the learning of the coarse spheres
and the fine spheres respectively. 𝐿 is applied to all spheres and used
in joint training and Radius Fine-tuning. In the experiments, we
use _0 = 1.0, _1 = 1𝑒−7, _2 = 0.1, _3 = 0.2. And in radii fine-tuning,
the repulsion loss 𝐿𝑟𝑒𝑝 (see Sec. 3.3) and the variance loss 𝐿𝑣𝑎𝑟 (see
Sec. 3.3) are not used, i.e., _1 = 0, _2 = 0.
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