Abstract

A shape-analysis algorithm statically analyzes a program to determine information about the heap-allocated data structures that the program manipulates. The results can be used to understand programs or to verify properties of programs. Shape analysis also recovers information that is valuable for debugging, compile-time garbage collection, instruction scheduling, and parallelization.
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12.1 Introduction

Pointers and heap-allocated storage are features of all modern imperative programming languages. However, they are ignored in most formal treatments of the semantics of imperative programming languages because their inclusion complicates the semantics of assignment statements: an assignment through a pointer variable (or through a pointer-valued component of a record) may have far-reaching side effects. Works that have treated the semantics of pointers include [5, 42, 43, 45].

These far-reaching side effects also make program dependence analysis harder, because they make it difficult to compute the aliasing relationships among different pointer expressions in a program. Having less precise program dependence information decreases the opportunities for automatic parallelization and for instruction scheduling.

The usage of pointers is error prone. Dereferencing NULL pointers and accessing previously deallocated storage are two common programming mistakes. The usage of pointers in programs is thus an obstacle for program understanding, debugging, and optimization. These activities need answers to many questions about the structure of the heap contents and the pointer variables pointing into the heap.

By shapes, we mean descriptors of heap contents. Shape analysis is a generic term denoting static program-analysis techniques that attempt to determine properties of the heap contents relevant for the applications mentioned above.

12.1.1 Structure of the Chapter

Section 12.2 lists a number of questions about the contents of the heap. Figure 12.1 presents a program that will be used as a running example, which inserts an element into a singly linked list. Section 12.2.3 shows how shape analysis would answer the questions about the heap contents produced by this program. Section 12.3 then informally presents a parametric shape-analysis framework along the lines of [58], which provides a generative way to design and implement shape-analysis algorithms. The “shape semantics” — plus some additional properties that individual storage elements may or may not possess — are specified in logic, and the shape-analysis algorithm is automatically generated from such a specification. Section 12.4 shows how the informal treatment from Section 12.3 can be made precise by basing it on predicate logic. In particular, it is shown how a 2-valued interpretation and a 3-valued interpretation of the same set of

/* insert.c */
#include "list.h"
void insert (List x, int d) {
  List y, t, e;
  assert (acyclic_list (x) && x != NULL);
  y = x;
  while (y->n != NULL && ...) {
    y = y->n;
  }
  t = malloc ();
  t->data = d;
  e = y->n;
  t->n = e;
  y->n = t;
}

/* list.h */
typedef struct node {
  struct node *n;
  int data;
} *List;
(a)
(b)

FIGURE 12.1 (a) Declaration of a linked-list data type in C. (b) A C function that searches a list pointed to by parameter x, and splices in a new element.
formulas can be used to define the concrete and abstract semantics, respectively, of pointer-manipulating statements. Section 12.5 lists some applications of shape analysis. Section 12.6 briefly describes several extensions of the shape-analysis framework that have been investigated. Section 12.7 discusses related work. Section 12.8 presents some conclusions.

### 12.2 Questions about the Heap Contents

Shape analysis has a somewhat constrained view of programs. It is not concerned with numeric or string values that programs compute, but exclusively with the linked data structures they build in the heap and the pointers into the heap from the stack, from global memory, or from cells in the heap. We will therefore use the term *execution state* to mean the set of cells in the heap, the connections between them (via pointer components of heap cells), and the values of pointer variables in the store.

#### 12.2.1 Traditional Compiler Analyses

We list some questions about execution states that a compiler might ask at points in a program, together with (potential) actions enabled by the respective answers:

**NULL pointers:** Does a pointer variable or a pointer component of a heap cell contain NULL at the entry to a statement that dereferences the pointer or component?

- **Yes (for every state):** Issue an error message.
- **No (for every state):** Eliminate a check for NULL.
- **Maybe:** Warn about the potential NULL dereference.

**Alias:** Do two pointer expressions reference the same heap cell?

- **Yes (for every state):** Trigger a prefetch to improve cache performance, predict a cache hit to improve cache-behavior prediction, or increase the sets of uses and definitions for an improved liveness analysis.
- **No (for every state):** Disambiguate memory references and improve program dependence information [11, 55].

**Sharing:** Is a heap cell shared?

- **Yes (for some state):** Warn about explicit deallocation, because the memory manager may run into an inconsistent state.
- **No (for every state):** Explicitly deallocate the heap cell when the last pointer to it ceases to exist.

**Reachability:** Is a heap cell reachable from a specific variable or from any pointer variable?

- **Yes (for every state):** Use this information for program verification.
- **No (for every state):** Insert code at compile time that collects unreachable cells at runtime.

**Disjointness:** Do two data structures pointed to by two distinct pointer variables ever have common elements?

- **No (for every state):** Distribute disjoint data structures and their computations to different processors [24].

---

5 However, the shape-analysis techniques presented in Sections 12.3 and 12.4 can be extended to account for both numeric values and heap-allocated objects. See Section 12.6.4 and [20, 21, 28].

6 The answer “yes (for some state)” indicates the case of a may-alias. This answer prevents reordering or parallelizing transformations from being applied.

7 Later in the chapter, the sharing property that is formalized indicates whether a cell is “heap-shared,” that is, pointed to by two or more pointer components of heap cells. Sharing due to two pointer variables or one pointer variable and one heap cell component pointing to the same heap cell is also deducible from the results of shape analysis.
**Cyclicity:** Is a heap cell part of a cycle?

**No (for every state):** Perform garbage collection of data structures by reference counting. Process all elements in an acyclic linked list in a `doall`-parallel fashion.

**Memory leak:** Does a procedure or a program leave behind unreachable heap cells when it returns?

**Yes (in some state):** Issue a warning.

The questions in this list are ones for which several traditional compiler analyses have been designed, motivated by the goal of improving optimization and parallelization methods. The may-alias-analysis problem, which seeks to find out whether the answer to the alias question is “yes (in some state)” is of particular importance in compiling. The goal of providing better may-alias information was the motivation for our work that grew into shape analysis.

Alias, sharing, and disjointness properties are related but different. To appreciate the difference, it suffices to see that they are defined on different domains and used in different types of compiler tasks. **Alias** relations concern pairs of pointer expressions; they are relevant for disambiguating memory references. **Sharing** properties concern the organization of neighboring heap cells; they are relevant for compile-time memory management. **Disjointness** relations concern pairs of data structures; they are relevant for determining whether traversals of two data structures can be parallelized. The relations between these properties are as follows:

- **Disjointness-aliasing:** Two data structures \( D_1 \) and \( D_2 \) are disjoint in every state if there exist no two pointer expressions \( e_1 \) referring to \( D_1 \), and \( e_2 \) referring to \( D_2 \), that may be aliased in any state.

- **Disjointness-sharing:** If two data structures \( D_1 \) and \( D_2 \) are not disjoint in some state, at least one of the common elements of \( D_1 \) and \( D_2 \) is shared in this state.

- **Aliasing-sharing:** If two different pointer expressions \( e_1 \) and \( e_2 \) reference the same heap cell in some state, then this cell or one of its “predecessors” must be shared in this state. However, the opposite need not hold because not all heap cells are necessarily reachable from a variable.

Some of the other questions in the list given earlier concern memory-cleanness properties [14], for example, no NULL-dereferences, no deallocation of shared cells, and no memory leaks.

### 12.2.1.1 Memory Disambiguation

Many compiler transformations and their enabling analyses are based on information about the independence of program statements. Such information is used extensively in compiler optimizations, automatic program parallelizations, code scheduling for instruction-level parallel machines, and in software-engineering tools such as code slicers. The concept of **program dependence** is based on the notions of **definition** and **use of resources**. Such analyses can be performed at the source-language level, where resources are mostly program variables, as well as at the machine-language level, where resources are registers, memory cells, status flags, and so on. For source-level analysis, these notions have been generalized from scalar variables to array components. Definitions and uses, in the form of indexed array names, now denote resources that are subsections of an array. Definitions and uses, which were uniquely determining resources in the case of scalar variables, turn into **potential** definitions (respectively uses) of sets of resources. Using these sets in the computation of dependences may induce spurious dependences. Many alias tests have been developed to ascertain whether two sets of potentially referenced resources are actually disjoint, that is, whether two given references to the same array never access the same element [66].

The same is overdue for references to the heap through pointer expressions. However, pointer expressions may refer to an unbounded amount of storage that is located in the heap. Appropriate analyses of pointer expressions should find information about:

- **Must-aliases:** Two pointer expressions refer to the same heap cell on all executions that reach a given program point.

- **May-aliases:** Two pointer expressions may refer to the same heap cell on an execution that reaches a given program point.
Approaches that attempt to identify may-aliases and must-aliases have traditionally used path expressions [27]. In Section 12.5.1 we provide a new approach based on shape analysis, which yields very precise results.

12.2.2 Analyzing Programs for Shapes

Several of the properties listed above can be combined to formulate more complex properties of heap contents:

**Shape**: What is the “shape” of (some part of) the contents of the heap? Shapes (or, more precisely, shape descriptors) characterize data structures. A shape descriptor could indicate whether the heap contains a singly linked list, potentially with (or definitely without) a cycle, a doubly linked list, a binary tree, and so on. The need to track many of the properties listed above, for example, sharing, cyclicity, reachability, and disjointness, is an important aspect of many shape-analysis algorithms. Shape analysis can be understood as an extended type analysis; its results can be used as an aid in program understanding and debugging [13].

**Nonstructural properties**: In addition to the shape of some portions of the contents of the heap, what properties hold among the value components of a data structure? These combined properties can be used to prove the partial correctness of programs [35].

**History properties**: These track where a heap cell was allocated and what kinds of operations have been performed on it. This kind of information can be used to identify dependences between points in the program (see Section 12.5.2).

12.2.2.1 Shape Descriptors and Data Structures

We claimed above that shape descriptors can characterize data structures. The constituents of shape descriptors that can be used to characterize a data structure include:

i. Root pointer variables, that is, information about which pointer variables point from the stack or from the static memory area into a data structure stored in the heap

ii. The types of the data-structure elements and, in particular, which fields hold pointers

iii. Connectivity properties, such as:
   - Whether all elements of the data structure are reachable from a root pointer variable
   - Whether any data-structure elements are shared
   - Whether there are cycles in the data structure
   - Whether an element \( v \) pointed to by a “forward” pointer of another element \( v' \) has its “backward” pointer pointing to \( v' \)

iv. Other properties, for instance, whether an element of an ordered list is in the correct position

Each data structure can be characterized by a certain set of such properties.

Most semantics track the values of pointer variables and pointer-valued fields using a pair of functions, often called the *environment* and the *store*. Constituents i and ii above are parts of any such semantics; consequently, we refer to them as core properties.

Connectivity and other properties, such as those mentioned in iii and iv, are usually not explicitly part of the semantics of pointers in a language but instead are properties derived from this core semantics. They are essential ingredients in program verification, however, as well as in our approach to shape analysis of programs. Noncore properties will be called instrumentation properties (for reasons that will become clear shortly).

Let us start by taking a Platonic view, namely that ideas exist without regard to their physical realization. Concepts such as “is shared,” “lies on a cycle,” and “is reachable” can be defined either in graph-theoretic terms, using properties of paths, or in terms of the programming-language concept of pointers. The definitions of these concepts can be stated in a way that is independent of any particular data structure; for instance:
Example 12.1
A heap cell is heap-shared if it is the target of two pointers — either from two different heap cells or from two different pointer components of the same heap cell.

Data structures can now be characterized using sets of such properties, where “data structure” is still independent of a particular implementation; for instance:

Example 12.2
An acyclic singly linked list is a set of objects, each with one pointer field. The objects are reachable from a root pointer either directly or by following pointer fields. No object lies on a cycle, that is, is reachable from itself by following pointer fields.

To address the problem of verifying or analyzing a particular program that uses a certain data structure, we have to leave the Platonic realm and formulate shape invariants in terms of the pointer variables and data-type declarations from that program.

Example 12.3
Figure 12.1a, above, shows the declaration of a linked-list data type in C, and Figure 12.1b shows a C program that searches a list and splices a new element into the list. The characterization of an acyclic singly linked list in terms of the properties “is reachable from a root pointer” and “lies on a cycle” can now be specialized for that data-type declaration and that program as follows:

- “Is reachable from a root pointer” means “is reachable from x, or is reachable from y, or is reachable from z, or is reachable from e.”
- “Lies on a cycle” means “is reachable from itself following one or more n-fields.”

This chapter deals with analyses that attempt to determine the shapes of all data structures in the heap. To obtain shape descriptors, these analyses track many of the properties that have been discussed above. Looking at things in the other direction, however, once such shape descriptors have been obtained, answers to many of the above questions can merely be “read off” of the shape descriptors.

12.2.3 Answers as Given by Shape Analysis
This section discusses the results obtained by analyzing insert using a particular shape-analysis algorithm designed to analyze programs that manipulate singly linked lists. In this case, the analysis of insert has been carried out under the assumption that the inputs to insert are a nonempty, acyclic singly linked list and an integer. The former requirement is captured by the shape descriptors shown in Figure 12.2, which are provided as input to the shape-analysis algorithm.
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**FIGURE 12.2** Shape descriptors that describe the input to insert. (a) Represents acyclic lists of length at least 2. (b) Represents acyclic lists of length 1.
FIGURE 12.3 The eight shape graphs that arise at the beginning of the while-loop body in the program of Figure 12.1.

The shape-analysis algorithm produces information for each program point that describes the lists that can arise there. At the entry to the while-loop body some of the properties are:

- Pointer variables $x$ and $y$ point into the same list: $x$ always points to the head; $y$ points to either the head of the $x$-list or some tail of the $x$-list.
- All other pointer variables of the program have the value NULL.
- The list is acyclic.
- No memory leaks occur.

In addition, the information obtained by the shape-analysis algorithm shows that no attempt to dereference a NULL-valued pointer is ever made. Figure 12.3 shows the eight shape graphs produced by the analysis for the program point at the entry to the loop body.

Each shape graph represents a set of concrete memory configurations. In insert, the loop body is executed when the argument list is of length 2 or greater, and it advances variable $y$ along the list that is pointed to by $x$. The shape-analysis algorithm is able to discover eight shape graphs that represent all such memory configurations. The graphs represent lists of various lengths, with various numbers of list cells between the list cells pointed to by $x$ and $y$: Figure 12.3a and 12.3b represent lists in which $x$ and $y$ point to the same list cell; Figure 12.3c and 12.3d represent lists in which $x$ and $y$ point to list cells that are one apart; Figure 12.3e and 12.3f represent lists in which $x$ and $y$ point to list cells that are two apart; Figure 12.3g and 12.3h represent lists in which $x$ and $y$ point to list cells that are three or more apart.
Heap cells and their properties in the represented heaps can be read off from a shape graph in the following way:

- The name \( p \) represents pointer variable \( p \). For instance, two of the pointer variables of program `insert`, namely \( x \) and \( y \), appear in the shape graphs in Figures 12.2 and 12.3. The absence of the name \( p \) in a shape graph means that, in the stores represented by the shape graph, program variable \( p \) definitely has the value NULL. In Figure 12.3a, the absence of the name \( t \) means that \( t \) definitely has the value NULL in the stores that the shape graph represents.

- Circles stand for abstract nodes. A solid circle stands for an abstract node that represents exactly one heap cell. In Figure 12.2b, the circle \( u \) represents the one cell of an input list of length 1. Solid circles could be viewed as abstract nodes with the property “uniquely representing.” (This is the complement of the “summary” property \( sm \) that is introduced later on.)

- A dotted circle stands for an abstract node that may represent one or more heap cells; in Figure 12.2a, the dotted circle \( u \) represents the cells in the tail of the input list.

- A solid edge labeled \( c \) between abstract nodes \( m \) and \( m' \) represents the fact that the \( c \)-field of the heap cell represented by \( m \) points to the heap cell represented by \( m' \). Figure 12.3a indicates that the \( n \)-field of the first list cell points to the second list cell.

- A dotted edge labeled \( c \) between abstract nodes \( m \) and \( m' \) tells us that the \( c \)-field of one of the heap cells represented by \( m \) may point to one of the heap cells represented by \( m' \). When \( m \) and \( m' \) are the same abstract nodes, this edge may or may not represent a cycle. In Figure 12.3b, the dotted self-cycle on the dotted circle represents \( n \)-fields of heap cells represented by this abstract node possibly pointing to other heap cells represented by the dotted circle. Additional information about noncyclicity (see below) implies that, in this case, the dotted self-cycle does not represent a cycle in the heap.

- A unary property \( q \) that holds for all heap cells represented by an abstract node is represented in the graph by having a solid arrow from the property name \( q \) to that node. (These names are typically subscripted, such as \( r_{x,n} \) or \( c_n \).) For example, the property “reachable-from-\( x \)-via-\( n \),” denoted in the graph by \( r_{x,n} \), means that the heap cells represented by the corresponding abstract nodes are (transitively) reachable from pointer variable \( x \) via \( n \)-fields. Both nodes in Figure 12.3b are the targets of a solid edge from an instance of property name \( r_{x,n} \). This means the concrete cell represented by the first abstract node and all concrete cells represented by the second abstract node are reachable from \( x \) via \( n \)-fields.

- A dotted arrow from a property name \( p \) to an abstract node represents the fact that \( p \) may be true for some of the heap cells represented by the abstract node and may be false for others. The absence of an arrow from \( p \) to an abstract node means that none of the represented heap cells has property \( p \). (Examples with dotted edges are given in Section 12.3.4.)

In summary, the shape graphs portray information of three kinds:

- **Solid**, meaning “always holds” for properties (including “uniquely representing”)

- **Absent**, meaning “never holds” for properties

- **Dotted**, meaning “don’t know” for properties (including “uniquely representing”)

Shape analysis associates sets of shape graphs with each program point. They describe (a superset of) all the execution states that can occur whenever execution reaches that program point. To determine whether a property always (ever) holds at a given program point, we must check that it holds for all (some) of the shape graphs for that point.

With this interpretation in mind, all of the claims about the properties of the heap contents at the entry to the while-loop body listed at the beginning of this subsection can be checked by verifying that they hold for all of the graphs shown in Figure 12.3.
12.3 Shape Analysis

The example program `insert` works for lists of arbitrary lengths. However, as described in the preceding section (at least for one program point), the description of the lists that occur during execution is finite. As shown in Figure 12.3, eight shape graphs are sufficient to describe all of the execution states that occur at the entry of the loop body in `insert`. This is a general requirement for shape analysis. Although the data structures that a program builds or manipulates are in general of unbounded size, the shape descriptors, manipulated by a shape-analysis algorithm, have to have bounded size.

This representation of the heap contents has to be conservative in the sense that whoever asks for properties of the heap contents — for example, a compiler, a debugger, or a program-understanding system — receives a reliable answer. The claim that “pointer variable `p` or pointer field `p->c` never has the value NULL at this program point” may only be made if this is indeed the case for all executions of the program and all program paths leading to the program point. It may still be the case that in no program execution `p` (respectively `p->c`) will be NULL at this point but that the analysis will be unable to derive this information. In the field of program analysis, we say that program analysis is allowed to (only) err on the safe side.

In short, shape analysis computes for a given program and each point in the program:

- a finite, conservative representation of the heap-allocated data structures that could arise when a path to this program point is executed.

12.3.1 Summarization

The constraint that we must work with a bounded representation implies a loss of information about the heap contents. Size information, such as the lengths of lists or the depths of trees, will in general be lost. However, structural information may also be lost because of the chosen representation. Thus, a part of the execution state (or some of its properties) is exactly represented, and some part of the execution state (or some of its properties) is only approximately represented. The process leading to the latter is called summarization. Summarization intuitively means the following:

- Some heap cells will lose their identity, that is, will be represented together with other heap cells by one abstract node.
- The connectivity among those jointly represented heap cells will be represented conservatively; that is, each pointer in the heap will be represented, but several such pointers (or the absence of such pointers) may be represented jointly.
- Properties of these heap cells will also be represented conservatively. This means the following:
  - A property that holds for all (for none of the) summarized cells will be found to hold (not to hold) for their summary node.
  - A property that holds for some but not all of the summarized cells will have the value “don’t know” for the summary node.

12.3.2 Parametric Shape Analysis

Shape analysis is a generic term representing a whole class of algorithms of varying power and complexity that try to answer questions about the structure of heap-allocated storage. In our setting, a particular shape-analysis algorithm is determined by a set of properties that heap cells may have and by relations that may or may not hold between heap cells.

First, there are the aforementioned core properties, for example, the “pointed-to-by-`p`” property for each program pointer variable `p`, and the property “connected-through-`c`,” which pairs of heap cells (`l_1, l_2`) possess if the `c`-field of `l_1` points to `l_2` (see Table 12.1). These properties are part of any pointer semantics. The core properties in the particular shape analysis of the `insert` program are
The shape graphs in Figure 12.2 and the ones in Figure 12.3 are obtained using the Example 12.4 process is called representing 0 (false) and 1 (true), and an additional value, 1/2, representing uncertainty. This abstraction is computed the same way.

On a property, their summary node will receive the value “don’t know.” The values of binary properties are that is, they have the same value — the summary node receives this value. If not all summarized cells agree on this property — that is, either they all have these abstraction properties, or none of them have them. Thus, summary nodes inherit the values of the abstraction properties from the nodes they represent. For nonabstraction properties from specific pointer variables have the effect of keeping disjoint sublists summarized separately.

Therefore, the instrumentation properties in our example analysis are “is-on-an-an-cycle,” denoted by \( c_n \), “reachable-from-x-via-n,” denoted by \( r_{x,n} \), “reachable-from-y-via-n,” denoted by \( r_{y,n} \), and “reachable-from-t-via-n,” denoted by \( r_{t,n} \). For technical reasons, a property that is part of every shape analysis is “summary,” denoted by \( sm(\cdot) \).

### 12.3.3 Abstraction Functions

The abstraction function of a particular shape analysis is determined by a distinguished subset of the set of all unary properties, the so-called abstraction properties, \( A \). Given a set \( A \) of abstraction properties, the corresponding abstraction function will be called \( A \)-abstraction function (and the act of applying it, \( A \)-abstraction). If the set \( W = I - A \) is not empty, that is, if there are instrumentation predicates that are not used as abstraction predicates, we will call the abstraction \( A \)-abstraction with \( W \).

The principle of abstraction is that heap cells that have the same definite values for the abstraction properties are summarized to the same abstract node. Thus, if we view the set of abstraction properties as our means of observing the contents of the heap, the heap cells summarized by one summary node have no observable difference.

All concrete heap cells represented by the same abstract heap cells agree on their abstraction properties; that is, either they all have these abstraction properties, or none of them have them. Thus, summary nodes inherit the values of the abstraction properties from the nodes they represent. For nonabstraction properties, their values are computed in the following way: if all summarized cells agree on this property — that is, they have the same value — the summary node receives this value. If not all summarized cells agree on a property, their summary node will receive the value “don’t know.” The values of binary properties are computed the same way.

From what has been said above, it is clear that there is a need for three values: two definite values, representing 0 (false) and 1 (true), and an additional value, 1/2, representing uncertainty. This abstraction process is called truth-blurring embedding (see also Section 12.4.4).

### Example 12.4

The shape graphs in Figure 12.2 and the ones in Figure 12.3 are obtained using the \( \{x, y, t, e, r_{x,n}, r_{y,n}, r_{t,n}, r_{e,n}, c_n\} \)-abstraction function. In Figure 12.2a, all the cells in the tail of an input list of length at least 2 are summarized by the abstract node \( u \), because they all have the property \( r_{x,n} \) and do not have the properties \( x, y, t, e, r_{y,n}, r_{t,n}, r_{e,n}, c_n \). The abstract node \( u_0 \) represents exactly one cell — the first cell of the input list. It has the properties \( x \) and \( r_{x,n} \), and none of the other properties.

Now consider how the value of the property \( n \) is computed for the summary node \( u \). The different list cells that are summarized by \( u \) do not have the same values for \( n \), because at any one time a pointer field
may point to at most one heap cell. Thus, the connected-by-n-field properties of the resulting summary nodes have the value 1/2.

### 12.3.4 Designing a Shape Abstraction

This section presents a sequence of example shape abstractions to demonstrate how the precision of a shape abstraction can be changed by changing the properties used — both abstraction and nonabstraction properties. Here precision refers to the set of concrete heap structures that each abstract shape descriptor represents; a more precise shape descriptor represents a smaller set of concrete structures. One abstraction is more precise than another if it yields more precise shape descriptors. All examples treat singly linked lists of the type declared in Figure 12.1. The core properties are \( x \), later also \( y \), and \( n \).

#### Example 12.5

Consider the case of \{\( x \)\}-abstraction; that is, the only abstraction property is \( x \). Figure 12.4 depicts four lists of length 1 to 4 pointed to by \( x \) and the empty list. Figure 12.5 shows the shape graphs obtained by applying \{\( x \)\}-abstraction to the concrete lists of Figure 12.4. In addition to the lists of length 3 and 4 from Figure 12.4 (i.e., \( S_3^0 \) and \( S_3^1 \)), the shape graph \( S_3 \) also represents:

- The acyclic lists of length 5, 6, and so on that are pointed to by \( x \)
- The cyclic lists of length 3 or more that are pointed to by \( x \), such that the backpointer is not to the head of the list, but to the second, third, or later element

Thus, \( S_3 \) is a finite shape graph that captures an infinite set of (possibly cyclic) concrete lists. The example shows that a “weak” abstraction may lose valuable information: even when only acyclic lists are abstracted, the result of the abstraction is a shape graph that also represents cyclic lists.
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Example 12.6
The next example uses \{x\}-abstraction with \{c_n\}; that is, it uses cyclicity properties in addition to the abstraction property \(x\). Figure 12.6 shows two shape graphs: \(S_{acyclic}\), the result of applying this abstraction to acyclic lists, and \(S_{cyclic}\), the result of applying it to cyclic lists. Although \(S_{acyclic}\), which is obtained by \{x\}-abstraction with \{c_n\}, looks just like \(S_3\) in Figure 12.5, which is obtained just by \{x\}-abstraction (without \{c_n\}), \(S_{acyclic}\) describes a smaller set of lists than \(S_3\), namely only acyclic lists of length at least 3. The absence of a \(c_n\)-arrow to \(u_1\) expresses the fact that none of the heap cells summarized by \(u_1\) lie on a cycle.

In contrast, \(S_{cyclic}\) describes lists in which the heap cells represented both by \(u_1\) and by \(u\) definitely lie on a cycle. These are lists in which the last list element has a backpointer to the head of the list.

Example 12.7
This example shows what it means to make an instrumentation property an abstraction property. \{x, c_n\}-abstraction and \{x\}-abstraction with \{c_n\} are applied to cyclic lists, that is, lists that have a backpointer into the middle of the list. Figure 12.7 shows how the additional abstraction property \(c_n\) causes there to be two different summary nodes.

Instrumentation properties that track information about reachability from pointer variables are particularly important for avoiding a loss of precision, because they permit the abstract representations of data structures — and different parts of the same data structure — that are disjoint in the concrete world to be kept separate [57, p. 38]. A reachability property \(r_{q,n}(v)\) captures whether a heap cell \(v\) is (transitively) reachable from pointer variable \(q\) along \(n\)-fields.

Example 12.8
The power of reachability information is illustrated in our next example. Figures 12.8 and 12.9 show how a concrete list in which \(x\) points to the head and \(y\) points into the middle is mapped to two different shape graphs, depending on whether \{x, y, r_{x,n}, r_{y,n}\}-abstraction or just \{x, y\}-abstraction is used.

![Figure 12.7](image-url)

 FIGURE 12.7  (a) \{x, c_n\}-abstraction and (b) \{x\}-abstraction with \{c_n\}. The two abstractions have been applied to a list of length at least 5, with a backpointer into the middle of the list. The \(\geq 5\) elements of the lists represented by shape graph (a) are distributed as follows: at least three of them form the acyclic prefix of the list, and at least two of them form the cycle.
12.4 An Overview of a Shape-Analysis Framework

This section provides an overview of the formal underpinnings of the shape-analysis framework presented in [58]. The framework is parametric; that is, it can be instantiated in different ways to create a variety of specific shape-analysis algorithms. The framework is based on 3-valued logic. In this paper, the presentation is at a semi-technical level; for a more detailed treatment of this material, as well as several elaborations on the ideas covered here, the reader should refer to [58].

To be able to perform shape analysis, the following concepts need to be formalized:

- An encoding (or representation) of stores, so that we can talk precisely about store elements and the relationships among them.
- A language in which to state properties that store elements may or may not possess.
- A way to extract the properties of stores and store elements.
- A definition of the concrete semantics of the programming language, in particular, one that makes it possible to track how properties change as the execution of a program statement changes the store.
- A technique for creating abstractions of stores so that abstract interpretation can be applied.

In our approach, the formalization of each of these concepts is based on predicate logic.

12.4.1 Representing Stores via 2-Valued and 3-Valued Logical Structures

To represent stores, we work with what logicians call logical structures. A logical structure is associated with a vocabulary of predicate symbols (with given arities). So far we have talked about properties of different
Table 12.1 lists the predicates used for representing the stores manipulated by programs that use the "variable-embeddings" (explained in Section 12.4.4).

Each logical structure $S$, denoted by $(U^S, i^S)$, has a universe of individuals $U^S$. In a 2-valued logical structure, $i^S$ maps each arity-$k$ predicate symbol $p$ and possible $k$-tuple of individuals $(u_1, \ldots, u_k)$, where $u_i \in U^S$, to the value 0 or 1 (i.e., false and true, respectively). In a 3-valued logical structure, $i^S$ maps $p$ and $(u_1, \ldots, u_k)$ to the value 0, 1, or 1/2 (i.e., false, true, and unknown, respectively).

2-valued logical structures will be used to encode concrete stores; 3-valued logical structures will be used to encode abstract stores; members of these two families of structures will be related by “truth-blurring embeddings” (explained in Section 12.4.4).

2-valued logical structures are used to encode concrete stores as follows: individuals represent memory locations in the heap; pointers from the stack into the heap are represented by unary “pointed-to-by-variable-qi predicates; and pointer-valued fields of data structures are represented by binary predicates.

**Example 12.9**

Table 12.1 lists the predicates used for representing the stores manipulated by programs that use the List data-type declaration from Figure 12.1a. In the case of insert, the unary predicates $x$, $y$, $t$, and $e$ correspond to the program variables $x$, $y$, $t$, and $e$, respectively. The binary predicate $n$ corresponds to the $n$-fields of List elements.

Figure 12.10 illustrates the 2-valued logical structures that represent lists of length $\leq 4$ that are pointed to by program variable $x$. Column 3 of Figure 12.10 gives a graphical rendering of these 2-valued logical structures; note that these graphs are identical to those depicted in Figure 12.4:

- Individuals of the universe are represented by circles with names inside.
- A unary predicate $p$ is represented in the graph by having a solid arrow from the predicate name $p$ to node $u$ for each individual $u$ for which $i(p)(u) = 1$ and no arrow from predicate name $p$ to node $u'$ for each individual $u'$ for which $i(p)(u') = 0$. (If $i(p)$ is 0 for all individuals, the predicate name $p$ will not be shown.)
- A binary predicate $q$ is represented in the graph by a solid arrow labeled $q$ between each pair of individuals $u_i$ and $u_j$ for which $i(q)(u_i, u_j) = 1$ and no arrow between pairs $u_i'$ and $u_j'$ for which $i(q)(u_i', u_j') = 0$.

<table>
<thead>
<tr>
<th>Name</th>
<th>Logical Structure</th>
<th>Graphical Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_0^a$</td>
<td>unary preds.</td>
<td><img src="image1" alt="Graphical Representation" /></td>
</tr>
<tr>
<td>$S_1^a$</td>
<td>unary preds.</td>
<td><img src="image2" alt="Graphical Representation" /></td>
</tr>
<tr>
<td>$S_2^a$</td>
<td>unary preds.</td>
<td><img src="image3" alt="Graphical Representation" /></td>
</tr>
<tr>
<td>$S_3^a$</td>
<td>unary preds.</td>
<td><img src="image4" alt="Graphical Representation" /></td>
</tr>
<tr>
<td>$S_4^a$</td>
<td>unary preds.</td>
<td><img src="image5" alt="Graphical Representation" /></td>
</tr>
</tbody>
</table>

**FIGURE 12.10** The 2-valued logical structures that represent lists of length $\leq 4$. 
Thus, in structure $S^2_2$, pointer variable $x$ points to individual $u_1$, whose $n$-field points to individual $u_2$. The $n$-field of $u_2$ does not point to any individual (i.e., $u_2$ represents a heap cell whose $n$-field has the value NULL).

### 12.4.2 Extraction of Store Properties

2-valued structures offer a systematic way to answer questions about properties of the concrete stores they encode. For example, consider the formula

$$\phi_u(v) \overset{\text{def}}{=} \exists v_1, v_2 : n(v_1, v) \land n(v_2, v) \land v_1 \neq v_2$$

(12.1)

which expresses the “is-shared” property. Do two or more different heap cells point to heap cell $v$ via their $n$-fields? For instance, $\phi_u(v)$ evaluates to 0 in $S^2_2$ for the assignment $[v \mapsto u_2]$, because there is no assignment of the form $[v_1 \mapsto u_i, v_2 \mapsto u_j]$ such that $t^{S^2_2}(n(u_i, u_2)), t^{S^2_2}(n(u_j, u_2))$, and $u_i \neq u_j$ all hold.

As a second example, consider the formula

$$\phi_{\text{n+}}(v) \overset{\text{def}}{=} n^+(v, v)$$

(12.2)

which expresses the property of whether a heap cell $v$ appears on a directed $n$-cycle. Here $n^+$ denotes the transitive closure of the $n$-relation. Formula $\phi_{\text{n+}}(v)$ evaluates to 0 in $S^2_2$ for the assignment $[v \mapsto u_2]$, because the transitive closure of the relation $t^{S^2_2}(n)$ does not contain the pair $(u_2, u_2)$.

The preceding discussion can be summarized as the following principle:

**Observation 12.1 (Property-Extraction Principle).** By encoding stores as logical structures, questions about properties of stores can be answered by evaluating formulas. The property holds or does not hold, depending on whether the formula evaluates to 1 or 0, respectively, in the logical structure.

The language in which queries are posed is standard first-order logic with a transitive-closure operator. The notion of evaluating a formula $\phi$ in logical structure $S$ with respect to assignment $Z$ (where $Z$ assigns individuals to the free variables of $\phi$) is completely standard (e.g., see [17, 58]). We use the notation $[[\phi]]_S^Z$ to denote the value of $\phi$ in $S$ with respect to $Z$.

### 12.4.3 Expressing the Semantics of Program Statements

Our tool for expressing the semantics of program statements is also based on evaluating formulas:

**Observation 12.2 (Expressing the Semantics of Statements via Logical Formulas).** Suppose that $\sigma$ is a store that arises before statement $st$, that $\sigma'$ is the store that arises after $st$ is evaluated on $\sigma$, and that $S$ is the logical structure that encodes $\sigma$. A collection of predicate-update formulas — one for each predicate $p$ in the vocabulary of $S$ — allows one to obtain the structure $S'$ that encodes $\sigma'$. When evaluated in structure $S$, the predicate-update formula for a predicate $p$ indicates what the value of $p$ should be in $S'$.

In other words, the set of predicate-update formulas captures the concrete semantics of $st$.

This process is illustrated in Figure 12.11 for the statement $y = y -> n$, where the initial structure $S^2_0$ represents a list of length 4 that is pointed to by both $x$ and $y$. Figure 12.11 shows the predicate-update formulas for the five predicates of the vocabulary used in conjunction with $\text{insert}: x, y, t, e$, and $n$; the symbols $x', y', t', e'$, and $n'$ denote the values of the corresponding predicates in the structure that arises after execution of $y = y -> n$. Predicates $x', t', e'$, and $n'$ are unchanged in value by $y = y -> n$. The predicate-update formula $y'(v) = \exists v_1 : y(v_1) \land n(v_1, v)$ expresses the advancement of program variable $y$ down the list.
12.4.4 Abstraction via Truth-Blurring Embeddings

The abstract stores used for shape analysis are 3-valued logical structures that, by the construction discussed below, are a priori of bounded size. In general, each 3-valued logical structure corresponds to a (possibly infinite) set of 2-valued logical structures. Members of these two families of structures are related by truth-blurring embeddings.

The principle behind truth-blurring embedding is illustrated in Figure 12.12, which shows how 2-valued structure $S^2_a$ is abstracted to 3-valued structure $S_a$ when we use $\{x, y, t, e\}$-abstraction. Abstraction is driven by the values of the “vector” of unary predicate values that each individual $u$ has — that is, for $S^2_a$, by the values $\iota(x)(u), \iota(y)(u), \iota(t)(u)$, and $\iota(e)(u)$ — and, in particular, by the equivalence

$$y = y' \rightarrow n$$

FIGURE 12.11 The given predicate-update formulas express a transformation on logical structures that corresponds to the semantics of $y = y' \rightarrow n$.

<table>
<thead>
<tr>
<th>unary preds.</th>
<th>binary preds.</th>
</tr>
</thead>
<tbody>
<tr>
<td>indiv.</td>
<td>$x$</td>
</tr>
<tr>
<td>$u_1$</td>
<td>1</td>
</tr>
<tr>
<td>$u_2$</td>
<td>0</td>
</tr>
<tr>
<td>$u_3$</td>
<td>0</td>
</tr>
<tr>
<td>$u_4$</td>
<td>0</td>
</tr>
</tbody>
</table>

FIGURE 12.12 The abstraction of 2-valued structure $S^2_a$ to 3-valued structure $S_a$ when we use $\{x, y, t, e\}$-abstraction. The boxes in the tables of unary predicates indicate how individuals are grouped into equivalence classes; the boxes in the tables for predicate $n$ indicate how the quotient of $n$ with respect to these equivalence classes is performed.


classes formed from the individuals that have the same vector for their unary predicate values. In $S^3_u$, there are two such equivalence classes: (a) $\{u_1\}$, for which $x$, $y$, $t$, and $e$ are 1, 1, 0, and 0, respectively, and (b) $\{u_2, u_3, u_4\}$, for which $x$, $y$, $t$, and $e$ are all 0. (The boxes in the table of unary predicates for $S^3_u$ show how individuals of $S^3_u$ are grouped into two equivalence classes.)

All members of such equivalence classes are mapped to the same individual of the 3-valued structure. Thus, all members of $\{u_2, u_3, u_4\}$ from $S^3_u$ are mapped to the same individual in $S_\ast$, called $u_{234}$.

Similarly, all members of $\{u_1\}$ from $S^3_u$ are mapped to the same individual in $S_\ast$, called $u_1$.

For each non-unary predicate of the 2-valued structure, the corresponding predicate in the 3-valued structure is formed by a truth-blurring quotient. For instance:

- In $S^3_u$, $\tilde{t}^S(n)(u_1, u_1)$ evaluates to 0 for the only pair of individuals in $\{u_1\} \times \{u_1\}$. Therefore, in $S_\ast$ the value of $\tilde{t}_S(n)(u_1, u_1)$ is 0.
- In $S^3_u$, $\tilde{t}^S(n)$ evaluates to 0 for all pairs from $\{u_2, u_3, u_4\} \times \{u_1\}$. Therefore, in $S_\ast$ the value of $\tilde{t}_S(n)(u_{234}, u_1)$ is 0.
- In $S^3_u$, $\tilde{t}^S(n)$ evaluates to 0 for two of the pairs from $\{u_1\} \times \{u_2, u_3, u_4\}$ (i.e., $\tilde{t}_S(n)(u_1, u_3) = 0$ and $\tilde{t}_S(n)(u_1, u_4) = 0$), whereas $\tilde{t}_S(n)$ evaluates to 1 for the other pair (i.e., $\tilde{t}_S(n)(u_1, u_2) = 1$); therefore, in $S_\ast$ the value of $\tilde{t}_S(n)(u_1, u_{234})$ is 1/2.
- In $S^3_u$, $\tilde{t}^S(n)$ evaluates to 0 for some pairs from $\{u_2, u_3, u_4\} \times \{u_2, u_3, u_4\}$ (e.g., $\tilde{t}_S(n)(u_2, u_4) = 0$), whereas $\tilde{t}_S(n)$ evaluates to 1 for other pairs (e.g., $\tilde{t}_S(n)(u_2, u_3) = 1$); therefore, in $S_\ast$ the value of $\tilde{t}_S(n)(u_{234}, u_{234})$ is 1/2.

In Figure 12.12, the boxes in the tables for predicate $n$ indicate these four groupings of values.

An additional unary predicate, called $sm$ (standing for "summary"), is added to the 3-valued structure to capture whether individuals of the 3-valued structure represent more than one concrete individual. For instance, $\tilde{t}_S(n)(u_1) = 0$ because $u_1$ in $S_\ast$ represents a single individual of $S^3_u$. However, $u_{234}$ represents three individuals of $S^3_u$. For technical reasons, $sm$ can be 0 or 1/2, but never 1; therefore, $\tilde{t}_S(sm)(u_{234}) = 1/2$.

### 12.4.5 Conservative Extraction of Store Properties

Questions about properties of 3-valued structures can be answered by evaluating formulas using Kleene’s semantics of 3-valued logic (see [58]). The value of a formula is obtained in almost exactly the same way that it is obtained in ordinary 2-valued logic, except that the propositional operators are given the interpretations shown in Table 12.2. (The evaluation rules for $\exists$, $\forall$, and transitive closure are adjusted accordingly; that is, $\exists$ and $\forall$ are treated as indexed-$\lor$ and indexed-$\land$ operators, respectively.) We use the notation $\llbracket \varphi \rrbracket^S_Z$ to denote the value of $\varphi$ in 3-valued logical structure $S$ with respect to 3-valued assignment $Z$.

We define a partial order $\sqsubseteq$ on truth values to reflect their degree of definiteness (or information content): $l_1 \sqsubseteq l_2$ denotes that $l_1$ is at least as definite as $l_2$.

---

---
FIGURE 12.13  The 3-valued logical structures that are obtained by applying truth-blurring embedding to the 2-valued structures that appear in Figure 12.10.

Definition 12.1  (Information Order). For $l_1, l_2 \in \{0, 1/2, 1\}$, we define the information order on truth values as follows: $l_1 \sqsubseteq l_2$ if $l_1 = l_2$ or $l_2 = 1/2$. The symbol $\sqcup$ denotes the least-upper-bound operation with respect to $\sqsubseteq$:

\[
\begin{array}{ccc}
\sqcup & 0 & 1/2 & 1 \\
0 & 0 & 1/2 & 1/2 \\
1/2 & 1/2 & 1/2 & 1/2 \\
1 & 1/2 & 1/2 & 1 \\
\end{array}
\]

The 3-valued semantics is monotonic in the information order (see Table 12.2).

In [58] the embedding theorem states that the 3-valued Kleene interpretation in $S$ of every formula is consistent with (i.e., $\sqsubset$) the formula’s 2-valued interpretation in every concrete store $S^S$ that $S$ represents. Consequently, questions about properties of stores can be answered by evaluating formulas using Kleene’s semantics of 3-valued logic:

- If a formula evaluates to 1, then the formula holds in every store represented by the 3-valued structure $S$.
- If a formula evaluates to 0, then the formula does not hold in any store represented by $S$.
- If a formula evaluates to 1/2, then we do not know if this formula holds in all stores, does not hold in any store, or holds in some stores and does not hold in some other stores represented by $S$.

Consider the formula $\varphi_{cn}(v)$ defined in Equation 12.2. (Does heap cell $v$ appear on a directed cycle of $n$-fields?) Formula $\varphi_{cn}(v)$ evaluates to 0 in structure $S_3$ from Figure 12.13 for the assignment $[v \mapsto u_1]$, because $n^+(u_1, u_1)$ evaluates to 0 in Kleene’s semantics.

Formula $\varphi_{cn}(v)$ evaluates to 1/2 in $S_3$ for the assignment $[v \mapsto u]$, because $t^S_S(n)(u, u) = 1/2$, and thus $n^+(u, u)$ evaluates to 1/2 in Kleene’s semantics. Because of this, we do not know whether $S_3$ represents a concrete store that has a cycle; this uncertainty implies that (the tail of) the list pointed to by $x$ might be cyclic.

In many situations, however, we are interested in analyzing the behavior of a program under the assumption, for example, that the program’s input is an acyclic list. If an abstraction is not capable of expressing the distinction between cyclic and acyclic lists, an analysis algorithm based on that abstraction will usually be able to recover only very imprecise information about the actions of the program.
For this reason, we are interested in having our parametric framework support abstractions in which, for instance, the acyclic lists are distinguished from the cyclic lists. Our framework supports such distinctions by using instrumentation predicates.

The preceding discussion illustrates the following principle:

**Observation 12.3 (Instrumentation Principle).** Suppose that $S$ is a 3-valued structure that represents the 2-valued structure $S^\circ$. By explicitly “storing” in $S$ the values that a formula $\varphi$ has in $S^\circ$, it is sometimes possible to extract more precise information from $S$ than can be obtained just by evaluating $\varphi$ in $S$.

In our experience, we have found three kinds of instrumentation predicates to be useful:

- **Nullary predicates** record Boolean information (and are similar to the “predicates” in predicate abstraction [3, 22]). For example, to distinguish between cyclic and acyclic lists, we can define an instrumentation predicate $c_0$ by the formula

$$\varphi_{c_0} \overset{\text{def}}{=} \exists v : n^+(v, v)$$ (12.3)

which expresses the property that some heap cell $v$ lies on a directed $n$-cycle. Thus, when $\iota^S(c_0)$ is 0, we know that $S$ does not represent any memory configurations that contain cyclic data structures.

- **Unary instrumentation predicates** record information for unbounded sets of objects. Examples of some unary instrumentation predicates are given in Section 12.3.4. Notice that the unary cyclicity predicate $c_n$ (defined by an open formula [see Equation 12.2]) allows finer distinctions than are possible with the nullary cyclicity predicate (defined by a closed formula [see Equation 12.3]). Unary cyclicity predicate $c_n(v)$ records information about the cyclicity properties of individual nodes — namely, $c_n(v)$ records whether node $v$ lies on a cycle; nullary cyclicity predicate $c_0$ records a property of the heap as a whole — namely, whether the heap contains any cycle.

- **Binary instrumentation predicates** record relationships between unbounded sets of objects. For example, the instrumentation predicate $t[n](v_1, v_2) \overset{\text{def}}{=} n^+(v_1, v_2)$ records the existence of $n$-paths from $v_1$ to $v_2$.

Moreover, instrumentation predicates that are unary can also be used as abstraction predicates.

In Section 12.3.4, we saw how it is possible to change the shape abstraction in use by changing the set of instrumentation predicates in use and/or by changing which unary instrumentation predicates are used as abstraction predicates. By using the right collection of instrumentation predicates and abstraction predicates, shape-analysis algorithms can be created that, in many cases, determine precise shape information for programs that manipulate several (possibly cyclic) data structures simultaneously. The information obtained is more precise than that obtained from previous work on shape analysis.

In Section 12.5, several other instrumentation predicates are introduced that augment shape descriptors with auxiliary information that permits flow-dependence information to be read off from the results of shape analysis.

### 12.4.6 Abstract Interpretation of Program Statements

The goal of a shape-analysis algorithm is to associate with each vertex $v$ of control-flow graph $G$, a finite set of 3-valued structures that “describes” all of the 2-valued structures that can arise at $v$ (and possibly more). The abstract semantics can be expressed as the least fixed point (in terms of set inclusion) of a system of equations over variables that correspond to vertices in the program. The right-hand side of each equation is a transformer that represents the abstract semantics for an individual statement in the program.

The most complex issue we face is the definition of the abstract semantics of program statements. This abstract semantics has to (a) be conservative, that is, must account for every possible runtime situation, and (b) should not yield too many “unknown” values.
The fact that the concrete semantics of statements can be expressed via logical formulas (Observation 12.2), together with the fact that the evaluation of a formula \( \varphi \) in a 3-valued structure \( S \) is guaranteed to be safe with respect to the evaluation of \( \varphi \) in any 2-valued structure that \( S \) represents (the embedding theorem), means that one abstract semantics falls out automatically from the concrete semantics. One merely has to evaluate the predicate-update formulas of the concrete semantics on 3-valued structures.

Observation 12.4 (Reinterpretation Principle). Evaluation of the predicate-update formulas for a statement \( st \) in 2-valued logic captures the transfer function for \( st \) of the concrete semantics. Evaluation of the same formulas in 3-valued logic captures a sound transfer function for \( st \) of the abstract semantics.

If \( st \) is a statement, \( [[st]]_3 \) denotes the transformation on 3-valued structures that is defined by evaluating in 3-valued logic the predicate-update formulas that represent the concrete semantics of \( st \).

Figure 12.14 combines Figures 12.11 and 12.12 (see column 2 and row 1, respectively, of Figure 12.14). Column 4 of Figure 12.14 illustrates how the predicate-update formulas that express the concrete semantics for \( y = y -> n \) also express a transformation on 3-valued logical structures — that is, an abstract semantics — that is safe with respect to the concrete semantics (cf. \( S^3_a \to S^5_b \) versus \( S_a \to S_b \)).

As we will see, this approach has a number of good properties:

- Because the number of elements in the 3-valued structures that we work with is bounded, the abstract-interpretation process always terminates.
- The embedding theorem implies that the results obtained are conservative.
- By defining appropriate instrumentation predicates, it is possible to emulate some previous shape-analysis algorithms (e.g., [8, 25, 30, 33]).

Unfortunately, there is also bad news: the method described above and illustrated in Figure 12.14 can be very imprecise. For instance, the statement \( y = y -> n \) illustrated in Figure 12.14 sets \( y \) to the value of \( y -> n \); that is, it makes \( y \) point to the next element in the list. In the abstract semantics, the evaluation in structure \( S_a \) of the predicate-update formula \( y'(v) = \exists v_1 : y(v_1) \land n(v_1, v) \) causes \( \neg \wedge (n(u_234)) \) to be set to 1/2. When \( \exists v_1 : y(v_1) \land n(v_1, v) \) is evaluated in \( S_a \), we have \( \neg \wedge (n(u_1, u_234)) = 1 \land 1/2 = 1/2 \).

The discussion above ignores the fact that for every statement and condition in the program, we also need to define how to update each instrumentation predicate \( p \). That is, if \( p \) is defined by \( \varphi_p \), an update formula is needed for transformation \( [[st]]_3(S) \) to produce an appropriate set of values for predicate \( p \).

The simplest way is to reevaluate \( \varphi_p \) on the core predicates produced by \( [[st]]_3(S) \). In practice, however, this approach does not work very well because information will be lost under abstraction. As observed elsewhere [58], when working in 3-valued logic, Observation 12.3 implies that it is usually possible to retain more precision by defining a special instrumentation-predicate maintenance formula, \( \mu_{p,a}(v_1, \ldots, v_k) \), and evaluating \( \mu_{p,a}(v_1, \ldots, v_k) \) in structure \( S \).

In [37, 50] algorithms are given that create an alternative predicate-maintenance formula \( \mu_{p,a} \) for \( p \in I \) in terms of two finite-differencing operators, denoted by \( \Delta^-_a[.] \) and \( \Delta^+_a[.] \), which capture the negative and positive changes, respectively, that execution of statement \( st \) induces in an instrumentation predicate’s value. The formula \( \mu_{p,a} \) is created by combining \( p \) with \( \Delta^-_a[\varphi_p] \) and \( \Delta^+_a[\varphi_p] \) as follows:

\[
\mu_{p,a} = p \wedge \Delta^-_a[\varphi_p] \wedge \Delta^+_a[\varphi_p].
\]
FIGURE 12.14 Commutative diagram that illustrates the relationships among (i) the transformation on 2-valued structures (defined by predicate-update formulas) that represents the concrete semantics for $y = y \rightarrow n$, (ii) abstraction, and (iii) the transformation on 3-valued structures (defined by the same predicate-update formulas) that represents the simple abstract semantics for $y = y \rightarrow n$ obtained via the reinterpretation principle (Observation 12.4). (In this example, $\{x, y, t, e\}$-abstraction is used.)
Consequently, all we can surmise after the execution of \( y = y \rightarrow n \) is that \( y \) may point to one of the heap cells that summary node \( S_{b} \) represents (see \( S_{b} \)).

In contrast, the truth-blurring embedding of \( S_{b} \) is \( S_{c} \); thus, column 4 and row 4 of Figure 12.14 show that the abstract semantics obtained via Observation 12.4 can lead to a structure that is not as precise as what the abstract domain is capable of representing (cf. structures \( S_{c} \) and \( S_{b} \)).

As mentioned in Example 12.8, the use of reachability information is very important for retaining precision during shape analysis. However, even this mechanism is not sufficiently powerful to fix the problem. The same problem still occurs even if we use \( \{ x, y, t, e, i_{s}, r_{x, t}, r_{y, s}, r_{e, r_{x}}, r_{e, r_{y}} \} \)-abstraction with \( \{ c_{s} \} \). Figure 12.15 shows the result of applying the abstract semantics of the statement \( s_{0} : y = y \rightarrow n \) to structure \( S_{b} \) — one of the 3-valued structures that arises in the analysis of \( \text{insert} \) just before \( y \) is advanced down the list by statement \( s_{b} \). Similar to what was illustrated in Figure 12.14, the resulting structure \( S_{b} \) shown in Figure 12.15 is not as precise as what the abstract domain is capable of representing.

For instance, \( S_{b} \) does not contain a node that is definitely pointed to by \( y \).

This imprecision leads to problems when a destructive update is performed. In particular, the first column in Table 12.3 shows what happens when the abstract transformers for the five statements that follow the search loop in \( \text{insert} \) are applied to \( S_{b} \). Because \( y(v) \) evaluates to 1/2 for the summary node, we eventually reach the situation shown in the fourth row of structures, in which \( y, e, r_{x}, r_{y}, r_{e, r_{x}}, r_{e, r_{y}} \) and \( i_{s} \) are all 1/2 for the summary node. As a result, with the approach that has been described thus far, the abstract transformer for \( y \rightarrow n = e \) sets the value of \( c_{s} \) for the summary node to 1/2. Consequently, the analysis fails to determine that the structure returned by \( \text{insert} \) is an acyclic list.

In contrast, the analysis that uses the techniques described in the remainder of this section is able to determine that at the end of \( \text{insert} \) the following properties always hold: (a) \( x \) points to an acyclic list that has no shared elements, (b) \( y \) points into the tail of the \( x \)-list, and (c) the value of \( e \) and \( y \rightarrow n \) are equal.

It is worthwhile to note that the precision problem becomes even more acute for shape-analysis algorithms that, like [8], do not explicitly track reachability properties. The reason is that, without reachability, \( S_{b} \) represents situations in which \( y \) points to an element that is not even part of the \( x \)-list.

### 12.4.6.1 Mechanisms for an Improved Abstract Semantics

The remainder of this section describes the main ideas behind two mechanisms that provide a more precise way of defining the abstract semantics of program statements. In particular, these mechanisms are able to “materialize” new nonsynonym nodes from summary nodes as data structures are traversed. As we will see, these improvements allow us to determine more precise shape descriptors for the data structures that arise in the \( \text{insert} \) program.

In formulating an improved approach, our goal is to retain the property that the transformer for a program statement falls out automatically from the predicate-update formulas of the concrete semantics and the predicate-update formulas supplied for the instrumentation predicates. Thus, the main idea
behind the improved approach is to decompose the transformer for \( st \) into a composition of several functions, as depicted in Figure 12.16 and explained below, each of which falls out automatically from the predicate-update formulas of the concrete semantics and the predicate-update formulas supplied for the instrumentation predicates:

- The operation \textit{focus} refines 3-valued structures so that the formulas that define the meaning of \( st \) evaluate to definite values. The \textit{focus} operation thus brings these formulas “into focus.”
- The simple abstract meaning function for statement \( st, \llbracket st \rrbracket_3 \), is then applied.
- The operation \textit{coerce} converts a 3-valued structure into a more precise 3-valued structure by removing certain kinds of inconsistencies.

(The 10 structures referred to in Figure 12.16 are depicted in Figure 12.17. Figure 12.17 will be used to explain the improved mechanisms that are presented in Sections 12.4.6.2 and 12.4.6.3.)

It is worth noting that both \textit{focus} and \textit{coerce} are \textit{semantic-reduction} operations (a concept originally introduced in [12]). That is, they convert a set of 3-valued structures into a more precise set of 3-valued structures that describe the same set of stores. This property, together with the correctness of the structure transformer \( \llbracket st \rrbracket_3 \), guarantees that the overall multi-stage semantics is correct. In the context of a

<table>
<thead>
<tr>
<th>One-Stage</th>
<th>Multi-Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Diagram 1" /></td>
<td><img src="image2.png" alt="Diagram 2" /></td>
</tr>
<tr>
<td><img src="image3.png" alt="Diagram 3" /></td>
<td><img src="image4.png" alt="Diagram 4" /></td>
</tr>
<tr>
<td><img src="image5.png" alt="Diagram 5" /></td>
<td><img src="image6.png" alt="Diagram 6" /></td>
</tr>
<tr>
<td><img src="image7.png" alt="Diagram 7" /></td>
<td><img src="image8.png" alt="Diagram 8" /></td>
</tr>
<tr>
<td><img src="image9.png" alt="Diagram 9" /></td>
<td><img src="image10.png" alt="Diagram 10" /></td>
</tr>
</tbody>
</table>
parametric framework for abstract interpretation, semantic reductions are valuable because they allow the transformers of the abstract semantics to be defined in the modular fashion shown in Figure 12.16.

12.4.6.2 The Focus Operation

The operation focus\( F \) generates a set of structures on which a given set of formulas \( F \) have definite values for all assignments. (This operation will be denoted by focus when \( F \) is clear from the context or when we are referring to a focus operation for \( F \) in the generic sense.) The focus formulas used in shape analysis are determined from the left-hand side (as an L-value) and right-hand side (as an R-value) of each kind of statement in the programming language. These are illustrated in the following example.

Example 12.10

For the statement \( \text{st}_0: y = y->n \) in procedure \text{insert}, we focus on the formula

\[
\phi_0(v) \overset{\text{def}}{=} \exists v_1 : y(v_1) \land n(v_1, v)
\]  

(12.4)

---

**FIGURE 12.16**  One-stage vs. multi-stage abstract semantics for statement \( \text{st}_0: y = y->n \).
which corresponds to the R-value of the right-hand side of $st_0$ (the heap cell pointed to by $y \rightarrow n$). The upper part of Figure 12.17 illustrates the application of focus$_{\phi_0}(S_a)$, where $S_a$ is the structure shown in Figure 12.15 that occurs in insert just before the first application of statement $st_0$: $y = y \rightarrow n$. This results in three structures: $S_{a,f0}$, $S_{a,f1}$, and $S_{a,f2}$:

- In $S_{a,f0}$, $[[\phi_0]]_3^{S_{a,f0}}([v \mapsto u])$ equals 0. This structure represents a situation in which the concrete list that $x$ and $y$ point to has only one element, but the store also contains garbage cells, represented by summary node $u$. (As we will see later, this structure is inconsistent because of the values of the $r_{x,n}$ and $r_{y,n}$ instrumentation predicates and will be eliminated from consideration by coercion.)
- In $S_{a,f1}$, $[[\phi_0]]_3^{S_{a,f1}}([v \mapsto u])$ equals 1. This covers the case where the list that $x$ and $y$ point to has only two elements. For all of the concrete cells that summary node $u$ represents, $\phi_0$ must evaluate to 1, so $u$ must represent just a single list node.
- In $S_{a,f2}$, $[[\phi_0]]_3^{S_{a,f2}}([v \mapsto u.0])$ equals 0 and $[[\phi_0]]_3^{S_{a,f2}}([v \mapsto u.1])$ equals 1. This covers the case where the list that $x$ and $y$ point to is a list of three or more elements. For all of the concrete cells that $u.0$ represents, $\phi_0$ must evaluate to 0, and for all of the cells that $u.1$ represents, $\phi_0$ must evaluate to 1. This case captures the essence of node materialization as described in [57]: individual $u$ is bifurcated into two individuals.

The structures shown in Figure 12.17 are constructed by focus$_{\phi_0}(S_a)$ by considering the reasons why $[[\phi_0]]_3^S(Z)$ evaluates to 1/2 for various assignments $Z$. In some cases, $[[\phi_0]]_3^S(Z)$ already has a definite value; for instance, $[[\phi_0]]_3^S([v \mapsto u1])$ equals 0, and therefore $\phi_0$ is already in focus at $u1$. In contrast, $[[\phi_0]]_3^S([v \mapsto u])$ equals 1/2. We can construct three (maximal) structures $S$ from $S_a$ in which $[[\phi_0]]_3^S([v \mapsto u])$ has a definite value:

- $S_{a,f0}$, in which $t_{S_{a,f0}}(n)(u1,u)$ is set to 0, and thus $[[\phi_0]]_3^{S_{a,f0}}([v \mapsto u])$ equals 0.
- $S_{a,f1}$, in which $t_{S_{a,f1}}(n)(u1,u)$ is set to 1, and thus $[[\phi_0]]_3^{S_{a,f1}}([v \mapsto u])$ equals 1.
- $S_{a,f2}$, in which $u$ has been bifurcated into two different individuals, $u.0$ and $u.1$. In $S_{a,f2}$, $t_{S_{a,f2}}(n)(u1,u.0)$ is set to 0, and thus $[[\phi_0]]_3^{S_{a,f2}}([v \mapsto u.0])$ equals 0, whereas $t_{S_{a,f2}}(n)(u1,u.1)$ is set to 1, and thus $[[\phi_0]]_3^{S_{a,f2}}([v \mapsto u.1])$ equals 1.

An algorithm for focus that is based on these ideas is given in [58].

The greater the number of formulas on which we focus, the greater the number of distinctions that the shape-analysis algorithm can make, leading to improved precision. However, using a larger number of focus formulas can increase the number of structures that arise, thereby increasing the cost of analysis. Our preliminary experience indicates that in shape analysis there is a simple way to define the formulas on which to focus that guarantees that the number of structures generated grows only by a constant factor. The main idea is that in a statement of the form $lhs = rhs$, we only focus on formulas that define the heap cells for the L-value of $lhs$ and the R-value of $rhs$. Focusing on L-values and R-values ensures that the application of the abstract transformer does not set to 1/2 the entries of core predicates that correspond to pointer variables and fields that are updated by the statement. This approach extends naturally to program conditions and to statements that manipulate multiple L-values and R-values.

For our simplified language and type $List$, the target formulas on which to focus can be defined as shown in Table 12.4. Let us examine a few of the cases from Table 12.4:

- For the statement $x = NULL$, the set of target formulas is the empty set because neither the $lhs$ L-value nor the $rhs$ R-value is a heap cell.
- For the statement $x = t \rightarrow n$, the set of target formulas is the singleton set $\{\exists v1 : t(v1) \land n(v1,v)\}$ because the $lhs$ L-value cannot be a heap cell, and the $rhs$ R-value is the cell pointed to by $t \rightarrow n$.
- For the statement $x \rightarrow n = t$, the set of target formulas is the set $\{x(v), t(v)\}$ because the $lhs$ L-value is the heap cell pointed to by $x$, and the $rhs$ R-value is the heap cell pointed to by $t$.
- For the condition $x == t$, the set of target formulas is the set $\{x(v), t(v)\}$; the R-values of the two sides of the conditional expression are the heap cells pointed to by $x$ and $t$. 


12.4.6.3 The Coerce Operation

The operation coerce converts a 3-valued structure into a more precise 3-valued structure by removing certain kinds of inconsistencies. The need for coerce can be motivated by the following example:

Example 12.11

After focus, the simple transformer $\llbracket st \rrbracket_3$ is applied to each of the structures produced. For instance, in Example 12.10, $\llbracket st_0 \rrbracket_3$ is applied to structures $S_{a,f,0}$, $S_{a,f,1}$, and $S_{a,f,2}$ to obtain structures $S_{a,o,0}$, $S_{a,o,1}$, and $S_{a,o,2}$, respectively (see Figure 12.17).

However, this process can produce structures that are not as precise as we would like. The intuitive reason for this state of affairs is that there can be interdependences between different properties stored in a structure, and these interdependences are not necessarily incorporated in the definitions of the predicate-update formulas. In particular, consider structure $S_{a,o,2}$. In this structure, the $n$-field of $u.0$ can point to $u.1$, which suggests that $y$ may be pointing to a heap-shared cell. However, this is incompatible with the fact that $v(u.1) = 0$ (i.e., $u.1$ cannot represent a heap-shared cell) and the fact that $v(n)(u.1, u.1) = 1$ (i.e., it is known that $u.1$ definitely has an incoming $n$-edge from a cell other than $u.0$).

Also, the structure $S_{a,o,0}$ describes an impossible situation: $v(f_{y,n})(u) = 1$ and yet $u$ is not reachable — or even potentially reachable — from a heap cell that is pointed to by $y$.

The coerce mechanism is a systematic method that captures interdependences among the properties stored in 3-valued structures; coerce removes indefinite values that violate certain consistency rules, thereby “sharpening” the structures that arise during shape analysis. This remedies the imprecision illustrated in Example 12.11. In particular, when the sharpening process is applied to structure $S_{a,o,2}$ from Figure 12.17, the structure that results is $S_{b,2}$. In this case, the sharpening process discovers that (a) two of the $n$-edges with value 1/2 can be removed from $S_{a,o,2}$ and (b) individual $u.1$ can only ever represent a single individual in each of the structures that $S_{a,o,2}$ represents, and hence $u.1$ should not be labeled as a summary node. These facts are not something that the mechanisms that have been described in earlier sections are capable of discovering. Also, the structure $S_{a,o,0}$ is discarded by the sharpening process.

The sharpening mechanism that coerce provides is crucial to the success of the improved shape-analysis framework because it allows a more accurate job of materialization to be performed than would otherwise be possible. For instance, note how the sharpened structure, $S_{b,2}$, clearly represents an unshared list of length 3 or more that is pointed to by $x$ and whose second element is pointed to by $y$. In fact, in the domain of $\{x, y, t, e, b, r_{x,n}, r_{x,m}, r_{y,n}, r_{y,m}, r_{e,n}\}$-abstraction with $c_n$, $S_{b,2}$ is the most precise representation possible for the family of unshared lists of length 3 or more that are pointed to by $x$ and whose second element is pointed to by $y$. Without the sharpening mechanism, instantiations of the framework would rarely be

---

**TABLE 12.4** The target formulas for focus, for statements and conditions of a program that uses type List

<table>
<thead>
<tr>
<th>$st$</th>
<th>Focus Formulae</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = NULL$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$x = t$</td>
<td>${t(v)}$</td>
</tr>
<tr>
<td>$x = t-&gt;n$</td>
<td>${v_1 : t(v_1) \land n(v_1, v)}$</td>
</tr>
<tr>
<td>$x-&gt;n = t$</td>
<td>${x(v), t(v)}$</td>
</tr>
<tr>
<td>$x = malloc()$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$x == NULL$</td>
<td>${x(v)}$</td>
</tr>
<tr>
<td>$x != NULL$</td>
<td>${x(v)}$</td>
</tr>
<tr>
<td>$x == t$</td>
<td>${x(v), t(v)}$</td>
</tr>
<tr>
<td>$x != t$</td>
<td>${x(v), t(v)}$</td>
</tr>
<tr>
<td>UninterpretedCondition</td>
<td>$\emptyset$</td>
</tr>
</tbody>
</table>
able to determine such things as "The data structure being manipulated by a certain list-manipulation program is actually a list."

The coerce operation is based on the observation that 3-valued structures obey certain consistency rules that are a consequence of truth-blurring embedding. These consistency rules can be formalized as a system of "compatibility constraints." Moreover, the constraint system can be obtained automatically from formulas that express certain global invariants on concrete stores.

**Example 12.12**

Consider a 2-valued structure $S^2$ that can be embedded in a 3-valued structure $S$, and suppose that the formula $\varphi_u$ for "inferring" whether an individual $u$ is shared evaluates to 1 in $S$ (i.e., $\lbrack \varphi_u(v) \rbrack_3^S ([v \mapsto u]) = 1$). By the embedding theorem, $i^S (is(u))$ must be 1 for any individual $u \in U^S$ that the embedding function maps to $u$.

Now consider a structure $S'$ that is equal to $S$ except that $i^S (is(u))$ is 1/2. $S^2$ can also be embedded in $S'$. However, the embedding of $S^2$ in $S$ is a "better" embedding — one that preserves more definite values. This has operational significance: it is needlessly imprecise to work with structure $S'$ in which $i^S (is(u))$ has the value 1/2; instead, we should discard $S'$ and work with $S$. In general, the "stored predicate" $is$ should be at least as precise as its inferred value; consequently, if it happens that $\varphi_u$ evaluates to a definite value (1 or 0) in a 3-valued structure, we can sharpen the stored predicate $is$.

Similar reasoning allows us to determine, in some cases, that a structure is inconsistent. In $S_{a,o,0}$, for instance, $\varphi_{y,n}(u) = 0$, whereas the value stored in $S$ for $y,n$, namely $i^{S_{a,o,0}}(r_{y,n})(u)$, is 1; consequently, $S_{a,o,0}$ is a 3-valued structure that does not represent any concrete structures at all. Structure $S_{a,o,0}$ can therefore be eliminated from further consideration by the shape-analysis algorithm.

This reasoning applies to all instrumentation predicates, not just $is$ and $r_{y,n}$, and to both of the definite values, 0 and 1.

The reasoning used in Example 12.12 can be summarized as the following principle:

**Observation 12.5 (The Sharpening Principle).** In any structure $S$, the value stored for $i^S (p)(u_1, \ldots, u_k)$ should be at least as precise as the value of $p$'s defining formula, $\varphi_p$, evaluated at $u_1, \ldots, u_k$ (i.e., $\lbrack \varphi_p \rbrack_3^S ([v_1 \mapsto u_1, \ldots, v_k \mapsto u_k])$). Furthermore, if $i^S (p)(u_1, \ldots, u_k)$ has a definite value and $\varphi_p$ evaluates to an incomparable definite value, then $S$ is a 3-valued structure that does not represent any concrete structures at all.

This observation can be formalized in terms of compatibility constraints, defined as follows:

**Definition 12.2** A compatibility constraint is a term of the form $\varphi_1 \triangleright \varphi_2$, where $\varphi_1$ is an arbitrary 3-valued formula, and $\varphi_2$ is either an atomic formula or the negation of an atomic formula over distinct logical variables. We say that a 3-valued structure $S$ and an assignment $Z$ satisfy $\varphi_1 \triangleright \varphi_2$ if, whenever $Z$ is an assignment such that $\lbrack \varphi_1 \rbrack_3^S (Z) = 1$, we also have $\lbrack \varphi_2 \rbrack_3^S (Z) = 1$. (If $\lbrack \varphi_1 \rbrack_3^S (Z)$ equals 0 or 1/2, $S$ and $Z$ satisfy $\varphi_1 \triangleright \varphi_2$, regardless of the value of $\lbrack \varphi_2 \rbrack_3^S (Z)$.)

The compatibility constraint that captures the reasoning used in Example 12.12 is $\varphi_u(v) \triangleright is(v)$. That is, when $\varphi_u$ evaluates to 1 at $u$, then $is$ must evaluate to 1 at $u$ to satisfy the constraint. The compatibility constraint used to capture the similar case of sharpening $i(is(u))$ from 1/2 to 0 is $\neg \varphi_u(v) \triangleright \neg is(v)$.

Compatibility constraints can be generated automatically from formulas that express certain global invariants on concrete stores. We call such formulas compatibility formulas. There are two sources of compatibility formulas:

- The formulas that define the instrumentation predicates
- Additional formulas that formalize the properties of stores that are compatible with the semantics of C (i.e., with our encoding of C stores as 2-valued logical structures)
The following definition supplies a way to convert formulas into compatibility constraints:

**Definition 12.3** Let \( \varphi \) be a closed formula and \( a \) be an atomic formula such that (a) \( a \) contains no repetitions of logical variables, and (b) \( a \not\equiv sm(\varphi) \). Then the **compatibility constraint generated from** \( \varphi \) is defined as follows:

\[
\begin{align*}
\varphi_1 & \triangleright a & \text{if } \varphi \equiv \forall v_1, \ldots v_k : (\varphi_1 \Rightarrow a) & \quad (12.5) \\
\varphi_1 & \triangleright \neg a & \text{if } \varphi \equiv \forall v_1, \ldots v_k : (\varphi_1 \Rightarrow \neg a) & \quad (12.6)
\end{align*}
\]

The intuition behind Equations 12.5 and 12.6 is that for an atomic predicate, a truth-blurring embedding is forced to yield 1/2 only in cases in which \( a \) evaluates to 1 on one tuple of values for \( v_1, \ldots, v_k \) but evaluates to 0 on a different tuple of values. In this case, the left-hand side will evaluate to 1/2 as well.

Our first source of compatibility formulas is the set of formulas that define the instrumentation predicates. For every instrumentation predicate \( p \in \mathcal{I} \) defined by a formula \( \varphi_p(v_1, \ldots, v_k) \), we generate a compatibility formula of the following form:

\[
\forall v_1, \ldots, v_k : \varphi_p(v_1, \ldots, v_k) \iff p(v_1, \ldots, v_k) \quad (12.7)
\]

So that we can apply Definition 12.3, this is then broken into two implications:

\[
\begin{align*}
\forall v_1, \ldots, v_k : \varphi_p(v_1, \ldots, v_k) & \Rightarrow p(v_1, \ldots, v_k) & \quad (12.8) \\
\forall v_1, \ldots, v_k : \neg \varphi_p(v_1, \ldots, v_k) & \Rightarrow \neg p(v_1, \ldots, v_k) & \quad (12.9)
\end{align*}
\]

For instance, for each program variable \( x \), we have the defining formula of instrumentation predicate \( r_{x,a} \):

\[
\varphi_{r_{x,a}}(v) \overset{\text{def}}{=} x(v) \lor \exists v_1 : x(v_1) \land n^+(v_1, v) \quad (12.10)
\]

and thus

\[
\forall v : x(v) \lor \exists v_1 : x(v_1) \land n^+(v_1, v) \iff r_{x,a}(v) \quad (12.11)
\]

which is then broken into

\[
\begin{align*}
\forall v : x(v) \lor \exists v_1 : x(v_1) \land n^+(v_1, v) & \Rightarrow r_{x,a}(v) & \quad (12.12) \\
\forall v : \neg (x(v) \lor \exists v_1 : x(v_1) \land n^+(v_1, v)) & \Rightarrow \neg r_{x,a}(v) & \quad (12.13)
\end{align*}
\]

We then use Definition 12.3 to generate the following compatibility constraints:

\[
\begin{align*}
x(v) \lor \exists v_1 : x(v_1) \land n^+(v_1, v) & \triangleright r_{x,a}(v) & \quad (12.14) \\
\neg (x(v) \lor \exists v_1 : x(v_1) \land n^+(v_1, v)) & \triangleright \neg r_{x,a}(v) & \quad (12.15)
\end{align*}
\]

The constraint-generation rules defined in Definition 12.3 generate interesting constraints only for certain specific syntactic forms, namely implications with exactly one (possibly negated) predicate symbol on the right-hand side. Thus, when we generate compatibility constraints from formulas written as implications (such as Equations 12.12 and 12.13 and those in Table 12.5), the set of constraints generated depends on the form in which the compatibility formulas are written. However, not all of the many equivalent forms possible for a given compatibility formula lead to useful constraints. For instance, when Definition 12.3 is applied to the formula \( \forall v_1, \ldots v_k : (\varphi_1 \Rightarrow a) \), it generates the constraint \( \varphi_1 \triangleright a \); however, Definition 12.3 does not generate a constraint for the equivalent formula \( \forall v_1, \ldots v_k : (\neg \varphi_1 \lor a) \).

This phenomenon can prevent an instantiation of the shape-analysis framework from having a suitable compatibility constraint at its disposal that would otherwise allow it to sharpen or discard a structure that arises during the analysis — and hence can lead to a shape-analysis algorithm that is more conservative than we would like.
TABLE 12.5 The formulas listed above the line are compatibility formulas for structures that represent a store of a C program that operates on values of the type \( \texttt{List} \) defined in Figure 12.1(a). The corresponding compatibility constraints are listed below the line.

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>For each ( x \in P \text{Var} ), ( \forall v_1, v_2 : x(v_1) \land x(v_2) \Rightarrow v_1 = v_2 )</td>
<td>(12.23)</td>
</tr>
<tr>
<td>( \forall v_1, v_2 : (\exists v_3 : n(v_3, v_1) \land n(v_3, v_2)) \Rightarrow v_1 = v_2 )</td>
<td>(12.24)</td>
</tr>
<tr>
<td>( (\exists v : sm(v)) \Rightarrow 0 )</td>
<td>(12.25)</td>
</tr>
<tr>
<td>For each ( x \in P \text{Var} ), ( x(v_1) \land x(v_2) \Rightarrow v_1 = v_2 )</td>
<td>(12.26)</td>
</tr>
<tr>
<td>( (\exists v_2 : n(v_3, v_1) \land n(v_3, v_2)) \Rightarrow v_1 = v_2 )</td>
<td>(12.27)</td>
</tr>
</tbody>
</table>

The way around this difficulty is to augment the constraint-generation process to generate constraints for some of the logical consequences of each compatibility formula:

**Example 12.13**

The defining formula for instrumentation predicate \( is \) is

\[
\phi_{is}(v) \overset{\text{def}}{=} \exists v_1, v_2 : n(v_1, v) \land n(v_2, v) \land v_1 \neq v_2
\]

(12.16)

We obtain the following formula from Equation 12.16:

\[
\forall v : (\exists v_1, v_2 : n(v_1, v) \land n(v_2, v) \land v_1 \neq v_2) \Leftrightarrow is(v)
\]

(12.17)

which is broken into the two formulas

\[
\forall v : (\exists v_1, v_2 : n(v_1, v) \land n(v_2, v) \land v_1 \neq v_2) \Rightarrow is(v)
\]

(12.18)

\[
\forall v : \neg(\exists v_1, v_2 : n(v_1, v) \land n(v_2, v) \land v_1 \neq v_2) \Rightarrow \neg is(v)
\]

(12.19)

By rewriting the implication in Equation 12.18 as a disjunction and then applying De Morgan’s laws, we have

\[
\forall v, v_1, v_2 : \neg n(v_1, v) \lor \neg n(v_2, v) \lor v_1 = v_2 \lor is(v)
\]

(12.20)

One of the logical consequences of Equation 12.20 is

\[
\forall v, v_2 : (\exists v_1 : n(v_1, v) \land v_1 \neq v_2 \land \neg is(v)) \Rightarrow \neg n(v_2, v)
\]

(12.21)

from which we obtain the following compatibility constraint:

\[
(\exists v_1 : n(v_1, v) \land v_1 \neq v_2 \land \neg is(v)) \Rightarrow \neg n(v_2, v)
\]

(12.22)

(In addition to Equation 12.22, we obtain a number of other compatibility constraints from other logical consequences of Equation 12.20 [58].)

As we will see shortly, Equation 12.22 allows a more accurate job of materialization to be performed than would otherwise be possible: When \( is(u) \) is 0 and one incoming \( n \)-edge to \( u \) is 1, to satisfy Equation 12.22 a second incoming \( n \)-edge to \( u \) cannot have the value 1/2. It must have the value 0; that is, the latter edge cannot exist (cf. Examples 12.11 and 12.15). This allows edges to be removed (safely) that a more naive materialization process would retain (cf. structures \( S_{a,0,2} \) and \( S_{b,2} \) in Figure 12.17), and permits the improved shape-analysis algorithm to generate more precise structures for \( \text{insert} \) than the ones generated by the simple shape-analysis algorithm sketched at the beginning of Section 12.4.6.)
12.4.6.3.1 Compatibility Constraints from Hygiene Conditions

Our second source of compatibility formulas stems from the fact that not all structures \( S \in \text{STRUCT}[P] \) represent stores that are compatible with the semantics of C. For example, stores have the property that each pointer variable points to at most one element in heap-allocated storage.

Example 12.14

The set of formulas listed above the line in Table 12.5 is a set of compatibility formulas that must be satisfied for a structure to represent a store of a C program that operates on values of the type List defined in Figure 12.1a. Equation 12.23 captures the condition that concrete stores never contain any summary nodes. Equation 12.24 captures the fact that every program variable points to at most one list element. Equation 12.25 captures a similar property of the fields of List structures: whenever the field of a list element is non-NULL, it points to at most one list element. The corresponding compatibility constraints generated according to Definition 12.3 are listed below the line.

12.4.6.3.2 An Example of Coerce in Action

We are now ready to show how the coerces operation uses these compatibility constraints to either sharpen or discard a 3-valued logical structure. The coercion operation is a constraint-satisfaction procedure that repeatedly searches a structure \( S \) for assignments \( Z \) that fail to satisfy \( \psi_1 \triangleright \psi_2 \) (i.e., \([\psi_1]_S^3(Z) = 1 \) but \([\psi_2]_S^3(Z) \neq 1 \)). This is used to improve the precision of shape analysis by (a) sharpening the values of predicates stored in \( S \) when the constraint violation is repairable, and (b) eliminating \( S \) from further consideration when the constraint violation is irreparable. (An algorithm for this process is given in [58].)

Example 12.15

The application of coerce to the structures \( S_{a,p,0}, S_{a,p,1}, \) and \( S_{a,p,2} \) yields \( S_{b,1} \) and \( S_{b,2} \), as shown in the bottom block of Figure 12.17:

- The structure \( S_{a,p,0} \) is discarded because the violation of Equation 12.15 is irreparable.
- The structure \( S_{b,1} \) was obtained from \( S_{a,p,1} \) by removing incompatibilities as follows:
  - Consider the assignment \( [v \mapsto u, v_1 \mapsto u_1, v_2 \mapsto u] \). Because \( \iota(n)(u_1, u) = 1, u_1 \neq u \), and \( \iota(is)(u) = 0 \), Equation 12.22 implies that \( \iota(n)(u, u) \) must equal 0. Thus, in \( S_{b,1} \) the (indefinite) \( n \)-edge from \( u \) to \( u \) has been removed.
  - Consider the assignment \( [v_1 \mapsto u, v_2 \mapsto u] \). Because \( \iota(y)(u) = 1 \), Equation 12.28 implies that \( [v_1 = v_2]_S^3([v_1 \mapsto u, v_2 \mapsto u]) \) must equal 1, which in turn means that \( \iota^{S_1}(sm)(u) \) must equal 0. Thus, in \( S_{b,1} \) \( u \) is no longer a summary node.
- The structure \( S_{b,2} \) was obtained from \( S_{a,p,2} \) by removing incompatibilities as follows:
  - Consider the assignment \( [v \mapsto u, v_1 \mapsto u_1, v_2 \mapsto u] \). Because \( \iota(n)(u_1, u.1) = 1, u_1 \neq u.0 \), and \( \iota(is)(u.1) = 0 \), Equation 12.22 implies that \( \iota^{S_2}(n)(u.0, u.1) \) must equal 0. Thus, in \( S_{b,2} \) the (indefinite) \( n \)-edge from \( u.0 \) to \( u.1 \) has been removed.
  - Consider the assignment \( [v \mapsto u, v_1 \mapsto u_1, v_2 \mapsto u] \). Because \( \iota(n)(u_1, u.1) = 1, u_1 \neq u.1 \), and \( \iota(is)(u.1) = 0 \), Equation 12.22 implies that \( \iota^{S_2}(n)(u.1, u.1) \) must equal 0. Thus, in \( S_{b,2} \) the (indefinite) \( n \)-edge from \( u.1 \) to \( u.1 \) has been removed.
  - Consider the assignment \( [v_1 \mapsto u, v_2 \mapsto u] \). Because \( \iota(y)(u.1) = 1 \), Equation 12.28 implies that \( [v_1 = v_2]_S^{S_2}([v_1 \mapsto u, v_2 \mapsto u.1]) \) must equal 1, which in turn means that \( \iota^{S_2}(sm)(u.1) \) must equal 0. Thus, in \( S_{b,2} \) \( u.1 \) is no longer a summary node.

Important differences between the structures \( S_{b,1} \) and \( S_{b,2} \) result from applying the multi-stage abstract transformer for statement \( s_0 : y = y \cdot \pi \), compared with the structure \( S_{b} \) that results from applying the one-stage abstract transformer (see Figure 12.15). For instance, \( y \) points to a summary node in \( S_{b} \), whereas \( y \) does not point to a summary node in either \( S_{b,1} \) or \( S_{b,2} \); as noted earlier, in the domain of \( \{x, y, t, e, l, \text{is}, r_{x,n}, r_{y,n}, r_{t,n}, r_{e,n}\} \)-abstraction with \( \{e,n\} \), \( S_{b,2} \) is the most precise representation possible for...
Example 12.16
Table 12.6 shows the 3-valued structures that occur before and after applications of the abstract transformer for the statement $y = y \rightarrow n$ during the abstract interpretation of `insert`.

The material in Table 12.3 that appears under the heading “Multi-Stage” shows the application of the abstract transformers for the five statements that follow the search loop in `insert` to $S_{b,1}$ and $S_{b,2}$. For

<table>
<thead>
<tr>
<th>Table 12.6</th>
<th>The structures that occur before and after successive applications of the multi-stage abstract transformer for the statement $y = y \rightarrow n$ during the abstract interpretation of <code>insert</code>. (For brevity, node names are shown.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>the family of unshared lists of length 3 or more that are pointed to by $x$ and whose second element is pointed to by $y$.</td>
</tr>
</tbody>
</table>

Example 12.16
Table 12.6 shows the 3-valued structures that occur before and after applications of the abstract transformer for the statement $y = y \rightarrow n$ during the abstract interpretation of `insert`.

The material in Table 12.3 that appears under the heading “Multi-Stage” shows the application of the abstract transformers for the five statements that follow the search loop in `insert` to $S_{b,1}$ and $S_{b,2}$. For
space reasons, we do not show the abstract execution of these statements on the other structures shown in Table 12.6; however, the analysis is able to determine that at the end of \texttt{insert} the following properties always hold: (a) \( x \) points to an acyclic list that has no shared elements, (b) \( y \) points into the tail of the \( x \)-list, and (c) the value of \( e \) and \( y \rightarrow n \) are equal. The identification of the latter condition is rather remarkable: the analysis is capable of showing that \( e \) and \( y \rightarrow n \) are must-aliases at the end of \texttt{insert} (see also Section 12.5.1).

### 12.5 Applications

The algorithm sketched in Section 12.4 produces a set of 3-valued structures for each program point \( pt \). This set provides a conservative representation, that is, it describes a superset of the set of concrete stores that can possibly occur in any execution of the program that ends at \( pt \). Therefore, questions about the stores at \( pt \) can be answered (conservatively) by posing queries against the set of 3-valued structures that the shape-analysis algorithm associates with \( pt \). The answers to these questions can be utilized in an optimizing compiler, as explained in Section 12.2. Furthermore, the fact that the shape-analysis framework is based on logic allows queries to be specified in a uniform way using logical formulas.

In this section, we discuss several kinds of questions. Section 12.5.1 discusses how instantiations of the parametric shape-analysis framework that have been described in previous sections can be applied to the problem of identifying may- and must-aliases. Section 12.5.2 shows that the shape-analysis framework can be instantiated to produce flow-dependence information for programs that manipulate linked data structures. Finally, Section 12.5.3 sketches some other applications for the results of shape analysis.

#### 12.5.1 Identifying May- and Must-Aliases

We say that two pointer access paths, \( e_1 \) and \( e_2 \), are \textit{may-aliases} at a program point \( pt \) if there exists an execution sequence ending at \( pt \) that produces a store in which both \( e_1 \) and \( e_2 \) point to the same heap cell. We say that \( e_1 \) and \( e_2 \) are \textit{must-aliases} at \( pt \) if, for every execution sequence ending at \( pt \), \( e_1 \) and \( e_2 \) point to the same heap cell.\(^{11}\)

Consider the access paths \( e_1 \equiv x \rightarrow f_1 \rightarrow \cdots \rightarrow f_n \) and \( e_2 \equiv x \rightarrow g_1 \rightarrow \cdots \rightarrow g_m \). To extract aliasing information, we use the formula

\[
al[e_1, e_2] \text{ def } \equiv \exists v_0, \ldots, v_n, w_0, \ldots, w_m : \ x(v_0) \land f_1(v_0, v_1) \land \cdots \land f_n(v_{n-1}, v_n) \\
\land y(w_0) \land g_1(w_0, w_1) \land \cdots \land g_m(w_{m-1}, w_m) \land v_n = w_m
\]  

(12.23)

If Equation 12.23 evaluates to 0 in every 3-valued structure that the shape-analysis algorithm associates with program point \( pt \), we know that \( e_1 \) and \( e_2 \) are not may-aliases at \( pt \). Similarly, when \( al[e_1, e_2] \) evaluates to 1 in every such structure, we know that \( e_1 \) and \( e_2 \) are must-aliases at \( pt \). In all other cases, \( e_1 \) and \( e_2 \) are considered may-aliases.

Note that in some cases, \( al[e_1, e_2] \) may evaluate to 1/2, in which case \( e_1 \) and \( e_2 \) are considered may-aliases; this is a conservative result.

The answer can sometimes be improved by first applying \texttt{focus} with Equation 12.23. This will produce a set of structures in which \( al[e_1, e_2] \) does not evaluate to an indefinite value. Finally, one can run \texttt{coerce} on the 3-valued structures produced by \texttt{focus} to eliminate infeasible 3-valued structures.

#### Example 12.17

Consider the 3-valued structure at the bottom right corner of Table 12.3. The formula \( al[y \rightarrow n \rightarrow n, e] \) evaluates to 1 in this structure and in all of the other structures arising after \( y \rightarrow n = \top \); thus, \( y \rightarrow n \rightarrow n

---

\(^{11}\)Variants of these definitions can be defined that account for the case when \( e_1 \) or \( e_2 \) has the value \texttt{NULL}.
12.5.2 Constructing Program Dependences

This section shows how to use information obtained from shape analysis to construct program dependence graphs [19, 31, 46]. To see why the problem of computing flow dependences is nontrivial, consider the example program fragments shown in Figure 12.18. A formal definition of flow dependence is given in Definition 12.4; for the purposes of this discussion, a statement \( l_b \) depends on \( l_a \) if the value written to a resource in \( l_a \) is directly used at \( l_b \), that is, without intervening writes to this resource.

A naive (and unsafe) criterion that one might use to identify flow dependences in Figure 12.18a would be to say that \( l_2 \) depends on \( l_1 \) if \( p \) and \( q \) can refer to the same location at \( l_2 \) (i.e., if \( p \) and \( q \) are may-aliases at \( l_2 \)). In Figure 12.18a, this would correctly identify the flow dependence from \( l_1 \) to \( l_2 \). The naive criterion sometimes identifies more flow dependences than we might like. In Figure 12.18b it would say there is a flow dependence from \( l_1 \) to \( l_2 \), even though \( l_1.5 \) overwrites the location that \( p \) points to. The naive criterion is unsafe because it may miss dependences. In Figure 12.18c, there is a flow dependence from \( l_1 \) to \( l_2 \); this would be missed because statement \( l_1.5 \) overwrites \( p \), and thus \( p \) and \( q \) are never may-aliases at \( l_2 \).

One safe way to identify dependences in a program that uses heap-allocated storage is to introduce an abstract variable for each allocation site, use the results of a flow-insensitive points-to analysis [1, 18, 23, 61, 62] to determine a safe approximation of the variables that are possibly defined and possibly used at each program point, and then use a traditional algorithm for reaching definitions (where each allocation site is treated as a use of its associated variable).

In this section, we utilize the parametric shape-analysis framework to define an alternative, and much more precise, algorithm. This algorithm is based on an idea developed by Horwitz et al. [25]. They introduced an augmented semantics for the programming language; in addition to all of the normal

---

### Figure 12.18

A motivating example to demonstrate the differences between may-aliases and flow dependences.

<table>
<thead>
<tr>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{int } y; )</td>
<td>( \text{int } y; )</td>
<td>( \text{int } y; )</td>
</tr>
<tr>
<td>( \text{List } p, q; )</td>
<td>( \text{List } p, q, t; )</td>
<td>( \text{List } p, q; )</td>
</tr>
<tr>
<td>( q = (\text{List} \text{ malloc}()) )</td>
<td>( q = (\text{List} \text{ malloc}()) )</td>
<td>( q = (\text{List} \text{ malloc}()) )</td>
</tr>
<tr>
<td>( p = q; )</td>
<td>( p = q; )</td>
<td>( p = q; )</td>
</tr>
<tr>
<td>( t = p; )</td>
<td>( t = p; )</td>
<td>( t = p; )</td>
</tr>
<tr>
<td>( l_1: p-&gt;\text{data} = 5; )</td>
<td>( l_1: p-&gt;\text{data} = 5; )</td>
<td>( l_1: p-&gt;\text{data} = 5; )</td>
</tr>
<tr>
<td>( l_1.5: t-&gt;\text{data} = 7; )</td>
<td>( l_1.5: t-&gt;\text{data} = 7; )</td>
<td>( l_1.5: p = (\text{List} \text{ malloc}()); )</td>
</tr>
<tr>
<td>( l_2: y = q-&gt;\text{data}; )</td>
<td>( l_2: y = q-&gt;\text{data}; )</td>
<td>( l_2: y = q-&gt;\text{data}; )</td>
</tr>
</tbody>
</table>

and e are must-aliases at this point. Also, \( a[l(\text{e->n,y->n})] \) evaluates to 0 in this structure and in all of the other structures; thus, \( e->\text{n} \) and \( y->\text{n} \) are not may-aliases.

However, the formula \( a[l[e->n->n,e->n]] \) evaluates to 1/2 in this structure. If we focus on the \( a[l[e->n->n,e->n]] \) formula, we obtain several structures; in one of them, \( e->\text{n} \) points to a nonsummary node that has a definite \( n \)-edge to itself. This structure is eliminated by coerce. In all of the remaining structures, the formula \( a[l[e->n->n,e->n]] \) evaluates to 0, which shows that \( e->n->n \) and \( e->n \) are not may-aliases.

---

\(^{12}\)An alternative approach would have been to use the Ross–Sagiv construction [56], which reduces the problem of computing program dependences to the problem of computing may-aliases, and then to apply the method of Section 12.5.1. The method presented in this section is a more direct construction for identifying program dependences and thereby provides a better demonstration of the utility of the parametric shape-analysis framework for this problem.
aspects of the language’s semantics, the augmented semantics also records information about the history of resource usage — in this case, “last-write” information — for each location in the store. As we will see, it is natural to record this extra information using additional core predicates. As discussed in more detail below, this instantiation of the shape-analysis framework creates an algorithm from which conservative dependence information can then be extracted.

The resulting algorithm is the most precise algorithm known for identifying the data dependences of programs that manipulate heap-allocated storage. In addition, it does not need the artificial concept of introducing an abstract variable for each allocation site. For example, Figure 12.19 shows a program that builds a list by destructively appending elements to `tail`, together with a graph that shows the flow dependences that the algorithm identifies.

The rest of this subsection is organized as follows: Dependences are discussed in Section 12.5.2.1. Predicates for recording history information are introduced in Section 12.5.2.2, which also illustrates the results obtained via this dependence-analysis method.

12.5.2.1 Program Dependences

Program dependences can be grouped into flow dependences (def-use), output dependences (def-def), and anti-dependences (use-def) [19, 31]. In this section, we focus on flow dependences between program statements. Other types can be handled in a similar fashion.

We allow programs to explicitly modify the store via assignments through pointers. Because of this, we phrase the definition of flow dependence in terms of memory locations rather than program variables [25].

**Definition 12.4 (Flow Dependence).** Consider labeled statements $l_i : st_i$ and $l_j : st_j$. We say that $l_i$ has a flow dependence on $l_j$ if there is an execution path along which $st_j$ writes into a memory location, $loc$, that $st_i$ reads, and there is no intervening write into $loc$.

**Example 12.18**

In the program fragment shown in Figure 12.18b, statement $l_2$ does not depend on $l_1$ because statement $l_2$ reads from a location that is last written at statement $l_{1.5}$. In Figure 12.18c, $l_{1.5}$ does not interrupt the dependence between $l_2$ and $l_1$ because it does not write into a location that is read by $l_2$. 

FIGURE 12.19 A program that builds a list by appending elements to `tail`, and its flow-dependence graph.
TABLE 12.7  Predicates for recording history information

<table>
<thead>
<tr>
<th>Predicate</th>
<th>Intended Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( lst_{w,v}[l,z] )</td>
<td>Program variable ( z ) was last written into</td>
</tr>
<tr>
<td></td>
<td>by the statement at label ( l ).</td>
</tr>
<tr>
<td>( lst_{w,f}<a href="v">l,n</a> )</td>
<td>The ( n )-field of list element ( v ) was</td>
</tr>
<tr>
<td></td>
<td>last written into</td>
</tr>
<tr>
<td></td>
<td>by the statement at label ( l ).</td>
</tr>
<tr>
<td>( lst_{w,f}<a href="v">l,d</a> )</td>
<td>The data-field of list element ( v ) was last</td>
</tr>
<tr>
<td></td>
<td>written into</td>
</tr>
<tr>
<td></td>
<td>by the statement at label ( l ).</td>
</tr>
</tbody>
</table>

Example 12.19

Consider the program and graph of flow dependences shown in Figure 12.19. Notice that \( l_{12} \) is flow dependent only on \( l_1 \) and \( l_2 \), while \( l_{13} \) is flow dependent on \( l_2, l_4, l_7, \) and \( l_{10} \). This information could be used by a slicing tool to determine that the loop need not be executed in order to print head\rightarrow data in \( l_{12} \), or by an instruction scheduler to reschedule \( l_{12} \) to be executed any time after \( l_2 \). Also, \( l_3, l_8, \) and \( l_{11} \) have no statements that are dependent on them, making them candidates for elimination.

Thus, even in this simple example, knowing the flow dependences would allow several code transformations.

12.5.2.2  Recording History Using Predicates

Table 12.7 shows the predicates that are introduced to implement the augmented semantics à la Horwitz et al. [25]. As indicated in the column labeled “Intended Meaning,” the intention is that these predicates will record the label of the program statement that last writes into a given memory location.

The predicate \( lst_{w,v}[l,z] \) is similar to the one used in reaching-definitions analysis; it records that program variable \( z \) was last written into by the statement at label \( l \). The other two predicates record, for each field of each list element, which statement last wrote into that location.

Table 12.8 shows the predicate-update formulas for recording which statement last wrote into a location. The definitions given in Table 12.8 would be used to augment the instantiation of the shape-analysis

<table>
<thead>
<tr>
<th>Statement</th>
<th>Cond.</th>
<th>Predicate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_1: x = \text{rhs} )</td>
<td>( l \neq l_1 )</td>
<td>( \psi_{lst_w_v}[l_1,x] = 1 )</td>
</tr>
<tr>
<td></td>
<td>( l \neq l_1, z \neq x )</td>
<td>( \psi_{lst_w_v}[l_1,x] = 0 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \psi_{lst_w_v}[l_1,z] = lst_{w,v}[l,z] )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \psi_{lst_w_f[l_1,n]}(v) = lst_{w,f}<a href="v">l_1,n</a> )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \psi_{lst_w_f[l_1,d]}(v) = lst_{w,f}<a href="v">l_1,d</a> )</td>
</tr>
<tr>
<td>( l_1: x \rightarrow \text{n = rhs} )</td>
<td>( l \neq l_1 )</td>
<td>( \psi_{lst_w_v}[l_1,z] = lst_{w,v}[l,z] )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \psi_{lst_w_f[l_1,n]}(v) = (lst_{w,f}<a href="v">l_1,n</a> \land \neg x(v)) \lor x(v) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \psi_{lst_w_f[l_1,d]}(v) = lst_{w,f}<a href="v">l_1,d</a> \land \neg x(v) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \psi_{lst_w_f[l_1,d]}(v) = lst_{w,f}<a href="v">l_1,d</a> \land \neg x(v) )</td>
</tr>
<tr>
<td>( l_1: x \rightarrow \text{data = rhs} )</td>
<td>( l \neq l_1 )</td>
<td>( \psi_{lst_w_v}[l_1,z] = lst_{w,v}[l,z] )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \psi_{lst_w_f[l_1,n]}(v) = lst_{w,f}<a href="v">l_1,n</a> )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \psi_{lst_w_f[l_1,d]}(v) = lst_{w,f}<a href="v">l_1,d</a> \land \neg x(v) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \psi_{lst_w_f[l_1,d]}(v) = lst_{w,f}<a href="v">l_1,d</a> \land \neg x(v) )</td>
</tr>
</tbody>
</table>
TABLE 12.9  Formulas that use the last-write information in the structures associated with statement at $l_2$ to identify flow dependences from statement $l_1$. (In this table, $c$ stands for any constant.)

<table>
<thead>
<tr>
<th>Statement</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_2$: $x$ = NULL</td>
<td>0</td>
</tr>
<tr>
<td>$l_2$: $x$ = malloc()</td>
<td>$\text{lst}_w.v[l_1, y]$</td>
</tr>
<tr>
<td>$l_2$: $x$ = $y$</td>
<td>$\text{lst}_w.v[l_1, y]$</td>
</tr>
<tr>
<td>$l_2$: $x$ = $y$-&gt;$n$</td>
<td>$\text{lst}_w.v[l_1, y] \land \exists v: y(v) \land \text{lst}_w.f<a href="v">l_1, n</a>$</td>
</tr>
<tr>
<td>$l_2$: $x$ = $y$-&gt;data</td>
<td>$\text{lst}_w.v[l_1, y] \land \exists v: y(v) \land \text{lst}_w.f<a href="v">l_1, d</a>$</td>
</tr>
<tr>
<td>$l_2$: $x$-&gt;$f$ = NULL</td>
<td>$\text{lst}_w.v[l_1, x]$</td>
</tr>
<tr>
<td>$l_2$: $x$-&gt;$f$ = $y$</td>
<td>$\text{lst}_w.v[l_1, x] \land \text{lst}_w.v[l_1, y]$</td>
</tr>
<tr>
<td>$l_2$: $x$-&gt;data = $c$</td>
<td>$\text{lst}_w.v[l_1, x]$</td>
</tr>
</tbody>
</table>

FIGURE 12.20  The most complex structure that the analysis yields at $l_{12}$.

framework that was described in Section 12.4. When the shape-analysis algorithm that we obtain in this way is applied to a program, it produces a set of 3-valued structures for each program point. Then, for each statement $l_2$, to determine whether there is a flow dependence from $l_1$ to $l_2$, each of the structures associated with $l_2$ is checked by evaluating the formulas from the appropriate line of Table 12.9. These formulas use the last-write information in the structures associated with $l_2$ to determine whether there is flow dependence from a statement $l_1$. The idea behind Table 12.9 is that for each location accessed in the evaluation of $l_2$’s left-hand side (as an L-value) and $l_2$’s right-hand side (as an R-value), we need to check which statement last wrote into that location. If the formula is potentially satisfied by some 3-valued structure at $l_2$, there is a flow dependence from $l_1$ to $l_2$.

Example 12.20

Figure 12.20 shows one of the 3-valued structures that occurs at $l_{12}$ when the program shown in Figure 12.19 is analyzed. (Three other structures arise at $l_{12}$; these correspond to simpler configurations of memory than the one depicted.) The formula $\text{lst}_w.v[l_2, \text{head}] \lor \exists v: \text{head}(v) \land \text{lst}_w.f[l_2, d](v)$ evaluates to 1, which indicates that $l_{12}$ depends on $l_2$.

In contrast, the formula $\text{lst}_w.v[l_7, \text{head}] \lor \exists v: \text{head}(v) \land \text{lst}_w.f[l_7, d](v)$ evaluates to 0 (in this structure and in all of the other structures that arise at $l_{12}$). This allows us to conclude that $l_{12}$ does not depend on $l_7$.

---

13It is straightforward to provide similar formulas to extract flow dependences from the structures that the shape-analysis algorithm associates with program conditions.
12.5.3 Other Applications

12.5.3.1 Cleanness of Programs That Manipulate Linked Lists

Java programs are more predictable than C programs because the language assures that certain types of error conditions will be trapped, such as NULL-dereference errors. However, most Java compilers and Java Virtual Machine (JVM) implementations check these conditions at runtime, which slows the program down and does not provide any feedback to the programmer at compile time. In [14], it is shown how shape analysis can be used to detect the absence (and presence) of NULL dereferences and memory leaks in many C programs. It is also shown there that shape analysis yields much more precise information than what is obtained by a flow-sensitive points-to analysis, such as the one developed in [15]. If such methods could be implemented in Java compilers and/or a JVM, some runtime checks could be avoided.

12.5.3.2 Correctness of Sorting Implementations

In [35] a shape-analysis abstraction is developed to analyze programs that sort linked lists. It is shown that the analysis is precise enough to discover that (correct versions of) bubble-sort and insertion-sort procedures always produce correctly sorted lists as outputs and that the invariant “is-sorted” is maintained by list-manipulation operations such as merge. In addition, it is shown that when the analysis is applied to erroneous versions of bubble-sort and insertion-sort procedures, it is able to discover the error. In [37, 38] a novel abstraction-refinement method is defined, based on inductive logic programming, and successfully used to derive abstractions automatically that establish the partial correctness of several sorting algorithms. The derived abstractions are also used to establish that the algorithms possess additional properties, such as stability and antistability.

12.5.3.3 Conformance to API Specifications

[48] shows how to verify that client programs using a library conform to the library’s API specifications. In particular, an analysis is provided for verifying the absence of concurrent-modification exceptions in Java programs that use Java collections and iterators. In [68] separation and heterogeneous abstraction are used to scale the verification algorithms and to allow verification of larger programs that use libraries such as the Java Database Connectivity (JDBC) API.

12.5.3.4 Checking Multithreaded Systems

In [67] it is shown how to apply 3-valued logic to the problem of checking properties of multithreaded systems. In particular, [67] addresses the problem of state-space exploration for languages, such as Java, that allow (a) dynamic creation and destruction of an unbounded number of threads, (b) dynamic allocation and freeing of an unbounded number of storage cells from the heap, and (c) destructive updating of structure fields. This combination of features creates considerable difficulties for any method that tries to check program properties.

In this chapter, the problem of program analysis is expressed as a problem of annotating a control-flow graph with sets of 3-valued structures; in contrast, the analysis algorithm given in [67] builds and explores a 3-valued transition system on-the-fly.

In [67] problems (a) and (b) are handled essentially via the techniques developed in this chapter; problem (c) is addressed by reducing it to problem (b). Threads are modeled by individuals, which are abstracted using truth-blurring embedding — in this case, with respect to the collection of unary thread properties that hold for a given thread. This naming scheme automatically discovers commonalities in the state space, but without relying on explicitly supplied symmetry properties, as in, for example, [10, 16].

Unary core predicates are used to represent the program counter of each thread object; focus implements the interleaving of threads. The analysis described in [67] is capable of proving the absence of deadlock in a dining-philosophers program that permits there to be an unbounded number of philosophers.

In [70] this approach was applied to verify partial correctness of concurrent-queue implementations. In [69] the above approach was extended to provide a general framework for proving temporal properties of programs by representing program traces as logical structures. A more efficient technique for proving
local temporal properties is presented in [60] and applied to compile-time garbage collection in Javacard programs. (While the aforementioned technique was developed as a verification technique, it can also be utilized to reduce synchronization overhead, e.g., [64].)

12.6 Extensions

The approach to shape analysis presented in this chapter has been implemented by T. Lev-Ami in a system called TVLA (three-valued-logic analyzer) [34, 36]. TVLA provides a language in which the user can specify (a) an operational semantics (via predicates and predicate-update formulas), (b) a control-flow graph for a program, and (c) a set of 3-valued structures that describe the program’s input. Using this specification, TVLA builds the corresponding equation system and finds its least fixed point.

The experience gained from building TVLA led to a number of improvements to, and extensions of, the methods described in this chapter (and in [58]). The enhancements that TVLA incorporates include:

- The ability to declare that certain binary predicates specify functional properties.
- The ability to specify that structures should be stored only at nodes of the control-flow graph that are targets of backedges.
- An enhanced version of coerce that incorporates some methods that are similar in flavor to relational-database query-optimization techniques (cf. [63]).
- An enhanced focus algorithm that generalizes the methods of Section 12.4.6.2 to handle focusing on arbitrary formulas.\(^\text{14}\) In addition, this version of focus takes advantage of the properties of predicates that are specified to be functions.
- The ability to specify criteria for merging together structures associated with a program point. This feature is motivated by the idea that when the number of structures that arise at a given program point is too large, it may be better to create a smaller number of structures that represent at least the same set of 2-valued structures. In particular, nullary predicates (i.e., predicates of 0-arity) are used to specify which structures are to be merged together. For example, for linked lists, the “x-is-not-null” predicate, defined by the formula \(nn[x]() = \exists v : x(v)\), discriminates between structures in which \(x\) points to a list element, and structures in which it does not. By using \(nn[x]()\) as the criterion for whether to merge structures, the structures in which \(x\) is NULL are kept separate from those in which \(x\) points to an allocated memory cell.

Further details about these features can be found in [34].

The remainder of this section describes several other extensions of our parametric logic-based analysis framework that have been investigated; many of these extensions have also been incorporated into TVLA.

12.6.1 Interprocedural Analysis

Several papers have investigated interprocedural shape analysis. In [53] procedures are handled by explicitly representing stacks of activation records as linked lists, allowing rather precise analysis of (possibly recursive) procedures. In [29] procedures are handled by automatically creating summaries of their behavior. Abstractions of two-vocabulary structures are used to capture an over-approximation of the relation that describes the transformation effected by a procedure. In [52] a new concrete semantics for programs that manipulate heap-allocated storage is presented, which only passes “local” heaps to procedures. A simplified version of this semantics is used in [54] to perform more modular summarization by only representing reachable parts of the heap.

\(^{14}\)The enhanced focus algorithm may not always succeed.
12.6.2 Computing Intersections of Abstractions

Arnold et al. [2] considers the problem of computing the intersection (meet) of heap abstractions, namely the greatest lower bound of two sets of 3-valued structures. This problem turns out to have many applications in program analysis, such as interpreting program conditions, refining abstract configurations, reasoning about procedures [29], and proving temporal properties of heap-manipulating programs, either via greatest-fixed-point approximation over trace semantics or in a staged manner over the collecting semantics. [2] describes a constructive formulation of meet that is based on finding certain relations between abstract heap objects. The enumeration of those relations is reduced to finding constrained matchings over bipartite graphs.

12.6.3 Efficient Heap Abstractions and Representations

Manevich et al. [39] addresses the problem of space consumption in first-order state representations by describing and evaluating two new representation techniques for logical structures. One technique uses ordered binary decision diagrams (OBDDs) [7]; the other uses a variant of a functional map data structure [44, 51]. The results show that both the OBDD and functional implementations reduce space consumption in TVLA by a factor of 4 to 10 relative to the original TVLA state representation, without compromising analysis time.

Manevich et al. [40] present a new heap abstraction that works by merging shape descriptors according to a partial isomorphism similarity criterion, resulting in a partially disjunctive abstraction. There it is also shown that on the existing TVLA examples, the abstract interpretation using this abstraction is drastically faster than the powerset heap abstraction, practically without a significant loss of precision.

Manevich et al. [41] provide a family of simple abstractions for potentially cyclic linked lists. In particular, it provides a relatively efficient predicate abstraction that allows verification of programs that manipulate potentially cyclic linked lists.

12.6.4 Abstracting Numeric Values

In this chapter, we ignore numeric values in programs, so the analysis would be imprecise for programs that perform numeric computations. [20] presents a generic solution for combining abstractions of numeric values and heap-allocated storage. This solution has been integrated into a version of TVLA. In [21] a new abstraction of numeric values is presented, which like canonical abstraction, tracks correlations between aggregates and not just indices. For example, it can identify loops that perform array-kills (i.e., assign values to an entire array). In [28] this approach has been generalized to define a family of abstractions (for relations as well as numeric quantities) that is more precise than pure canonical abstraction and allows the basic idea from [20] to be applied more widely.

12.6.5 Abstraction Refinement

The model-checking community has had much success with the notion of automatic abstraction refinement, in which an analyzer is started with a crude abstraction, and the results of analysis runs that fail to establish a definite answer (about whether the property of interest does or does not hold) are used as feedback about how the abstraction should be refined [4, 9, 32]. However, the abstract domains used in shape analysis are based on first-order logic, whereas model-checking tools that use abstraction refinement are based on predicate-abstraction domains [3, 22].

Abstraction-refinement methods suitable for use with shape-analysis domains were investigated in [37, 38]. The methods are based on inductive logic programming [47], which is a machine-learning technique for identifying general rules from a set of observed instances. In [37, 38] this was used to identify appropriate formulas that define new instrumentation relations (and thereby change the abstraction in use).
12.7 Related Work

The shape-analysis problem was first investigated by Reynolds [49], who studied it in the context of a Lisp-like language with no destructive updating. Reynolds treated the problem as one of simplifying a collection of set equations. A similar shape-analysis problem, but for an imperative language supporting nondestructive manipulation of heap-allocated objects, was formulated independently by Jones and Muchnick, who treated the problem as one of solving (i.e., finding the least fixed point of) a collection of equations using regular tree grammars [30].

Jones and Muchnick [30] also began the study of shape analysis for languages with destructive updating. To handle such languages, they formulated an analysis method that associates program points with sets of finite shape-graphs.15 To guarantee that the analysis terminates for programs containing loops, the Jones–Muchnick approach limits the length of acyclic selector paths by some chosen parameter $k$. All nodes beyond the “$k$-horizon” are clustered into a summary node. The Jones–Muchnick formulation has two drawbacks:

- The analysis yields poor results for programs that manipulate cons-cells beyond the $k$-horizon. For example, in the list-reversal program of Figure 12.1, little useful information is obtained. The analysis algorithm must model what happens when the program is applied to lists of length greater than $k$. However, the tail of such a list is treated conservatively, as an arbitrary, and possibly cyclic, data structure.
- The analysis may be extremely costly because the number of possible shape-graphs is doubly exponential in $k$.

In addition to Jones and Muchnick’s work, $k$-limiting has also been used in a number of subsequent papers (e.g., Horwitz et al. [25]).

Another well-known shape-analysis algorithm, developed by Chase et al. [8], is based on the following ideas:

- Sharing information, in the form of abstract heap reference counts ($0$, $1$, and $\infty$), is used to characterize shape-graphs that represent list structures.16
- Several heuristics are introduced to allow several shape-nodes to be maintained for each allocation site.
- For an assignment to $x->n$, when the shape-node that $x$ points to represents only concrete elements that will definitely be overwritten, the $n$-field of the shape-node that $x$ points to can be overwritten (a so-called strong update).

The Chase–Wegman–Zadeck algorithm is able to identify list-preservation properties in some cases; for instance, it can determine that a program that appends a list to a list preserves “listness.” However, as noted in [8], allocation-site information alone is insufficient to determine interesting facts in many programs. For example, it cannot determine that “listness” is preserved for either the list-insert program or a list-reversal program that uses destructive-update operations. In particular, in the list-reversal program, the Chase–Wegman–Zadeck algorithm reports that a possibly cyclic structure may arise, and that the two lists used by the program might share cells in common (when in fact the two lists are always disjoint).

The parametric framework presented in this paper can be instantiated to implement the Chase–Wegman–Zadeck algorithm, as well as other shape-analysis algorithms. Furthermore, in Section 12.5.2, we presented a new algorithm for computing flow dependences using our parametric approach.

For additional discussion of related work, the reader is referred to [57, 58].

---

15In this section, we use the term shape-graph in the generic sense, meaning any finite graph structure used to approximate the shapes of runtime data structures.

16The idea of augmenting shape-graphs with sharing information also appears in the earlier work of Jones and Muchnick [30].
12.8 Conclusions

Many of the classical data-flow-analysis algorithms use bit vectors to represent the characteristic functions of set-valued data-flow values. This corresponds to a logical interpretation (in the abstract semantics) that uses two values. It is definite on one of the bit values and conservative on the other. That is, either “false” means “false” and “true” means “may be true/may be false,” or “true” means “true” and “false” means “may be true/may be false.” Many other static-analysis algorithms have a similar character.

Most static analyses have such a one-sided bias; exceptions include data-flow analyses that simultaneously track “may” and “must” information, for example, [6, 59].

The material presented in this chapter shows that while indefiniteness is inherent (i.e., a static analysis is unable, in general, to give a definite answer), one-sidedness is not. By basing the abstract semantics on 3-valued logic, definite truth and definite falseness can both be tracked, with the third value, 1/2, capturing indefiniteness.

This outlook provides some insight into the true nature of the values that arise in other work on static analysis:

- A one-sided analysis that is precise with respect to “false” and conservative with respect to “true” is really a 3-valued analysis over 0, 1, and 1/2 that conflates 1 and 1/2 (and uses “true” in place of 1/2).
- Likewise, an analysis that is precise with respect to “true” and conservative with respect to “false” is really a 3-valued analysis over 0, 1, and 1/2 that conflates 0 and 1/2 (and uses “false” in place of 1/2).

In contrast, the analyses developed in this chapter are unbiased: They are precise with respect to both 0 and 1 and use 1/2 to capture indefiniteness. Other work that uses 3-valued logic to develop unbiased analyses includes [26].

We hope the ideas presented in this chapter (and the TVLA system, which embodies these ideas) will help readers implement new static-analysis algorithms that identify interesting properties of programs that make use of heap-allocated data structures.
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