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SUMMARY

A vast number of software fault localization techniques have been proposed recently with the growing realization that manual debugging is time-consuming, tedious, and error-prone, and fault localization is one of the most expensive debugging activities. Although some techniques perform better than others on a large number of data sets, they do not do so on all data sets and therefore, the actual quality of fault localization can vary considerably by using just one technique. This paper proposes the use of a consensus-based strategy that combines the results of multiple fault localization techniques to consistently provide high quality performance, irrespective of data set. Empirical evidence based on case studies conducted on six sets of programs (seven programs of the Siemens suite, and the gzip, grep, make, space, and Ant programs) and three different fault localization techniques (Tarantula, Ochiai, and H3) suggests that the consensus-based strategy holds merit and generally provides close to the best, if not the best, results. Empirically, we show that this is true of both single-fault and multifault programs. Additionally, the consensus-based strategy makes use of techniques that all operate on the same set of input data, minimizing the overhead. It is also simple to include or exclude techniques from consensus, making it an easily extensible or tractable strategy. Copyright © 2011 John Wiley & Sons, Ltd.
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1. INTRODUCTION

As an area of research, software fault localization, which deals with locating fault(s) in a program once program failure has been observed, has received significant attention over the last few years. This essentially stems from the fact that software fault localization (hereafter referred to simply as ‘fault localization’ for brevity), has been recognized to be one of the most expensive activities in program debugging [1]. Additionally, to attempt this process manually is time-consuming, tedious, and more gravely, error-prone. In light of such realizations, a host of fault localization techniques have been proposed recently, each of which aims to guide programmers to the locations of faults in one way or another [2–12]. Several such techniques do so via a dynamic analysis of a faulty program, employing execution traces that are collected at runtime. By comparing and contrasting successful and failed execution traces against one another and analyzing the resultant information in various ways, program components (such as functions, blocks, statements, etc.) can be prioritized (i.e., ranked) in order of their likelihood of containing faults. This ‘likelihood of containing faults’ can be viewed, and is hereafter referred to, as the suspiciousness of the program component.

Once these program components have been ranked in order of their suspiciousness (from most suspicious to least), programmers may then examine them starting from the top of the ranking to
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assess if a component is faulty or not. A good fault localization technique should place a faulty component high (if not the highest) in its ranking, such that the fault is discovered early in the examination and with minimal effort. An underlying assumption is that of perfect fault detection — a programmer will always correctly classify a faulty component as faulty, and by the same token, a nonfaulty component as nonfaulty. Should this assumption not hold, then the actual number of components that a programmer needs to examine may increase.

Some fault localization techniques generally produce better rankings than others when evaluated against the same faulty program(s), which is indicative of a technique that is generally superior in its construction and/or logic. However, the demonstration of such superiority is still very data-dependent, and the quality of claimed superiority can vary greatly based on which faulty programs are studied. Even if a fault localization technique $\alpha$ performs better (we formally define what we mean by ‘performs better’ subsequently in Section 3.4 of this paper) than technique $\beta$ on the majority of the studied data set; it would still mean that $\beta$ is at least as good as $\alpha$, if not better, on the remainder of the data set. To the best of our knowledge, no fault localization technique exists that is provably superior to all others, and therefore, shall perform better on all data sets.

This prompts us to wonder why the norm de rigueur should be to apply only one fault localization technique, when there are in fact several such techniques that essentially operate on the same set of input data. It instead makes sense to incorporate multiple techniques in some combination, such that advantages of each technique are maintained while the deficiencies are collectively checked. We emphasize that such an endeavor is novel in the context of software fault localization. The problem we are then faced with is how various fault localization techniques may be combined to generally provide a better result. One way to do this would be to analyze how each fault localization technique has been designed, and develop a new technique that satisfies (as best as possible) the requirements and properties of each individual technique. Another strategy would be to take the rankings produced by each technique (each ranking is a listing of the same set of program components, in a potentially different order), and combine them into a consolidated ranking. This paper is pursuant to the second strategy (further discussion as to ‘why’ is provided in Section 5.2), that is, effectively consolidating — to an agreement — the rankings produced by different fault localization techniques to create one single consensus-based ranking for better fault localization. We summarize the contributions made by this paper as follows:

- A novel and extensible consensus-based fault localization strategy is proposed that makes use of multiple fault localization techniques, as opposed to just one.
- On the basis of case studies performed on the seven programs of the Siemens suite, and the gzip, grep, make, space, and Ant programs, the effectiveness of the proposed strategy is demonstrated.
- Also, via our case studies that made use of the Tarantula, Ochiai, and H3 techniques (see references [2, 5, 9], respectively), an initial set of fault localization techniques suitable for consensus is presented.

The remainder of the paper is organized as follows: Section 2 presents preliminary discussions on fault localization and rank aggregation, which are the two fundamental components of our research. Then Section 3 goes on to describe the design of our experiments, whose results are subsequently presented in Section 4. Section 5 carries out a detailed discussion on issues relevant to the proposed strategy, and the identified threats to validity. Related work is overviewed in Section 6, followed by our conclusions in Section 7.

2. PRELIMINARIES

We first illustrate how fault localization techniques may be used to produce rankings of program components, and then describe rank aggregation in greater depth and outline the procedure based on which the rankings produced by different fault localization techniques are consolidated in this paper.

---

‡Such an endeavor, commonly referred to as ‘rank aggregation’, while novel in our own context, has been frequented before in a number of different domains as discussed in Section 2.2.
2.1. Fault localization: an illustrative example

For the purposes of this paper, we focus on dynamic fault localization techniques that make use of information collected as a result of test case executions against the program under test. More precisely, data on the execution result (success or failure\(^\dagger\)) and the coverage (which statements\(^\ddagger\) are covered/executed by each test case and which are not) are utilized to assign a suspiciousness value to each statement (interpreted as the likelihood of that statement being faulty), which in turn is the basis for ranking the various statements.

Let us consider an implemented program \(P'\) which differs from the intended target program \(P\) such that of five test cases in a test set \(T\), one of them results in a failure. Refer to Figure 1 for details. The faulty statement in this example is statement 5 and the failed test case (which is how we know that the implemented program is faulty) is \(t_4\).

The statement coverage information for each test case is also provided: a black dot in the row corresponding to a statement implies that the statement is covered by the test case, and the absence of a black dot means that the statement is not covered by that test case (for example, statement 5 is covered by all tests except \(t_5\)). The execution result for each test case is also provided where an ‘F’ means that the execution resulted in failure and an ‘S’ means that it was successful. On the basis of the coverage information and the execution results (success or failure), the suspiciousness computed according to the Tarantula and H3 techniques, respectively (see Section 3.1) is listed in the last two columns. Tarantula’s statement ranking (based on the suspiciousness) would have statement 5 at the top, followed by statements 1–4, which are tied for the same position in the ranking (because they have the same suspiciousness), and then finally statement 6. This means that a programmer would examine statement 5 before examining any other statements (because it is at the top of the ranking) and would therefore find the fault by examining just one statement. This example also serves to underscore the importance of fault localization. However, the ranking based on H3 would put statement 6 at the very top, and not statement 5. Thus, based on this example it seems that Tarantula is more effective at locating faults than H3.

Now consider a similar example in Figure 2 where the error is in statement 3 (we accidentally multiply ‘a’ by ‘b’ instead of dividing). As before, the coverage and execution result information has been provided. We note that in this scenario Tarantula assigns the highest suspiciousness to statement 5 (which is nonfaulty) and not statement 3 (which is faulty). Therefore, statement 5 would be examined before statement 3, were Tarantula used. On the other hand, H3 is clearly able to label statement 3 as more suspicious than statement 5, implying that the fault would be located faster, were H3 used instead of Tarantula. In this case H3 is the better fault localization technique.

\(^\dagger\)A test case is considered successful if the program behavior/output, when executed against the test case, is as expected. Correspondingly, if the observed program behavior/output on a test case deviates from the expected behavior/output, then the test case is a failed test case.

\(^\ddagger\)In this paper we consider ‘statements’ as the program components of interest with the understanding that without loss of generality, fault localization techniques are equally applicable when considering other program components such as functions, blocks, etc.
orderings (rankings) of these alternatives provided by Kemeny [14]. Given $n$ Condorcet criterion and the this paper, and thus interested readers are directed to [15] for further details.

Informally, the rank aggregation problem is to combine many rank orderings on the same set of candidates or alternatives, to obtain a ‘better ordering’ [13]. Rank aggregation, in one of its many forms, is seen in different contexts — voters writing orderings of candidates in elections, multiple search engines providing different web-page orderings, etc. The problem is at least as old (and probably much older) as the 18th century, when the Condorcet and Borda voting systems for elections with more than two candidates were proposed [14]. There may be several desirable characteristics of an aggregate ranking depending on the criteria considered. For example, unanimity states that if every voter prefers one choice to another, say $\alpha$ to $\beta$, then the aggregate ranking should also prefer $\alpha$ to $\beta$. Several other criteria exist such as consistency, neutrality, monotonicity, and the Condorcet criterion to name a few. Reviewing each of these criteria is beyond the scope of this paper, and thus interested readers are directed to [15] for further details.

One precise criterion based on which an ideal aggregate ranking could be determined was provided by Kemeny [14]. Given $n$ different alternatives to choose from, and $m$ potentially different orderings (rankings) of these alternatives $\{\sigma_1, \sigma_2, \ldots, \sigma_m\}$; a Kemeny optimal ranking $\sigma$ is that ordering of the $n$ alternatives, which minimizes $\sum_{i=1}^{m} D(\sigma, \sigma_i)$. Here, $D(\sigma, \sigma_j)$ denotes the number of pairs of alternatives that are ranked differently by $\sigma$ and $\sigma_j$. This is in fact the well-known Kendall Tau distance metric. Stating this condition for optimality differently, $\sigma$ maximizes the number of pair-wise agreements with the votes [16]. Unfortunately, finding a Kemeny optimal ranking is a nondeterministic polynomial-time hard problem and remains nondeterministic polynomial-time hard even when there are as few as four rankings to be aggregated [17].

With this in mind, we choose Borda’s method [18] to determine aggregate rankings because this method can be implemented in linear time and has been shown to be a factor-5 approximation to the Kemeny optimal ranking [19] (our choice of the Borda technique is further discussed in Section 5.4). Borda’s method works in the following manner: given $m$ complete orderings $\{\sigma_1, \sigma_2, \ldots, \sigma_m\}$ of $n$ alternatives; for each alternative $c$ in each of the orderings $\sigma_i$, a subscore $B_j(c)$ is assigned, which is defined as the number of alternatives ranked below $c$ in $\sigma_i$. The total Borda score for alternative $c$ is then computed as $\sum_{j=1}^{m} B_j(c)$, that is, the sum of the subscores across each of the orderings. The aggregate ranking is formed by sorting the alternatives in decreasing order of their total Borda scores such that an alternative higher in the ranking is preferred to one lower in the ranking. Following these steps precisely, an aggregate Borda ranking can be generated. An illustration of this process is provided via example in Figure 3.
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Figure 2. Another example to illustrate fault localization (H3 is better than Tarantula).

Therefore, if two fault localization techniques (both of good repute) produce statement rankings that are very different from one another (such as Tarantula and H3 in the examples above; Figure 1 and 2), we would be forced to choose which ranking to follow. This may be a bad idea given that no fault localization technique is provably superior to another. However, we note that we would not have to choose one technique over the other, were we somehow able to combine or aggregate their rankings in a sensible way.
3. EXPERIMENTAL DESIGN

In this section we overview the fault localization techniques and subject programs considered for our experiments and provide details on how data was collected. Also discussed is the metric used to evaluate fault localization techniques and any special design considerations relevant to our experiments.

3.1. Fault localization techniques

Three fault localization techniques have been chosen for our experiments, namely, Tarantula [5] (mentioned in Section 2.1); a technique based on the Ochiai coefficient [2], hereon referred to as Ochiai; and a technique based on a heuristic that calibrates the contributions made by successful and failed executions [9], referred to by the authors as H3. Each of these techniques was chosen with a purpose in mind — Tarantula, because it is simple and popular, and the others because they are quite different in their internal design, yet both report results that are generally superior to techniques such as Tarantula. Additionally, each of these techniques operates on exactly the same input data (coverage information with respect to a set of program components for each test case and the
Table I. Notations relevant to the fault localization techniques.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_F )</td>
<td>Total number of failed test cases</td>
</tr>
<tr>
<td>( N_S )</td>
<td>Total number of successful test cases</td>
</tr>
<tr>
<td>( N_C(\omega) )</td>
<td>Number of test cases covering ( \omega )</td>
</tr>
<tr>
<td>( N_{CF}(\omega) )</td>
<td>Number of failed test cases covering ( \omega )</td>
</tr>
<tr>
<td>( N_{CS}(\omega) )</td>
<td>Number of successful test cases covering ( \omega )</td>
</tr>
</tbody>
</table>

Test execution result — success or failure), and produces as output rankings of the same set of program components. We remind the reader that for the purposes of this paper, program components are considered to be executable statements,\(^1\) with the understanding that without loss of generality, other components such as functions, blocks, etc., could have just as easily been considered. Hereafter, unless otherwise specified, we refer to executable statements simply as statements. We now present a succinct overview of each of the selected techniques (further discussion on their choice is presented in Section 5.4). To make the descriptions of each technique simpler and to be consistent, we make use of the notations provided in Table I. For any statement \( \omega \) we have:

Where the total number of test cases is given by \((N_F + N_S)\) because the outcome of a test case is always binary, that is, the execution must either fail or succeed. Also note that the values of \( N_F \) and \( N_S \) are the same with respect to all statements of the same program.

3.1.1. Tarantula. Tarantula follows the intuition that statements that are executed (covered) primarily by failed test cases are highly probable (more suspicious) to be faulty [5]. Additionally, statements that are executed primarily by passed (successful) test cases are less likely to be faulty. Tarantula thus assigns a suspiciousness value to each statement using the formula:

\[
\text{susp}(\omega) = \frac{N_{CF}(\omega)}{N_F} \frac{N_{CS}(\omega)}{N_S}
\]

(1)

where \( \text{susp}(\omega) \) gives the suspiciousness of statement \( \omega \). On the basis of a case study performed on the programs of the Siemens suite, it is shown that Tarantula is more effective than other fault localization techniques such as set union, set intersection, nearest neighbor, and cause-transitions. [5]

3.1.2. Ochiai. Following the same convention, the Ochiai coefficient has been utilized to assign statement suspiciousness as follows:

\[
\text{susp}(\omega) = \frac{N_{CF}(\omega)}{\sqrt{N_F \times (N_{CF}(\omega) + N_{CS}(\omega))}} = \frac{N_{CF}(\omega)}{\sqrt{N_F \times N_C(\omega)}}
\]

(2)

It has been shown empirically that Ochiai consistently outperforms other coefficients such as Jaccard [20] and also Tarantula when used for fault localization [2].

3.1.3. H3. H3 (the most efficient of several proposed in [9]) assigns statement suspiciousness as:

\[
\text{susp}(\omega) = N_{CF}(\omega) - \Omega(N_{CS}(\omega))
\]

(3)

Where \( \Omega(k) = \begin{cases} k, & \text{for } k = 0, 1, 2 \\ 2 + (k - 2) \times 0.1, & \text{for } 3 \leq k \leq 10 \\ 2.8 + (k - 10) \times \alpha, & \text{for } k \geq 11 \end{cases} \)

The computation involves a variable \( \alpha \), which we set to 0.001 for our experiments, because this is the value that yields the best results based on the experiments performed in [9]. These

\(^1\)Multiline statements are combined into one source line so that they are counted as one during an execution, and code such as blank lines, comments, function, and variable declarations are omitted from consideration as per the discussion presented in [5]. What we are then left with are executable statements.
experiments also reveal that H3 shows significant improvement over Tarantula in terms of its fault localization capabilities.

3.2. Subject programs

The seven programs in the Siemens suite have been used extensively in testing and fault localization related studies such as those in [2, 4, 6, 7, 9, 10, 21]. The correct versions, 132 faulty versions, and all the test cases were downloaded from [22]. Three faulty versions are excluded in our study: version 9 of ‘schedule 2’ because it does not result in any test case failure, and versions 4 and 6 of ‘print_tokens’ because these faults are located in the header files and not in the c files. Table II presents further details regarding the programs of the Siemens suite.

The source code of version 2.2 of the grep program was downloaded from [23]. Also downloaded were versions 1.1.2 of the gzip program and 3.76.1 of the make program, and the space program. Because these are all categorically C programs (i.e., programs written in the C programming language), and we wished to evaluate object-oriented programs as well, we also downloaded version 1.6 beta of the Ant program from [23]. Each of these programs (correct versions) was downloaded with a set of accompanying test cases and faulty versions. For four programs (grep, gzip, make, and Ant), we also created faulty versions using mutation-based fault injection, in addition to the ones that were downloaded. This was made to enlarge our data sets and because mutation-based faults have been shown to simulate realistic faults well, and provide reliable and trustworthy results [6, 24–26]. For the grep program, additional faults from [23] were also used. Finally, for all of our subject programs, any faulty versions that did not lead to at least one test case failure in our execution environment were excluded. A summary of the information regarding grep, gzip, make, space, and Ant is presented in Table III.

We observe that the gzip, space, grep, and make programs are much larger (in terms of the LOC count) than the programs of the Siemens suite. In fact the make program is considerably larger than the grep program, which in turn is larger than the gzip program. The Ant program is significantly larger than all of these programs. This allows for a much more comprehensive evaluation across not just different programs, but also programs of varying sizes: small to very large.

3.3. Data collection

All program executions were on a PC with a 2.13 GHz Intel Core 2 Duo CPU and 8 GB physical memory. The operating system was SunOS 5.10 (Solaris 10, Oracle Corporation, California, USA) and the compiler used was GCC 3.4.3 (Free Software Foundation, Boston, MA, USA). Each faulty version of the Siemens suite was compiled with a set of accompanying test cases and faulty versions. Table II presents the number of faulty versions used, the number of test cases, and the number of lines of code (LOC) for each program.

Table II. Summary of Siemens suite.

<table>
<thead>
<tr>
<th>Program</th>
<th>Number of faulty versions used</th>
<th>Number of test cases</th>
<th>Number of LOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>print_tokens</td>
<td>5</td>
<td>4130</td>
<td>565</td>
</tr>
<tr>
<td>print_tokens2</td>
<td>10</td>
<td>4115</td>
<td>510</td>
</tr>
<tr>
<td>schedule</td>
<td>9</td>
<td>2650</td>
<td>412</td>
</tr>
<tr>
<td>schedule2</td>
<td>9</td>
<td>2710</td>
<td>307</td>
</tr>
<tr>
<td>replace</td>
<td>32</td>
<td>5542</td>
<td>563</td>
</tr>
<tr>
<td>tcas</td>
<td>41</td>
<td>1608</td>
<td>173</td>
</tr>
<tr>
<td>tot_info</td>
<td>23</td>
<td>1052</td>
<td>406</td>
</tr>
</tbody>
</table>

LOC: lines of code.

Table III. Summary of grep, gzip, make, space and Ant programs.

<table>
<thead>
<tr>
<th>Program</th>
<th>Number of faulty versions used</th>
<th>Number of test cases</th>
<th>Number of LOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>grep</td>
<td>19</td>
<td>470</td>
<td>12,653</td>
</tr>
<tr>
<td>gzip</td>
<td>28</td>
<td>211</td>
<td>6573</td>
</tr>
<tr>
<td>make</td>
<td>31</td>
<td>793</td>
<td>20,014</td>
</tr>
<tr>
<td>space</td>
<td>35</td>
<td>13,585</td>
<td>9126</td>
</tr>
<tr>
<td>Ant</td>
<td>23</td>
<td>871</td>
<td>75,333</td>
</tr>
</tbody>
</table>
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version was executed against all its corresponding available test cases. The success or failure of an execution was determined by comparing the outputs of the faulty version and the correct version of a program. A failure was recorded whenever there was deviation of observed output/behavior from expected output/behavior. The tool Suds (Telcordia Technologies, Piscataway, NJ) [27] was used to collect execution trace (statement coverage in our case) information for the C programs, while Clover (Atlassian Corp, Sydney, Australia) [28] was used in the case of the Java-based Ant program.

3.4. Evaluation metric

Renieris and Reiss [7] suggested the assignment of a score to each faulty version of a subject program, defined as the percentage of the program that need not be examined to find a faulty statement in the program or a faulty node in the corresponding program dependence graph (PDG). Cleve and Zeller also adopted the same score in [4]. Tarantula operates directly on the program’s source code and to make their computations comparable to those based on the PDG, the authors consider only executable statements in the computation of their score [5]. Thus, for consistency, only executable statements are considered for our experiments as well.

However, one difference between the above measures and the one used in this paper is that we think it is more straightforward and suitable to report the effectiveness in terms of the percentage of code that must be examined to find the fault, as opposed to that which need not. This modified score is referred to as the \( E \) score [9–11] and is defined as the percentage of executable statements that must be examined (starting from the top of the ranking) until a faulty statement is reached. A similar modification is made by Liu et al. [6] with the exception that their score is again based on the PDG. Note that this \( E \) score and the one used in [5] are equivalent and can be derived one from the other. In terms of comparing techniques: for any given faulty program, if the \( E \) score assigned to it by a fault localization technique \( L_a \) is less than that assigned by a different technique \( L_b \), then we conclude that \( L_a \) outperforms or is better than (i.e., is more effective than) \( L_b \) (as fewer statements need to be examined to find a fault).

Because the \( E \) score (and other such scores) can only be used to compare two or more techniques on the same program, and we in fact have multiple faulty versions of each program under study; we also compare from a more cumulative perspective. Supposing we have \( k \) faulty versions as part of a dataset, and \( L_a(i) \) and \( L_b(i) \) give the total number of statements that must be examined to locate a fault on the \( i \)th faulty version, by techniques \( L_a \) and \( L_b \) respectively, we can say \( L_a \) is more effective than \( L_b \), if \( \sum_{i=1}^{n} L_a(i) < \sum_{i=1}^{n} L_b(i) \).

3.5. Ties within rankings

Prior to presenting the results, it is necessary to point out another aspect of the suspiciousness computation — it is possible that the same suspiciousness value may be assigned to different statements. Stated differently, the suspiciousness that is assigned to a statement may not necessarily be unique, and therefore two (or more) statements may be tied for the same position in the ranking. For the fault localization techniques used in this paper one way (though not the only way) for this to happen is if two (or more) statements have the same values for each of the attributes listed in Table I.

With regards to consensus, often in voting scenarios when voters are unable to select between two or more candidates (alternatives), these candidates are ranked based on some key or natural ordering. For example, an alphabetical ordering to break ties. Along the same lines, between two statements tied for the same ranking, we ranked the statement with a lower statement number above that with a higher statement number. Note that these statement numbers only correspond to the order in which the statements appear in the program, and are not necessarily the order in which the statements are executed. For example, when a source file is opened in a text editor, the line numbers assigned to statements (by the text editor) can serve as our key. Even in the case of multiple source files, as long as two statements (whether in the same file or not) are not assigned the same statement number, ties can be broken.

To ensure fairness, we use this same key (i.e., statement number) to break ties in the rankings produced by Tarantula, Ochiai, and H3, and in the final ranking produced via Consensus (computed
as per Borda’s method as described in Section 2.2). However, the use of such a key is purely to break any ties in the fault localization rankings, and in fact is not expected to have any significant bearing on the actual quality of fault localization (by any of the techniques). We return to this issue later in the paper when we discuss the identified threats to validity in Section 5.4.

4. EXPERIMENTAL RESULTS

Figures 4–9 show the fault localization effectiveness comparison across the Siemens suite, the grep, gzip, make, space, and Ant programs, respectively. Three curves in the figures are annotated as ‘Ochiai,’ ‘H3,’ and ‘Tarantula,’ each signifying the effectiveness of its corresponding fault localization technique. The fourth curve, representing the effectiveness based on the rank aggregation procedure detailed in Section 2.2, is annotated as ‘Consensus.’ This same convention is followed for all of the figures. In addition to being patterned differently and having different point markers, these curves are also displayed in different colors and hence are best viewed in color.

In each figure, the $x$-axis represents the percentage of code that is examined (the $\text{EXAM}$ score) and the $y$-axis represents the percentage of faults located for the corresponding $\text{EXAM}$ score. For example, from Figure 4 (programs of the Siemens suite) we observe that 62.79% (81/129), 51.16% (66/129), 58.91% (76/129), and 66.67% (86/129) of the faults can be located, by examining less than 10% of the code when using the consensus-based, Tarantula, Ochiai, and H3 techniques, respectively. To enhance readability, zoom-ins have been provided at the bottom right of each of the figures, for when up to a small percentage of the code is examined.

The first thing we observe is that there is no singleton fault localization technique that seems to dominate across the entire data set, that is, the six sets of programs studied. For example, H3 seems to be the best technique with respect to the Siemens suite (as per Figure 4) and Ant (as per Figure 9), yet this is not necessarily the case for the other programs. This observation supports the claim that using one fault localization technique alone may not always be the best strategy, as the quality of fault localization can vary drastically from data set to data set (i.e., from program to program). We also note that Tarantula seems to be the worst of the singleton techniques, and this is especially evident based on the Siemens suite and gzip programs (Figure 4 and 6, respectively). This observation shall form the basis of the discussion in Section 5.1.

![Figure 4. Effectiveness comparison on the Siemens suite.](image-url)
We digress temporarily to now fully justify what we mean by ‘better’ and ‘worse’ performance by the techniques. Note that the curves intersect each other quite often signifying that the effectiveness of one technique may be better or worse than the other depending on what percentage of the code has been examined. For example, H3 on the grep program leads to the localization of 89.47% (17/19) of the faults by examining less than 20% of the code. However, as far as the remaining 10.53% (2/19) of the faults are concerned, H3 can only locate these faults by examining about 65% of the code. In contrast, Tarantula, behind H3 initially, now surpasses H3 as it locates these 2 faults before H3. To avoid setting arbitrary thresholds as to ‘how much code should be examined’ and to keep comparisons fair, in such a scenario we consider the technique that locates all the faults by examining the least amount of code to be superior.
Back to our discussion on Consensus, the second arguably more pertinent observation is that Consensus performs fairly well across all the data sets studied. We use the word ‘fairly’ because even if Consensus does not deliver the best fault localization effectiveness in every case, its performance, if not the best, is always close to the best observed. This relatively consistent yet high quality performance across all the data sets studied is indicative of its usefulness as a general strategy to improve the effectiveness of fault localization.

Given that the curves in Figures 4–9 may not be perfectly decipherable to all, and that the $E_{XAM}$ score only provides one frame of reference for comparison, Table IV presents data in terms of the total number of statements that need to be examined to locate all the faults used in our studies (as discussed at the end of Section 3.4) per fault localization technique. We emphasize that each
entry in the table corresponds to the aggregate number of statements that each technique requires the examination of to locate faults in all of the faulty versions per subject program (as opposed to per faulty version). The average number of statements to be examined per faulty version can easily be computed by dividing each entry by the number of faulty versions (corresponding to that program). For example (based on Table IV), we see that Consensus requires the examination of 1778 statements on the Siemens suite, which corresponds to only about 13.78 statements (1778/129) per faulty version.

As in the case of the inspect score-based comparison, we note that there is no singleton technique that performs the best in all cases. This provides clear evidence in support of a strategy that takes into account multiple fault localization techniques, such as Consensus. In fact in the case of the gzip and make programs, we note that Consensus can locate all the faults by the examination of no more than 2120 and 12,219 statements, respectively, numbers that are lower than those corresponding to any of the singleton techniques. As we noted with respect to the inspect score, when Consensus cannot provide the best performance, it is always close to the best. For example on the space program, while Ochiai is the best technique, Consensus is much closer to Ochiai than Tarantula or H3. On the other hand on the Ant program, when H3 happens to be the best technique, Consensus is still much closer to H3 than Tarantula or Ochiai.

Thus, the data in Table IV, along with Figures 4–9, indicates that Consensus indeed provides high quality fault localization effectiveness even across different data sets.

5. DISCUSSION

In this section, we present discussions on issues and concerns that are relevant to the consensus-based strategy presented in this paper and the results that have been so derived. Also discussed in this section are the identified threats to validity.
5.1. Research questions regarding inclusion/exclusion of techniques from consensus

An important concern regarding consensus applied to our context is the quality or goodness of the fault localization techniques that are used for the purposes of consensus. Intuitively, we would like to include good techniques in the consensus and exclude the bad (relatively worse) ones, because the net effect of including lesser techniques is to generally bring down the consensus result. However, throughout the paper we have emphasized that it is very rare (if not entirely impossible) for any one technique to provide excellent fault localization results on every data set, and indeed even if one technique seems to be better than another most of the time, this may not be true all of the time. Thus, it is difficult to perfectly categorize one technique as good (or bad) with respect to another. In such a situation a popular strategy would be to include a large and diverse assortment of techniques for consensus, such that the benefit of each technique is reflected in some way in the consensus. We are therefore confronted with two distinct, yet indirectly related, research questions (RQs) regarding the consensus-based strategy that has been proposed, namely:

RQ1: Is including more fault localization techniques in the consensus always recommended?
RQ2: Is excluding a (reportedly) less effective fault localization technique from consensus always recommended?

Both questions can be addressed somewhat simultaneously by adding another fault localization technique into our consensus, which has a poor performance relative to the other techniques. However, a simpler way to achieve the same would be to remove Tarantula from the consensus, as this would reduce the number of techniques used by one; and additionally, the other techniques, H3 [9] and Ochiai [2], have reported results that are generally superior to Tarantula (though not necessarily in all cases).

Figures 10–15 show the effectiveness comparison between consensus using all three fault localization techniques discussed in Section 3.1 (annotated as Consensus), and consensus using just the H3 and Ochiai techniques (annotated as Consensus-New). Because the curves for H3 and Ochiai themselves undergo no change (from Figures 4–9) and are immaterial to this comparison, they have been left out. The curves for Consensus too undergo no change but they are still shown in the figures for ease of reference. As before, zoom-ins have been provided for each of the figures, except in the case of the Ant program (referring to Figure 15) where the scale of the graph is already very low.

![Figure 10. Effectiveness comparison on the Siemens suite.](image-url)
While Consensus-New seems to offer improvement over Consensus on the programs of the Siemens suite (Figure 10) and the Ant program (Figure 15), this is not the case for the other programs (Figures 11–14). In fact on the space program (Figure 14) Consensus-New clearly performs worse than Consensus. Similarly, on the grep program (Figure 11) Consensus-New seems to do worse than Consensus because Consensus can locate all of the faults by examining less than 25% of the code, whereas Consensus-New can only locate 89.47% (17/19) faults by examining up to 25% of the code. Notably though, if we examine only 10% of the code, then Consensus-New is better than Consensus on the grep program as per the zoom-in in Figure 11. Additionally, Table V presents a comparison between Consensus and Consensus-New based on the total number of statements that need to be examined to locate all the faults used in our study. Similar to the figures, Table V reveals
improvement by using Consensus-New as opposed to Consensus, but only on the programs of the Siemens suite and Ant. On the grep, gzip, make, and space programs, more statements need to be examined to locate all the faults by using Consensus-New (than Consensus).

On the basis of the data in Figures 10–15 and Table V, we observe that removing Tarantula from the consensus does not really improve upon the results (the results are only improved in the case of the Siemens suite of programs and the Ant program), and in fact seems to bring down the overall quality of fault localization (this is especially evident from Table V). The reason for this is exactly what motivated the consensus-based strategy for fault localization in the first place. Even though the other fault localization techniques have been reported to be more effective than Tarantula, this
is not always the case. Consider the grep program (Figure 5), where the performance (in terms of the percentage of code examined for locating all the faults used in our study) of Tarantula is not as poor, when compared with the H3 technique. Retaining H3 and excluding Tarantula (from consensus) in this case, leads to a worse performance than had we just included both of them along with Ochiai. The same is true of the gzip and make programs, though not to the same extent as in the case of the grep program. Note that we can still be confident in the claim that our consensus-based strategy provides close to the best fault localization results, if not the best (as can be observed via a simple comparison of the data in Tables IV and V — by comparing the data corresponding to Consensus-New with that of Ochiai and H3).

We are now in a position to address the two research questions from before. The answer to RQ1 seems to be no. As seen on the Siemens suite and Ant (see Figures 10 and 15 and Table V), having a fewer number of fault localization techniques involved in the consensus can lead to better results. On the other hand, for the grep, gzip, make, and space programs, having a fewer number of fault localization techniques leads to a worse result. Hence, in no way we can conclude that selecting a smaller (or a larger) set of fault localization techniques always gives a better result.

Research question 2 is much trickier to answer. The choice of whether to include a less effective fault localization technique really depends on our definition of ‘less effective’. Unless a fault localization technique is provably inferior (or inferior beyond contention) to others in every case, it may still be valuable to the consensus. Excluding Tarantula leads to worse results in the case of some programs as seen in Table V. Thus, prior to rejection, we should be highly confident in the ability of the other techniques to outperform what we believe is the ‘less effective’ technique. Even though fault localization techniques such as H3 and Ochiai reportedly are more effective than Tarantula, our data suggests that removing Tarantula from Consensus does not necessarily imply that the fault localization results will always improve. Therefore, techniques such as Tarantula may still be very useful from the point of view of fault localization (especially if a consensus-based approach is followed).
Finally, to close this section, we reemphasize that the goal of consensus is to have multiple fault localization techniques work together to produce a better result (in our study, either the best or close to the best), such that the strengths of each technique are maintained and the deficiencies collectively checked. Essentially, even if a fault localization technique we use does not turn out to be as effective as we had thought, the other techniques in the consensus should prevent it from bringing down the overall effectiveness. Thus, we have a flavor of *quis custodiet ipsos custodes* (Latin for ‘who watches the watchmen’, which has many similar interpretations, one of the more apt ones being ‘who will guard us from the guardians’).

5.2. Design-based versus ranking-based consensus

As mentioned before, a consensus between the fault localization techniques may be achievable either by consolidating rankings (as has been done in this paper) or by the consolidation of the techniques themselves, perhaps by finding commonalities in their design. The latter approach has neither been pursued by us, nor is it recommended to others (whether in research or in practice), as it is fraught with complications and may not be a practical option.

Consider that a fault localization technique is essentially a function $L$ that takes (in our case) as input $(x)$, statement coverage and test execution result information, and transforms that information into a ranking of statements $(r)$. Thus, we have $L(x) \rightarrow r$. Given two techniques, $L_a$ and $L_b$, we may have two potentially different rankings as $L_a(x) \rightarrow r_a$ and $L_b(x) \rightarrow r_b$. Merging these two functions to produce a new function $L$ is impossible without detailed knowledge about each technique (and this merger may never even be possible as some techniques may be contradictory in design). In the event that we wish to add another technique to the consensus, the consolidated technique will have to be remodified in its construction. This can be extremely time-consuming and tedious. The same applies if we want to remove a technique from the consensus.

In contrast, working with the rankings does not suffer from any of the above problems. To add another fault localization technique to the consensus is as simple as including its produced ranking in the aggregation. By the same token, the removal of a technique from the consensus requires no more than just discounting its ranking. No detailed analysis is required and we are able to treat each technique as a black-box. Indeed, all the consensus-based strategy proposed here-in requires is the set of rankings to consolidate, and really there is no need to even know which techniques have been used. The ability of such consensus to easily accommodate new techniques makes it highly extensible, yet its ability to also remove techniques with ease makes it tractable, both of which are desirable characteristics of such strategies. Furthermore, there are several ways to combine rankings, of which the Borda method followed in this paper (see Section 2.2) is but only one, which means that the proposed consensus-based strategy offers a great deal of flexibility and customizability in how the (ranking-based) consensus is actually achieved. At this point we reemphasize that Borda’s method was chosen because it provides a factor-5 approximation to the Kemeny optimal ranking and can be implemented in linear time. The additional time required to run our consensus-based approach as opposed to using a singleton technique is trivial (and in our execution environment, the extra time required is on the order of a few milliseconds per faulty program).

5.3. Single versus multifault programs

The faulty versions of the programs studied have all categorically been single fault versions, that is, each faulty version has exactly one fault in it. However, it is important to point out that the proposed strategy does not represent a technique by itself, but rather calls for the use of multiple techniques in tandem, irrespective of the number of faults in a program. Thus, its use is in no way restricted to single-fault programs and it can very easily be applied to programs with multiple faults as well. To evaluate how well the Consensus-based strategy fares in a multi-fault setting, we conducted an additional set of experiments.

For programs with multiple faults in them, the authors in [29] defined an evaluation metric that they termed as ‘Expense’ corresponding to the percentage of code that must be examined to locate the first fault as they argue that this is the fault that programmers will begin to fix. We note that the ‘Expense’ score, though defined in a multifault setting, is very similar to the EXAM score used...
in this paper. Thus, fault localization techniques can also be applied to and evaluated on programs with multiple faults in such a manner, and in accordance we conduct a comparison between our Consensus-based strategy and other fault localization techniques using this approach. As per [29] all the techniques (and Consensus) are evaluated on the basis of the ‘expense’ required to find only the first fault in the ranking. Note that because the rankings based on the various fault localization (including Consensus) techniques may vary considerably with respect to one another, it is not necessary that the first fault located by one technique be the same as the first fault located by another technique.

Multifault versions of the subject programs are created via a combination of several single-fault versions that are available to us. For example, a two-fault version of a program can be created by seeding each of the faults of two single-fault versions of this program into the correct version. The programs of the Siemens suite have been used for the purposes of this comparison as there are many single-fault versions available (see Table II in Section 3.2), which can be combined in a variety of ways to produce many different multifault versions. A total of 75 such programs are created based on combinations of the single-fault programs of the Siemens suite, ranging from faulty versions with two faults in them to those with five faults in them.

Figure 16 presents the comparison between Consensus and the other fault localization techniques on the multifault programs of the Siemens suite. The figure clearly reveals that Consensus performs very well, much better in fact when compared with the singleton fault localization techniques. We also present the total number of statements that need to be examined to find the first fault across all 75 faulty versions studied, in Table VI. From the table it is clear that a Consensus-based strategy such as the one evaluated herein is superior to the use of any fault localization technique by itself.

In summary, our experiments reveal that the Consensus-based strategy is not just equally applicable to single-fault and multifault scenarios alike, but rather has the potential to be highly effective in either scenario as well.

5.4. Threats to validity

A threat to the construct validity is the use of the Expense score as a mode of comparison between different fault localization techniques. Our evaluation metrics in Section 3.4 may not provide a
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Table VI. Total number of statements examined for the 75 multifault versions of the Siemens suite.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Total Statements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tarantula</td>
<td>1618</td>
</tr>
<tr>
<td>Ochiai</td>
<td>1147</td>
</tr>
<tr>
<td>H3</td>
<td>3389</td>
</tr>
<tr>
<td>Consensus</td>
<td>1027</td>
</tr>
</tbody>
</table>

complete picture of effort spent, as programmers may not examine statements one at a time and may spend varying amounts of time examining different statements. Another threat would be how the rankings are consolidated together. Borda’s method is a factor-5 approximation to the Kemeny optimal ranking [19] and may not satisfy all fairness criteria. Other approximations exist and have been reported in the literature. However, because this is a study to illustrate the value of consensus (rather than find the optimal consensus itself), their use has been deferred to future work. The use of a key (such as statement number) to break ties also represents a threat. However, for fairness the same key has been used across all the input rankings to consensus. Also the use of the statement number as a key offers no particular bias (in fact statement numbers are assigned by text editors/integrated development environments and not by us), and thus is not expected to have much of an impact on the fault localization results regardless of technique.

An important threat to the internal validity is the fact that some of the faulty versions (such as in the case of the grep, gzip, make, and Ant programs) have been created by seeding faults and using techniques such as mutation. However, this has only been done to increase the number of faulty versions we had to work with. Mutation-based fault injection has also been used in other studies [6, 24–26] where the authors state that such faults represent realistic faults and that the results obtained by using these faults are indeed reliable.

A threat to the external validity would be the choice of fault localization techniques and subject programs that have been used. A total of three different fault localization techniques are considered for consensus each different from the other in terms of its design. Because this is the first study of its kind (to the best of our knowledge), more fault localization techniques were not employed. This is because before the usefulness of the consensus-based strategy can be established, it may not make sense to use a large number of techniques. The programs of the Siemens suite are selected because they have served as a benchmark among fault localization studies. However, the Siemens suite consists of programs that are relatively small (in terms of the LOC count) and so to evaluate the proposed strategy on much larger programs, the grep, gzip, make, space, and Ant programs are also used. While we cannot and do not claim that our results can be generalized to all programs and techniques, the evaluation of three different techniques across six different sets of programs (12 programs in all) does allow us to have strong confidence in our results.

6. RELATED WORK

The ultimate goal of this paper is to present an approach to improve the quality of software fault localization (techniques) in a general sense. Driven by the same motivation, several fault localization techniques have been proposed, in addition to the techniques used for our experiments.

In [7], a nearest neighbor debugging technique was proposed by Renieres and Reiss that contrasts a failed test with another successful test (most similar to the failed one in terms of the ‘distance’ between them). If a bug is in the difference set between the failed execution and its most similar successful execution, it is located. For a bug not in the difference set, the technique continues by first constructing a program dependence graph and then checking adjacent unchecked nodes in the graph step by step until the bug is located. Also proposed in [7] are the set union and set intersection techniques. The former computes the set difference between the program spectrum of a failed test and the union spectra of a set of successful tests. It focuses on the source code that is executed by the failed test but not by any of the successful tests. The latter is based on the set difference between the intersection spectra of successful tests and the spectrum of the failed test. It focuses on statements that are executed by all successful tests but not by the failed test case.
Cleve and Zeller [4] report a program state-based debugging technique, cause transition, to identify the locations and times where a cause of failure changes from one variable to another. This is an extension of their earlier work with delta debugging [12, 30]. An algorithm named cts is proposed to quickly locate cause transitions in a program execution. A potential problem of the cause transition technique is that its cost is relatively high; there may exist thousands of states in a program execution, and delta debugging at each point requires additional test runs to narrow down the causes.

Liblit et al. proposed a statistical debugging technique (Liblit05) that can isolate bugs by instrumenting predicates at particular points [31]. Feedback reports are generated by these instrumented predicates. For each predicate \( P \), the algorithm first computes \( \text{Failure}(P) \), the probability that \( P \) being true implies failure, and \( \text{Context}(P) \), the probability that the execution of \( P \) implies failure. Predicates that have \( \text{Failure}(P) - \text{Context}(P) \leq 0 \) are discarded. The remaining predicates are prioritized based on their ‘importance’ scores, which indicate the relationship between predicates and program bugs. Predicates with a higher score are examined first to help programmers find bugs. Liu et al. proposed the SOBER technique to rank suspicious predicates [6]. First, \( \pi(P) \), which is the probability that predicate \( P \) is evaluated to be true in each run, is computed as \( n(t)/(n(t) + n(f)) \), where \( n(t) \) is the number of times \( P \) is evaluated to be true in a specific run and \( n(f) \) is the number of times \( P \) is evaluated as false. If the distribution of \( \pi(P) \) in failed runs is significantly different from that in successful runs, then \( P \) may be fault-relevant and this relevance is quantified by a ranking score. All instrumented predicates are then ranked in order of their scores and examined in order of fault-relevance.

Zhang et al. [32] presented a technique such that for a given failed test, they perform multiple executions against that test. In each execution, the outcome of one predicate is switched, and this process continues until the program produces the correct output as a result of the switch; then the corresponding predicate is a critical predicate. Bidirectional dynamic slices of such critical predicates are then computed to help programmers locate the bugs. There are also many slicing-based studies that can be further classified as static slicing-based [33, 34], dynamic slicing-based [35], and execution slicing-based [36] fault localization techniques. As opposed to directly assessing the suspiciousness of individual program entities, in [37], the authors instead focus on the propagation of infected program states.

In [38] a procedure is described to debug multiple faults present in a program simultaneously. First, fault-focused clusters are constructed such that failed tests in each cluster are associated with the same fault. The successful test cases are then combined with the fault-focused clusters to produce specialized test suites, whose information can be fed to a fault localization technique (Tarantula in the case of [38]) to locate the fault associated with that cluster. Consensus would apply here as well, as the only change to the procedure outlined would be to not use a single technique (such as Tarantula) alone to produce statement rankings, but rather to also include other high-quality techniques (such as the ones used in our experiments) to produce a more reliable, consensus-based ranking. The multiple-fault problem then boils down to a set of single-fault problems, for which the usefulness of the consensus-based strategy has already been demonstrated.

It is impossible to review all prominent fault localization techniques because of space limitations, and so we instead direct interested readers to [8] for a comprehensive survey on state-of-the-art fault localization techniques. To the best of our knowledge we are not aware of studies that recommend consensus similar to the manner that is proposed here. In [39] the authors evaluated the quality of fault localization with respect to multiple coverage types, namely, statements, branches, and data dependencies. Assigning suspiciousness to a statement involves taking into account statement coverage, branch coverage, and def-use coverage, and thus there is a flavor of consensus. However, this is different from our study as we propose consensus between different fault localization techniques and not different coverage types. Consensus, however, is no stranger to other related areas. Majority voting-based fault tolerance design techniques represent the first approach to hardware fault tolerance [40], and voting algorithms are often used to arbitrate between the results of several redundant modules in fault-tolerant systems. In highly dependable systems, voting is applied at many different levels and has also been used in many different areas such as distributed database systems, pattern recognition, object classification, handling heuristic knowledge, etc. [41]
N-version programming has also been proposed to incorporate fault tolerance into software [42]. Multiple versions of a program (N versions) are prepared and executed in parallel. Then their outputs are collected and examined, and if they are not identical then it is assumed that the majority is correct [43]. However, based on experiments conducted, the authors in [43] conclude that N-version programming must be used with care and that analysis of its reliability must include dependent errors. The discussion on N-version programming is quite relevant to the consensus-based strategy we have proposed. Essentially, each fault localization technique used, that is, one of the N-versions, is one realization of a common objective. Fault localization techniques can be based on the same set of intuitions, and therefore as per [43] they may suffer from similar problems thereby reducing the gain observed by consensus. However, as opposed to N-version programming where each version is implemented based on the same specification, the fault localization techniques used for consensus (in this paper) are not. In fact they can differ drastically in terms of their design and the way in which they utilize the input data to produce output rankings. Thus, our expectation (supported by data presented in this paper) is that the consensus of different fault localization techniques shall generally lead to better results.

Arrow’s impossibility theorem [44], cited most often in the areas of social welfare and welfare economics, states that there is no consistent method that results in a fair choice among three or more candidates using preferential voting (a ranking of candidates in order of preference). More explicitly, the theorem considers certain conditions that are requirements of a fair voting scheme, and shows that if a decision-making body has at least two members and at least three options to decide among, then it is impossible to design a social welfare function that satisfies all the conditions simultaneously. Given that the number of statements in ranking is never expected to be as low as three, and we wish to incorporate several techniques into consensus, we deduce that the consensus-based ranking shall never completely be fair. However, this was not a requirement for us, and as is shown by our empirical data, quality results are achievable even if the ranking is not deemed fair by social welfare standards.

7. CONCLUSIONS AND FUTURE WORK

This paper has presented a strategy to improve the quality of software fault localization by making use of several different fault localization techniques via consensus as opposed to a singleton technique alone. Statement rankings (sorted in order of their likelihood of being faulty) that are produced by each technique are consolidated using the Borda method to produce a consolidated ranking. Data based on case studies that employ three fault localization techniques (Tarantula, Ochiai, and H3, across six different sets of programs), the programs of the Siemens suite, and the grep, gzip, make, space, and Ant programs, suggests that the consensus-based strategy provides close to the best performance (if not the best performance) irrespective of the data set. Furthermore, the proposed strategy has shown to be highly effective irrespective of whether a program has just one or multiple faults present in it.

The proposed strategy is highly extensible in that other fault localization techniques can be easily incorporated into the consensus, and it is also easily tractable in that removing a technique from consensus requires no more than just to discount its ranking. Also, all the fault localization techniques used as per our proposed strategy operate on the same input data, which means there is no additional data collection required to incorporate multiple fault localization techniques into the consensus. Furthermore, the proposed strategy only requires minimum overhead as (based on the experimental design described herein) the aggregate rankings can be computed in linear time.

Future work includes, but is not limited to, investigating the use of more accurate approximations to the Kemeny optimal ranking, further evaluating consensus using many different fault localization techniques, and conducting case studies on a broader set of subject programs. We also wish to investigate the possibility of introducing weighting schemes into Consensus such that each fault localization technique included in Consensus may be assigned a different weight, that is, one technique may be considered more important than another. Additionally, we would like to investigate whether the design-based consensus of some fault localization techniques may be achieved in an
efficient manner. If this is the case, then we would also like to compare the effectiveness of the resultant technique with that of a ranking-based consensus.
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