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This dissertation has two parts: the first part studies multi-antenna broadcast channels with nodes of varying mobility, and the second part studies capacity limits of spectrum-sharing networks.

In the multi-antenna broadcast channel without transmit-side channel state information (CSIT), it has been known that when all receivers have channel state information (CSIR), the degrees of freedom ( DoF ) cannot be improved beyond what is available via TDMA. The same is true if none of the receivers possess CSIR. This dissertation shows that an entirely new scenario emerges when receivers have unequal CSIR: orthogonal transmission is no longer DoF-optimal. In particular, when one receiver has CSIR and the other does not, two product superposition methods based on Grassmannian signaling are proposed and analyzed, and are shown to attain the optimal degrees of freedom for a wide set of antenna configurations and channel coherence times. Furthermore, the product superposition is extended to the domain of coherent signaling with pilots, the advantages of product superposition are demonstrated in low-SNR as well as high-SNR, and DoF optimality is established in a wider set of receiver antenna configurations. Two classes of decoders, with
and without interference cancellation, are studied, and the effect of power allocation and partial CSI at the base station are investigated.

The second part of this dissertation investigates capacity limits of spectrum-sharing networks. Unlike point-to-point cognitive radio, where the constraint imposed by the primary rigidly curbs the secondary throughput, multiple secondary users have the potential to more efficiently harvest the spectrum and share it among themselves. Efficient methods are proposed and analyzed to exploit multiuser diversity in cognitive broadcast channels, cognitive multiple access channel (MAC) and cognitive relay channels. The optimal growth rate of the capacity of these channels is established, and the tradeoff between scaling the secondary throughput and reducing interference on the primary is highlighted and characterized.
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# CHAPTER 1 INTRODUCTION 

### 1.1 Background

Wireless communication has attracted significant interests in the past decades. To sustain ever increasing demand for mobile data, various advanced wireless technologies have been developed to maximize spectrum efficiency. Among these technologies, multiple-input-multiple-output (MIMO) has shown great potential to improve data rate and are widely used by standards, e.g., Long Term Evolution (LTE) and IEEE 802.22.

MIMO systems use multiple antennas at transmitter and receiver and may send multiple data streams to one or several receivers at the same time and frequency, thus the overall spectral efficiency can be greatly increased. To harvest the gain of MIMO, the receiver(s) must reliably estimate the channel to the transmitter, and, if necessary, feed back the channel state information (CSI) to the transmitter in a timely fashion. It is widely understood that CSI acquisition is costly in resources and sometimes may be challenging or even infeasible, and therefore is one key of issues that limit the gain promised by MIMO.

Cognitive radio (CR) aims to improve spectral efficiency from a different perspective. It is known that the spectrum assigned to licensed (primary) users is severely under-utilized [1]. The utilization of spectrum can be increased by allowing cognitive radio (secondary) users to access the same spectrum as primary users, as long as performance degradation of the primary users remains acceptable. In general the secondary users can only use the spectrum when the spectrum demand of primary users is not heavy or the interference between the primary and secondary users is small due to, e.g., channel fading or spatial separation. It is challenging for the secondary users to fulfill constraints imposed by the primary system while maximizing their own data rate.

### 1.2 Motivations and Objectives

This dissertation studies the MIMO broadcast channels and cognitive radio networks.

### 1.2.1 MIMO Broadcast Channels

In the multi-antenna broadcast channel without transmit-side channel state information (CSIT), it has been known that when all receivers have channel state information (CSIR), the degrees of freedom ( DoF ) cannot be improved beyond what is available via TDMA. The same is true if none of the receivers possess CSIR. This dissertation shows that an entirely new scenario emerges when receivers have unequal CSIR. In particular, orthogonal transmission is no longer DoF-optimal when one receiver has CSIR and the other does not. A multiplicative superposition is proposed for this scenario and shown to attain the optimal degrees of freedom under a wide set of antenna configurations and coherence lengths. The product superposition is extended to the domain of coherent signaling with pilots, the advantages of product superposition are demonstrated in low-SNR as well as high-SNR.

### 1.2.2 Cognitive Radio Networks

Unlike point-to-point cognitive radio, where the constraint imposed by the primary rigidly curbs the secondary throughput, multiple secondary users have the potential to more efficiently harvest the spectrum and share it among themselves. The main objective of the dissertation is to investigate throughput limits and efficient methods to exploit multiuser diversity in cognitive radios. In a cognitive (secondary) network which is subject to interference power constraints imposed by a primary system, it is desirable to mitigate the interference on the primary and to harvest multiuser diversity gains in the secondary.

This problem of cognitive radio is often formulated as maximizing the secondary rate subject to interference constraints on the primary, or as the dual problem of minimizing the interference on the primary subject to a fixed rate for the secondary. Thus, reducing the interference footprint of the secondary is of paramount interest in spectrum sharing. Multihop
relaying and cooperative communication is known to significantly mitigate interference and increase the sum-throughput in many multi-user scenarios [2], among others in broadcast channels [3], multiple access channels [4] and interference channels [5]. This has motivated the use of relays in spectrum sharing networks [6-12]. Another objective of the dissertation is to investigate efficient secondary relaying methods as well as the fundamental secondary throughput limits.

### 1.3 Contributions and Outline

Chapter 2 proposes a multiplicative superposition, and shows that it attains the optimal degrees of freedom under a wide set of antenna configurations and coherence lengths. Two signaling schemes are constructed based on the multiplicative superposition. In the first method, the messages of the two receivers are carried in the row and column spaces of a matrix, respectively. This method works better than orthogonal transmission while reception at each receiver is still interference-free. The second method uses coherent signaling for the receiver with CSIR, and Grassmannian signaling for the receiver without CSIR. This second method requires interference cancellation at the receiver with CSIR, but achieves higher DoF than the first method.

Chapter 3 extends product superposition to the domain of coherent signaling with pilots, demonstrates the advantages of product superposition in low-SNR as well as high-SNR, and established DoF optimality in a wider set of receiver antenna configurations. Two classes of decoders, with and without interference cancellation, are studied, and the effect of power allocation and partial CSI at the base station are also investigated.

Chapter 4 analyzes the sum throughput of a multiuser cognitive radio system with multiantenna base stations, either in the uplink or downlink mode. The primary and secondary have $N_{p}$ and $n$ users, respectively, and their base stations have $M_{p}$ and $m$ antennas, respectively. We show that an uplink secondary throughput grows with $\frac{m}{N_{p}+1} \log n$ if the primary is a downlink system, and grows with $\frac{m}{M_{p}+1} \log n$ if the primary is an uplink system. These
growth rates are shown to be optimal and can be obtained with a simple threshold-based user selection rule. In addition, we show that the secondary throughput can grow proportional to $\log n$ while simultaneously the interference on the primary is forced down to zero, asymptotically. For a downlink secondary it is shown that the throughput grows with $m \log \log n$ in the presence of either an uplink or downlink primary system. In addition, the interference on the primary can be made to go to zero asymptotically while the secondary throughput increases proportionally to $\log \log n$. The effect of unequal path loss and shadowing is also studied. It is shown that under a broad class of path loss and shadowing models, the secondary throughput growth rates remain unaffected.

Chapter 5 proposes a two-step (hybrid) scheduling method to harvest both interference diversity and secondary multiuser diversity. The method pre-selects a set of secondary users based on their interference on the primary, and from among them selects the user(s) that yield the highest secondary throughput. The optimal number of active secondary transmitters is characterized as a function of the primary interference constraint, the secondary transmit power, and the number of secondary transmitters $n$. The secondary sum-rate (throughput) of the proposed algorithm grows optimally (proportional to $\log n$ ). We investigate the tradeoff between scaling the secondary throughput and reducing interference on the primary, and characterize the optimum tradeoff in the regime of large $n$. Finally, we study user scheduling under fairness constraints, which is necessary when the channel statistics of secondary nodes are not identical. A modified hybrid scheduling rule is proposed to ensure user fairness, while still achieving the optimal growth rate for the secondary throughput.

Chapter 6 considers a spectrum-sharing network where $n$ secondary relays are used to increase secondary rate and also mitigate interference on the primary by reducing the required overall secondary emitted power. We propose a distributed relay selection and clustering framework, obtain closed-form expressions for the secondary rate, and show that secondary rate increases proportionally to $\log n$. Remarkably, this is on the same order as the growth rate obtained in the absence of a primary system and its imposed constraints. To address the rate loss due to half-duplex relays, we propose an enhanced cognitive relaying protocol. Our
results show that to maximize rate, the secondary relays must transmit with power proportional to $n^{-1}$ (thus the sum of relay powers is bounded) and also that the secondary source may not operate at its maximum allowable power. Our results also characterize the tradeoff between the secondary rate and the interference on the primary, showing that the primary interference can be reduced asymptotically to zero as $n$ increases, while still maintaining secondary rate that grows proportionally to $\log n$.

## CHAPTER 2 GRASSMANNIAN PRODUCT SUPERPOSITION FOR MIMO BROADCAST CHANNELS

### 2.1 Introduction

In the MIMO broadcast channel, when channel state information is available at the receiver (CSIR) but not at the transmitter (CSIT), orthogonal transmission (e.g., TDMA) achieves optimal degrees of freedom (DoF) [13, 14]. With neither CSIT nor CSIR, again orthogonal transmission achieves the best possible DoF [15]. This chapter studies the broadcast channel where one receiver has full CSIR and another has no CSIR. In this case, new DoF gains are discovered that can be unlocked with novel signaling strategies.

The study of broadcast channels with unequal CSIR is motivated by downlink scenarios where users have different mobilities. Low-mobility users have the opportunity to reliably estimate their channels, while the high-mobility users may not have the same opportunity. For example, two mobiles operating at 2.1 GHz and moving at the speed of $5 \mathrm{~km} / \mathrm{h}$ and $60 \mathrm{~km} / \mathrm{h}$ have coherence times of approximately 50 ms and 4 ms , respectively [16]. If the transmitter broadcasts pilots every 50 ms , the low-mobility user is able to maintain accurate CSIR, while the high-mobility user cannot. This is partially due to the fact that effective estimation of the channel coefficients requires a training update every 4 ms , which induces significant overhead.

The main result of this chapter is that when one receiver has full CSIR and the other has none, the achieved $\operatorname{DoF}$ is strictly better than that obtained by orthogonal transmission. For the unequal CSIR scenario, we propose a product superposition, where the signals of the two receivers are multiplied to produce the broadcast signal.

In the following the receiver with full CSIR is referred to as the static receiver and the receiver with no CSIR as the dynamic receiver. Two classes of product superposition signaling are proposed:

- In the first method, information for both receivers is conveyed by the row and column spaces of a transmit signal matrix, respectively. The signal matrix is constructed from a product of two signals that lie on different Grassmannians. The two receivers do not interfere with each other even though there is no CSIT, a main point of departure from traditional superposition broadcasting [13, 17].
- In the second method, information for the static receiver is carried by the signal matrix values (coherent signaling), while information for the dynamic receiver is transported on the Grassmannian. The static receiver is required to decode and cancel interference, therefore this method is slightly more involved, but it achieves higher DoF compared with the first method.

Using the proposed methods, the exact DoF region is found when $N_{d} \leq N_{s} \leq M, T \geq 2 N_{d}$, where $N_{d}, N_{s}$ and $M$ are the number of antennas at the dynamic receiver, static receiver and transmitter, respectively, and $T$ is the channel coherence time of the dynamic receiver. For $N_{s}<N_{d} \leq M, T \geq 2 N_{d}$, we partially characterize the DoF region when either the channel is the more capable type [18], or when the message set is degraded [19].

We use the following notation throughout the chapter: for a matrix $\mathbf{A}$, the transpose is denoted with $\mathbf{A}^{t}$, the conjugate transpose with $\mathbf{A}^{H}$, and the element in row $i$ and column $j$ with $[\mathbf{A}]_{i, j}$. The $k \times k$ identity matrix is denoted with $\mathbf{I}_{k}$. The set of $n \times m$ complex matrices is denoted with $\mathcal{C}^{n \times m}$.

The organization of this chapter is as follows. In Section 2.2 we introduce the system model and preliminary results. Two signaling methods are proposed and studied in Section 2.3 and Section 2.4, respectively.


Figure 2.1. Channel model of Chapter 2.

### 2.2 System Model and Preliminaries

We consider a broadcast channel with an $M$-antenna transmitter and two receivers. One receiver has access to channel state information (CSI), and is referred to as the static receiver. The other receiver has no CSI, e.g. due to mobility, and is referred to as the dynamic receiver. The dynamic receiver has $N_{d}$ antennas and the static receiver has $N_{s}$ antennas. Denote the channel coefficient matrices from the transmitter to the dynamic and static receivers by $\mathbf{H}_{d} \in \mathcal{C}^{N_{d} \times M}$ and $\mathbf{H}_{s} \in \mathcal{C}^{N_{s} \times M}$, respectively. We assume that $\mathbf{H}_{d}$ is constant for $T$ symbols (block-fading) and is unknown to both receivers, while $\mathbf{H}_{s}$ is known by the static receiver but not known by the dynamic receiver. ${ }^{1}$ Neither $\mathbf{H}_{d}$ nor $\mathbf{H}_{s}$ is known by the transmitter (no CSIT).

Over $T$ time-slots (symbols) the transmitter sends $\mathbf{X}=\left[\mathbf{x}_{1}, \cdots, \mathbf{x}_{M}\right]^{t}$ across $M$ antennas, where $\mathbf{x}_{i} \in \mathcal{C}^{T \times 1}$ is the signal vector sent by the antenna $i$. The normalized signal at the dynamic and static receivers is respectively

$$
\begin{align*}
& \mathbf{Y}_{d}=\mathbf{H}_{d} \mathbf{X}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{d}, \\
& \mathbf{Y}_{s}=\mathbf{H}_{s} \mathbf{X}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{s}, \tag{2.1}
\end{align*}
$$

[^0]where $\mathbf{W}_{d} \in \mathcal{C}^{N_{d} \times T}$ and $\mathbf{W}_{s} \in \mathcal{C}^{N_{s} \times T}$ are additive noise with i.i.d. entries $\mathcal{C N}(0,1)$. Each row of $\mathbf{Y}_{d} \in \mathcal{C}^{N_{d} \times T}$ (or $\mathbf{Y}_{s} \in \mathcal{C}^{N_{s} \times T}$ ) corresponds to the received signal at an antenna of the dynamic receiver (or the static receiver) over $T$ time-slots. The transmitter is assumed to have an average power constraint $\rho$, and therefore, in the normalized channel model given by (2.1), the average power constraint is:
\[

$$
\begin{equation*}
\mathbb{E}\left[\sum_{i=1}^{M} \operatorname{tr}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{H}\right)\right]=T \tag{2.2}
\end{equation*}
$$

\]

The channel $\mathbf{H}_{d}$ has i.i.d. entries with zero mean and unit variance, but we do not assign any specific distribution for $\mathbf{H}_{d}$. This general model includes Rayleigh fading as a special case where the entries of $\mathbf{H}_{d}$ are i.i.d. $\mathcal{C N}(0,1)$. The channel $\mathbf{H}_{s}$ is assumed to have full rank; this assumption, e.g., holds with probability 1 if the entries of $\mathbf{H}_{s}$ are drawn independently according to a continuous distribution. We focus on the case of $M=\max \left(N_{d}, N_{s}\right)$ and $T \geq 2 N_{d}$, which is motivated by the fact that having more transmit antennas does not increase the multiplexing gain for either receiver, and the fact that if $T<2 N_{d}$, some of the antennas of the dynamic receiver can be deactivated without any loss in the degrees of freedom (DoF) [20].

The degrees of freedom at the dynamic and static receivers are defined as:

$$
d_{d}=\lim _{\rho \rightarrow \infty} \frac{R_{d}(\rho)}{\log \rho}, \quad d_{s}=\lim _{\rho \rightarrow \infty} \frac{R_{s}(\rho)}{\log \rho}
$$

where $R_{d}(\rho)$ and $R_{s}(\rho)$ are the rate of the dynamic receiver and the static receiver, respectively.

### 2.2.1 Definitions

Definition 2.2.1 (Isotropically Distributed Matrix [21]) A random matrix $\mathbf{X} \in \mathcal{C}^{k \times n}$, where $n \geq k$, is called isotropically distributed (i.d.) if its distribution is invariant under unitary transformations, i.e., for any deterministic $n \times n$ unitary matrix $\mathbf{\Phi}$,

$$
\begin{equation*}
p(\mathbf{X})=p(\mathbf{X} \mathbf{\Phi}) \tag{2.3}
\end{equation*}
$$

An example of i.d. matrices is $\mathbf{X}$ with i.i.d. $\mathcal{C N}(0,1)$ entries.

Remark 2.2.1 An interesting property of i.d. matrices is that if $\mathbf{X}$ is i.d. and $\mathbf{\Phi}$ is a random unitary matrix that is independent of $\mathbf{X}$, then $\mathbf{X} \mathbf{\Phi}$ is independent of $\mathbf{\Phi}$ [20, Lemma 4]. That is, any rotation to an i.d. matrix is essentially"invisible."

Definition 2.2.2 (Stiefel manifold [22]) The Stiefel manifold $\mathbb{F}(n, k)$, where $n>k$, is the set of all $k \times n$ unitary matrices, i.e.,

$$
\mathbb{F}(n, k)=\left\{\mathbf{Q} \in \mathcal{C}^{k \times n}: \mathbf{Q Q}^{H}=\mathbf{I}_{k}\right\}
$$

For $k=1$, the manifold $\mathbb{F}(n, 1)$ is the collection of all $n$-dimensional vectors with unit norm, i.e., the surface of a unit ball.

Definition 2.2.3 (Grassmann manifold [22]) The Grassmann manifold $\mathbb{G}(n, k)$, where $n>k$, is the set of all $k$-dimensional subspaces of $\mathcal{C}^{n}$.

Remark 2.2.2 The (complex) dimension of $\mathbb{G}(n, k)$ is

$$
\begin{equation*}
\operatorname{dim}(\mathbb{G}(n, k))=k(n-k) \tag{2.4}
\end{equation*}
$$

i.e., each point in $\mathbb{G}(n, k)$ has a neighborhood that is equivalent (homeomorphic) to a ball in the Euclidean space of complex dimension $k(n-k)$. The dimensionality of Grassmannian can also be viewed as follows. For any matrix $\mathbf{Q}$, there exists a $k \times k$ full rank matrix $\mathbf{U}$ so that

$$
\mathbf{Q}^{*}=\mathbf{U Q}=\left[\begin{array}{cccccc}
1 & \cdots & 0 & x_{1, k+1} & \cdots & x_{1 n}  \tag{2.5}\\
0 & \cdots & 0 & & & \\
\vdots & & \vdots & & & \vdots \\
0 & \cdots & 1 & x_{k, k+1} & \cdots & x_{k n}
\end{array}\right]
$$

where $\mathbf{Q}$ and $\mathbf{Q}^{*}$ span the same row space. Therefore, each point in $\mathbb{G}(n, k)$ is determined by $k(n-k)$ complex parameters $x_{j i}$, for $1 \leq j \leq k$ and $k+1 \leq i \leq n$. In other words, a $k$-dimension subspace in $\mathcal{C}^{n}$ is uniquely decided by $k(n-k)$ complex variables.

### 2.2.2 Non-coherent Point-to-point Channels

The analysis in this chapter uses insights and results from non-coherent communication in point-to-point MIMO channels, which are briefly outlined below.

## Intuition

Consider a point-to-point $M \times N$ MIMO channel where the receiver does not know the channel $\mathbf{H}$, namely a non-coherent channel.

At high SNR the additive noise is negligible, so the received signal $\mathbf{Y} \approx \mathbf{H X}$, where $\mathbf{X}$ is the transmitted signal. Because $\mathbf{X}$ is multiplied by a random and unknown $\mathbf{H}$, the receiver cannot decode $\mathbf{X}$. However, communication is still possible because, for any non-singular $\mathbf{H}$, the received signal $\mathbf{Y}$ spans the same row space as $\mathbf{X}$. Therefore, the row space of $\mathbf{X}$ can be used to carry information without the need to know $\mathbf{H}$, i.e., the codebook consists of matrices with different row spaces.

Conveying information via subspaces can be viewed as communication on the Grassmann manifold where each distinct point in the manifold represents a different subspace [20]. In this case, the codewords (information) are represented by subspaces, which differs from the coherent communication that maps each codeword into one point in a Euclidean space [23]. Intuitively, the information of a Grassmannian codeword is carried by $k(n-k)$ variables, as seen in (2.5).

## Optimal Signaling

The design of an optimal signaling can be viewed as sphere packing over Grassmannians [20]. At high SNR, the optimal signals are isotropically distributed unitary matrices [20, 21]. In addition, the optimal number of transmit antennas depends on the channel coherence time. For a short coherence interval, using fewer antennas may lead to a higher capacity. The optimal number of transmit antennas is

$$
\begin{equation*}
K=\min (M, N,\lfloor T / 2\rfloor), \tag{2.6}
\end{equation*}
$$

where $T$ is the channel coherence time, i.e., the number of symbols that the channel remains constant. Therefore, the optimal signals are $K \times T$ unitary matrices. In other words, $K$ antennas $(K \leq M)$ are in use and they transmit equal-energy and mutually orthogonal vectors. These unitary matrices reside in $\mathbb{G}(T, K)$ and each is interpreted as a representation of the subspace it spans. This method achieves the maximum DoF $K(T-K)$ over $T$ timeslots. Note that the DoF coincides with the dimensionality of the Grassmannian $\mathbb{G}(T, K)$.

## Subspace Decoding

Unlike coherent communication, in non-coherent signaling the information is embedded in the subspaces instead of the signal values. As long as two matrices span the same subspace, they correspond to the same message. Maximum-likelihood decoding chooses the codeword whose corresponding subspace is the closest one to the subspace spanned by the received signal. For example in [24], the received signals are projected on the subspaces spanned by different codewords, and then the one is chosen with the maximum projection energy. More precisely, for the transmitted signals $\mathbf{X}_{i} \in \mathcal{C}^{K \times T}$ from a unitary codebook $\mathcal{X}$, and the received signals $\mathbf{Y} \in \mathcal{C}^{K \times T}$, the ML detector is

$$
\begin{equation*}
\hat{\mathbf{X}}_{M L}=\arg \max _{\mathbf{X}_{i} \in \mathcal{X}} \operatorname{tr}\left\{\mathbf{Y} \mathbf{X}_{i}^{H} \mathbf{X}_{i} \mathbf{Y}^{H}\right\} \tag{2.7}
\end{equation*}
$$

### 2.2.3 A Baseline Scheme: Orthogonal Transmission

For the purposes of establishing a baseline for comparison, we begin by considering a timesharing (orthogonal transmission) that acquires CSIR via training in each interval and uses Gaussian signaling. This baseline method has been chosen to highlight the differences of the heterogeneous MIMO broadcast channel of this chapter with two other known scenarios: It is known that for a broadcast channel with no CSIT and perfect CSIR, orthogonal transmission ahieves the optimal DoF region [14]. Also, a training-based method with Gaus-
sian signaling is sufficient to achieve DoF optimality [20] for the point-to-point noncoherent MIMO channel ${ }^{2}$.

In orthogonal transmission, the transmitter communicates with the two receivers in a time-sharing manner. When transmitting to the dynamic receiver, it is optimal if the transmitter activates only $K$ out of $M$ antennas: it sends pilots from the $K$ antennas sequentially over the first $K$ time-slots; the dynamic receiver estimates the channel by using, e.g., minimum-mean-square-error (MMSE) estimation. Then, the transmitter sends data during the remaining $(T-K)$ time-slots, and the dynamic receiver decodes the data by using the estimated channel coefficients $[20,25]$. Using this strategy, the maximum rate achieved by the dynamic receiver is:

$$
\begin{equation*}
K\left(1-\frac{K}{T}\right) \log \rho+O(1) \tag{2.8}
\end{equation*}
$$

The operating point in the achievable DoF region where the transmitter communicates exclusively with the dynamic receiver is denoted with $\mathcal{D}_{1}$.

$$
\begin{equation*}
\mathcal{D}_{1}=\left(K\left(1-\frac{K}{T}\right), 0\right) . \tag{2.9}
\end{equation*}
$$

For the static receiver the channel is assumed to be known at the receiver, therefore data is transmitted to it coherently. The maximum rate achieved by the static receiver is [26]

$$
\begin{equation*}
\min \left(M, N_{s}\right) \log \rho+O(1) \tag{2.10}
\end{equation*}
$$

The operating point in the DoF region where the transmitter communicates only with the static receiver is denoted with $\mathcal{D}_{2}$.

$$
\begin{equation*}
\mathcal{D}_{2}=\left(0, \min \left(M, N_{s}\right)\right) \tag{2.11}
\end{equation*}
$$

Time-sharing between the two points of $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ yields the achievable DoF region

$$
\begin{equation*}
\left(t K\left(1-\frac{K}{T}\right),(1-t) \min \left(M, N_{s}\right)\right) \tag{2.12}
\end{equation*}
$$

where $t$ is a time-sharing variable.

[^1]
### 2.3 Grassmannian Superposition for Broadcast Channel

In this section, we propose a signaling method that attains DoF region superior to orthogonal transmission, and allows each receiver to decode its message while being oblivious of the other receiver's message.

### 2.3.1 A Toy Example

Consider $M=N_{s}=2, N_{d}=1$ and $T=2$. From Section 2.2.3, orthogonal transmission attains $1 / 2$ DoF per time-slot for the dynamic receiver and 2 DoF per time-slot for the static receiver. By time-sharing between the two receivers, the following DoF region is achieved

$$
\begin{equation*}
\left(\frac{t}{2}, 2-2 t\right) \tag{2.13}
\end{equation*}
$$

where $t \in[0,1]$ is a time-sharing parameter.
We now consider the transmitter sends a product of signal vectors over 2 time-slots

$$
\begin{equation*}
\mathbf{X}=\mathbf{x}_{s} \mathbf{x}_{d}^{t} \in \mathcal{C}^{2 \times 2} \tag{2.14}
\end{equation*}
$$

where $\mathbf{x}_{d}=\left[x_{1}^{(1)} x_{2}^{(1)}\right]^{t}$ and $\mathbf{x}_{s}=\left[x_{1}^{(2)} x_{2}^{(2)}\right]^{t}$ are the signals for the dynamic receiver and the static receiver, respectively. The vectors $\mathbf{x}_{d}$ and $\mathbf{x}_{s}$ have unit-norm and from codebooks that lie on $\mathbb{G}(2,1)$.

The signal at the dynamic receiver is

$$
\begin{align*}
\mathbf{y}_{d} & =\left[h_{1}^{(1)} h_{2}^{(1)}\right]\left[\begin{array}{l}
x_{1}^{(2)} \\
x_{2}^{(2)}
\end{array}\right]\left[x_{1}^{(1)} x_{2}^{(1)}\right]+\frac{1}{\sqrt{\rho}}\left[w_{1}^{(1)} w_{2}^{(1)}\right] \\
& =\tilde{h}^{(1)}\left[x_{1}^{(1)} x_{2}^{(1)}\right]+\frac{1}{\sqrt{\rho}}\left[w_{1}^{(1)} w_{2}^{(1)}\right] \tag{2.15}
\end{align*}
$$

where $\left[h_{1}^{(1)}, h_{2}^{(1)}\right]$ is the isotropically distributed channel vector, and $\tilde{h}^{(1)}$ is the equivalent channel coefficient seen by the dynamic receiver.

The subspace spanned by $\mathbf{x}_{d}^{t}$ is the same as $\tilde{h}^{(1)} \mathbf{x}_{d}^{t}$, so at high SNR the dynamic receiver is able to determine the direction specified by $\mathbf{x}_{d}^{t}$. From Section 2.2.2, the dynamic receiver attains $1 / 2$ DoF per time-slot, which is optimal even in the absence of the static receiver.

Consider the signal of the static receiver at time-slot 1:

$$
\mathbf{y}_{s}=\mathbf{H}_{s}\left[\begin{array}{l}
x_{1}^{(2)}  \tag{2.16}\\
x_{2}^{(2)}
\end{array}\right] x_{1}^{(1)}+\frac{1}{\sqrt{\rho}}\left[\begin{array}{l}
w_{1}^{(2)} \\
w_{2}^{(2)}
\end{array}\right]
$$

Because the static receiver knows $\mathbf{H}_{s}$, it can invert the channel as long as $\mathbf{H}_{s}$ is non-singular:

$$
\begin{equation*}
\left(\mathbf{H}_{s}^{-1} \mathbf{y}_{s}\right)^{t}=x_{1}^{(1)}\left[x_{1}^{(2)} x_{2}^{(2)}\right]+\left[w_{1}^{(2)} w_{2}^{(2)}\right] \mathbf{H}_{s}^{-t} . \tag{2.17}
\end{equation*}
$$

The equivalent (unknown) channel seen by the static receiver is $x_{1}^{(1)}$, i.e., part of the dynamic receiver's signal. Using Grassmannian signaling via the subspace of $\mathbf{x}_{s}$, the DoF achieved is again $1 / 2$ per time-slot.

Time-sharing between the proposed scheme and $\mathcal{D}_{2}$ (transmitting only to the static receiver) yields the achievable DoF region

$$
\begin{equation*}
\left(\frac{1}{2} t, 2-\frac{3}{2} t\right) . \tag{2.18}
\end{equation*}
$$

The above region is strictly larger than that of orthogonal transmission, as shown in Figure 2.2. The static receiver achieves $1 / 2 \mathrm{DoF}$ "for free" in the sense that this DoF was extracted for the static receiver without reducing the dynamic receiver's DoF.

### 2.3.2 Grassmannian Superposition Signaling

Based on the previous example, we design a general signaling method (the Grassmannian superposition) with two properties: (1) information is carried by subspaces and (2) two signal matrices are superimposed multiplicatively so that their row (or column) space is unaffected by multiplying the other receiver's signal matrix. Two separate cases are considered based on whether the number of static receiver antennas is larger than the number of dynamic receiver antennas.

## Signaling In The Case $N_{d}<N_{s}$

The transmitter sends $\mathbf{X} \in \mathcal{C}^{N_{s} \times T}$ across $M=N_{s}$ antennas over an interval of length $T$ :

$$
\begin{equation*}
\mathbf{X}=\sqrt{\frac{T}{N_{d}}} \mathbf{X}_{s} \mathbf{X}_{d} \tag{2.19}
\end{equation*}
$$



Figure 2.2. DoF region of the toy example 1
where $\mathbf{X}_{d} \in \mathcal{C}^{N_{d} \times T}$ and $\mathbf{X}_{s} \in \mathcal{C}^{N_{s} \times N_{d}}$ are the signals for the dynamic receiver and the static receiver, respectively. Here, $\sqrt{T / N_{d}}$ is a normalizing factor to satisfy the power constraint (2.2). Information for both receivers are sent over the Grassmannian, namely $\mathbf{X}_{d}$ is from a codebook $\mathcal{X}_{d} \subset \mathbb{G}\left(T, N_{d}\right)$ and $\mathbf{X}_{s}$ is from a codebook $\mathcal{X}_{s} \subset \mathbb{G}\left(N_{s}, N_{d}\right)$. The codebook $\mathcal{X}_{d}$ and $\mathcal{X}_{s}$ are chosen to be isotropically distributed unitary matrices (see Section 2.3.3 for more details).

A sketch of the argument for the DoF achieved by the Grassmannian superposition is as follows. The noise is negligible at high SNR, so the signal at the dynamic receiver is approximately

$$
\begin{equation*}
\mathbf{Y}_{d} \approx \sqrt{\frac{T}{N_{d}}} \mathbf{H}_{d} \mathbf{X}_{s} \mathbf{X}_{d} \in \mathcal{C}^{N_{d} \times T} . \tag{2.20}
\end{equation*}
$$

The row space of $\mathbf{X}_{d}$ can be determined based on $\mathbf{Y}_{d}$, and then $\left(T-N_{d}\right) N_{d}$ independent variables (DoF) that specify the row space are recovered, i.e., the transmitted point $\mathbf{X}_{d}$ in $\mathcal{X}_{d} \in \mathbb{G}\left(T, N_{d}\right)$ is found.

For the static receiver, since $\mathbf{H}_{s}$ is known by the receiver, it inverts the channel (given that $\mathbf{H}_{s}$ is non-singular)

$$
\begin{equation*}
\mathbf{H}_{s}^{-1} \mathbf{Y}_{s} \approx \sqrt{\frac{T}{N_{d}}} \mathbf{X}_{s} \mathbf{X}_{d} \in \mathcal{C}^{N_{s} \times T} \tag{2.21}
\end{equation*}
$$

which has approximately the same column space as $\mathbf{X}_{s}$. The transmitted point $\mathbf{X}_{s}$ in $\mathcal{X}_{s} \in$ $\mathbb{G}\left(N_{s}, N_{d}\right)$ will be recovered from the column space of $\mathbf{H}_{s}^{-1} \mathbf{Y}_{s}$, producing $\left(N_{s}-N_{d}\right) N_{d}$ DoF.

Therefore, the proposed scheme attains the DoF pair

$$
\begin{equation*}
\mathcal{D}_{3}=\left(N_{d}\left(1-\frac{N_{d}}{T}\right), \frac{N_{d}}{T}\left(N_{s}-N_{d}\right)\right) \tag{2.22}
\end{equation*}
$$

The result is more formally stated as follows:

Theorem 2.3.1 $\left(N_{d}<N_{s}\right)$ Consider a broadcast channel with an M-antenna transmitter, a dynamic receiver and a static receiver with $N_{d}$ and $N_{s}$ antennas, respectively, with coherence time $T$ for the dynamic channel. The Grassmannian superposition achieves the rate pair

$$
\left\{\begin{array}{l}
R_{d}=N_{d}\left(1-\frac{N_{d}}{T}\right) \log \rho+O(1) \\
R_{s}=\frac{N_{d}}{T}\left(N_{s}-N_{d}\right) \log \rho+O(1)
\end{array}\right.
$$

The corresponding DoF pair is denoted $\mathcal{D}_{3}=\left(N_{d}\left(1-\frac{N_{d}}{T}\right), \frac{N_{d}}{T}\left(N_{s}-N_{d}\right)\right)$. If we denote the DoF for the single-user operating points for the dynamic and static user with $\mathcal{D}_{1}, \mathcal{D}_{2}$ respectively, the achievable DoF region consists of the convex hull of $\mathcal{D}_{1}, \mathcal{D}_{2}$ and $\mathcal{D}_{3}$.

Proof See Section 2.5.1.

From Theorem 2.3.1 the static receiver attains a "free" rate of

$$
\begin{equation*}
\Delta R_{1}=\frac{N_{d}}{T}\left(N_{s}-N_{d}\right) \log \rho+O(1) \tag{2.23}
\end{equation*}
$$

We plot the achievable DoF region of Theorem 2.3.1 in Figure 2.3. For small $T$, the DoF gain achieved by the proposed method is significant, while as $T$ increases, both methods approach the coherent upper bound [14] where both of the receivers have CSIR. For $T \rightarrow \infty$,


Figure 2.3. DoF region (Theorem 2.3.1): $N_{d}=2, N_{s}=4$.
the rate gain $\Delta R_{1}=O(1)$, and no DoF gain is obtained. In this case, the achievable DoF region in Theorem 2.3.1 coincides with that attained by orthogonal transmission as well as the coherent outer bound [14]. This is not surprising, since if the channel remains constant $(T \rightarrow \infty)$, the resource used for obtaining CSIR is negligible. Finally, the rate gain $\Delta R_{1}$ is an increasing function of $\left(N_{s}-N_{d}\right)$, i.e., the extra antennas available for the static receiver.

Now, we design the dimension of $\mathbf{X}_{d}$ and $\mathbf{X}_{s}$ in (2.19) to maximize the achievable DoF region. To find the optimal dimensions, we allow the signaling to use a flexible number of antennas and time slots, up to the maximum available. Let $\mathbf{X}_{d} \in \mathcal{C}^{\hat{N_{d}} \times \hat{T}}$ and $\mathbf{X}_{s} \in \mathcal{C}^{\hat{N_{s}} \times \hat{N}_{d}}$, where $\hat{T} \leq T, \hat{N}_{d} \leq N_{d}$ and $\hat{N}_{s} \leq N_{s}$. Theorem 2.3.1 does not immediately reveal the optimal values of $\hat{N}_{d}, \hat{N}_{s}$, and $\hat{T}$, because the rates are not monotonic in the mentioned parameters. The following corollary presents the optimal value of $\hat{N}_{d}, \hat{N}_{s}$ and $\hat{T}$.

Corollary 2.3.2 For the Grassmannian superposition under $N_{d}<N_{s}$, the signal dimension $\hat{T}=T, \hat{N}_{d}=N_{d}$ and $\hat{N}_{s}=N_{s}$ optimizes the achievable DoF region.

Proof See Section 2.5.2.

Thus, in the special case of $N_{d}<N_{s}$, it is optimal to use all time slots and all antennas.

## Signaling In The Case $N_{d} \geq N_{s}$

In this case, we shall see that sometimes the Grassmanian superposition may still outperform orthogonal transmission, but also under certain conditions (e.g. very large $T$ or $N_{d} \gg N_{s}$ ) the Grassmannian superposition as described in this section may not improve the DoF compared with orthogonal transmission.

When $N_{d} \geq N_{s}$, if the Grassmannian signaling to the dynamic receiver uses all the $N_{d}$ dimensions, there will remain no room for communication with the static receiver. To allow the static user to also use the channel, the dynamic user must "back off" from using all the rate available to it, in other words, the dimensionality of the signaling for the dynamic receiver must be reduced. The largest value of $\hat{N}_{d}$ that makes $\hat{N}_{d}<N_{s}$ and thus allows nontrivial Grassmannian superposition is $\hat{N}_{d}=N_{s}-1$. Once we are in this regime, the results of the subsection 2.3.2 can be used. Specifically, Corollary 2.3.2 indicates that deactivating any further dynamic user antennas will not improve the DoF region. Thus, given $N_{s}$, and assuming we wish to have a non-trivial Grassmannian signaling for both users, using $\hat{N}_{d}=N_{s}-1$ dimensions for signaling to the dynamic receiver maximizes the DoF region. The transmit signal is then

$$
\begin{equation*}
\mathbf{X}=\sqrt{\frac{T}{N_{d}}} \mathbf{X}_{s} \mathbf{X}_{d} \tag{2.24}
\end{equation*}
$$

where $\mathbf{X}_{d} \in \mathcal{C}^{\left(N_{s}-1\right) \times T}$ and $\mathbf{X}_{s} \in \mathcal{C}^{N_{s} \times\left(N_{s}-1\right)}$. The corresponding achievable DoF pair is

$$
\begin{equation*}
\mathcal{D}_{4}=\left(\left(N_{s}-1\right)\left(1-\frac{N_{s}-1}{T}\right),\left(N_{s}-1\right) / T\right) \tag{2.25}
\end{equation*}
$$

which leads to the following result.

Corollary 2.3.3 $\left(N_{d} \geq N_{s}\right)$ Consider an $M$-antenna transmitter broadcasting to a dynamic receiver and a static receiver with $N_{d}$ and $N_{s}$ antennas, respectively, with coherence time $T$


Figure 2.4. DoF region (Corollary 2.3.3): $N_{d}=N_{s}=4$.
for the dynamic channel. Then the Grassmannian superposition achieves the rate pair

$$
\left\{\begin{array}{l}
R_{d}=\left(N_{s}-1\right)\left(1-\frac{N_{s}-1}{T}\right) \log \rho+O(1) \\
R_{s}=\frac{N_{s}-1}{T} \log \rho+O(1)
\end{array} .\right.
$$

Denote the corresponding DoF pair with $\mathcal{D}_{4}$. Together with the two single-user operating points $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ obtained earlier, the achievable DoF region consists of the convex hull of $\mathcal{D}_{1}, \mathcal{D}_{2}$ and $\mathcal{D}_{4}$.

Proof The proof follows directly by replacing $N_{d}$ with $\left(N_{s}-1\right)$ in Theorem 2.3.1.

In Corollary 2.3.3, the DoF for the static receiver has not been achieved for "free" but at the expense of reducing the DoF for the dynamic receiver. The transmitter uses only $N_{s}-1$ dimensions for the dynamic receiver, which allows an extra $\operatorname{DoF}\left(N_{s}-1\right) / T$ to be attained at the static receiver. If $N_{d}-N_{s}$ and $T$ are small, then the DoF gain of the static receiver
outweighs the DoF loss for the dynamic, so that the overall achievable DoF region will be superior to that of orthogonal transmission. In contrast, if $N_{d} \gg N_{s}$ or $T$ is large, the DoF loss from the dynamic receiver may not be compensated by the DoF gain from the static receiver, as illustrated by Figure 2.4. Therefore in the latter case orthogonal transmission may do better. The following corollary specifies the condition under which Grassmannian superposition improves DoF region compared with orthogonal transmission.

Corollary 2.3.4 For $N_{d} \geq N_{s}$, the Grassmannian superposition improves DoF region with respect to orthogonal transmission if and only if

$$
\begin{equation*}
\frac{N_{s}-\left(N_{s}-1\right) / T}{\left(N_{s}-1\right)\left(1-\left(N_{s}-1\right) / T\right)}<\frac{N_{s}}{N_{d}\left(1-N_{d} / T\right)} \tag{2.26}
\end{equation*}
$$

Proof The necessary and sufficient condition for ensuring the improvement of the achievable DoF region is that the slope between $\mathcal{D}_{2}$ and $\mathcal{D}_{4}$ is larger than the slope between $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$, which is equivalent to the inequality in the corollary.

### 2.3.3 Design of $\mathcal{X}_{d}$ and $\mathcal{X}_{s}$

The representation of a point in the Grassmannian is not unique [27] (also see Remark 2.2.2), and therefore the codebooks $\mathcal{X}_{d} \subset \mathbb{G}\left(T, N_{d}\right)$ and $\mathcal{X}_{s} \subset \mathbb{G}\left(N_{s}, N_{d}\right)$ are not unique.

First, $\mathcal{X}_{s}$ is chosen to be a unitary codebook. When $\mathbf{X}_{s}$ is unitary, for i.i.d. Rayleigh fading $\mathbf{H}_{d}$, the equivalent dynamic channel $\widetilde{\mathbf{H}}_{d}=\mathbf{H}_{d} \mathbf{X}_{s}$ still has i.i.d. Rayleigh fading coefficients [21]. Therefore, the static receiver is transparent to the dynamic receiver, which allows us to decouple and simplify the design of the two codebooks and their decoders.

Once $\mathcal{X}_{s}$ is chosen to be a set of unitary matrices, communication between dynamic receiver and the transmitter is equivalent to a non-coherent point-to-point MIMO channel. Hence, to maximize the rate of the dynamic receiver at high SNR, $\mathcal{X}_{d}$ must also be a collection of isotropically distributed unitary matrices (see Section 2.2).

Remark 2.3.1 With unitary codebooks $\mathcal{X}_{d}$ and $\mathcal{X}_{s}$, information for both receivers is conveyed purely by the the subspace to which the codeword belongs. Consider $\mathbf{X} \in \mathcal{C}^{k \times n}, n \geq k$, which
is uniquely represented by $\Omega$ (the row space of $\mathbf{X}$ ) and a $k \times k$ coefficient matrix $\mathbf{C}$ according to a certain basis of $\Omega$. The codewords $\mathbf{X}_{d}, \mathbf{X}_{s}$ can be represented as

$$
\begin{align*}
& \mathbf{X}_{d} \rightarrow\left(\Omega_{d}, \mathbf{C}_{d}\right), \\
& \mathbf{X}_{s} \rightarrow\left(\Omega_{s}, \mathbf{C}_{s}\right) \tag{2.27}
\end{align*}
$$

In a manner similar to [20], one can verify

$$
\begin{equation*}
I\left(\mathbf{X}_{d} ; \mathbf{Y}_{d}\right)=I\left(\Omega_{d} ; \mathbf{Y}_{d}\right)+\underbrace{I\left(\mathbf{C}_{d} ; \mathbf{Y}_{d} \mid \Omega_{d}\right)}_{=0}, \tag{2.28}
\end{equation*}
$$

and

$$
\begin{equation*}
I\left(\mathbf{X}_{s} ; \mathbf{Y}_{s} \mid \mathbf{H}_{s}\right)=I\left(\Omega_{s} ; \mathbf{Y}_{s} \mid \mathbf{H}_{s}\right)+\underbrace{I\left(\mathbf{C}_{s} ; \mathbf{Y}_{s} \mid \Omega_{s}, \mathbf{H}_{s}\right)}_{=0} . \tag{2.29}
\end{equation*}
$$

### 2.3.4 Multiplicative vs. Additive Superposition

In this section, we compare product superposition with additive superposition. Under additive superposition, the transmit signal has a general expression

$$
\begin{equation*}
\mathbf{X}=\sqrt{c_{1} \rho} \mathbf{V}_{1} \mathbf{X}_{d}+\sqrt{c_{2} \rho} \mathbf{V}_{2} \mathbf{X}_{s} \tag{2.30}
\end{equation*}
$$

where $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$ are the precoding matrices, and $c_{1}$ and $c_{2}$ represent the power allocation. In this case, the signal at the dynamic receiver is

$$
\begin{equation*}
\mathbf{Y}_{d}=\sqrt{c_{1} \rho} \mathbf{H}_{d} \mathbf{V}_{1} \mathbf{X}_{d}+\sqrt{c_{2} \rho} \mathbf{H}_{d} \mathbf{V}_{2} \mathbf{X}_{s}+\mathbf{W}_{d} \tag{2.31}
\end{equation*}
$$

Since $\mathbf{H}_{d}$ is unknown, the second interference term cannot be completely eliminated in general, which leads to a bounded signal-to-interference-plus-noise ratio (SINR), resulting in zero DoF for the dynamic receiver.

For the multiplicative superposition, the signal at the dynamic receiver is

$$
\begin{align*}
\mathbf{Y}_{d} & =\sqrt{c \rho} \mathbf{H}_{d} \mathbf{X}_{s} \mathbf{X}_{d}+\mathbf{W}_{d} \\
& =\sqrt{c \rho} \widetilde{\mathbf{H}}_{d} \mathbf{X}_{d}+\mathbf{W}_{d}, \tag{2.32}
\end{align*}
$$

where $c$ is a power normalizing constant. For any unitary $\mathbf{X}_{s}, \mathbf{X}_{s} \mathbf{X}_{d}$ and $\mathbf{X}_{d}$ span the same row space. This invariant property of Grassmannian enables us to convey information to the static receiver via $\mathbf{X}_{s}$ without reducing the degrees of freedom of the dynamic receiver. Intuitively, the dynamic receiver does not have CSIR and is "insensitive" to rotation, i.e., the distribution of $\mathbf{Y}_{d}$ does not depend on $\mathbf{X}_{s}$.

For the static receiver, the received signal is

$$
\begin{equation*}
\mathbf{Y}_{s}=\sqrt{c \rho} \mathbf{H}_{s} \mathbf{X}_{s} \mathbf{X}_{d}+\mathbf{W}_{s} \tag{2.33}
\end{equation*}
$$

Because $\mathbf{H}_{s}$ is known, the channel rotation $\mathbf{X}_{s}$ is detectable, i.e., the distribution of $\mathbf{Y}_{s}$ depends on $\mathbf{X}_{s}$. Therefore $\mathbf{X}_{s}$ can be used to convey information for the static receiver.

### 2.4 Grassmannian-Euclidean Superposition for the Broadcast Channel

We now propose a new transmission scheme based on successive interference cancellation, where the static receiver decodes and removes the signal for the dynamic receiver before decoding its own signal. This scheme improves the DoF region compared to the non-interfering Grassmannian signaling of the previous section.

### 2.4.1 A Toy Example

Consider $M=N_{d}=N_{s}=1$ and $T=2$. Our approach is that over 2 time-slots, the transmitter sends

$$
\begin{equation*}
\mathbf{X}=x_{s} \mathbf{x}_{d}^{t} \in \mathcal{C}^{1 \times 2} \tag{2.34}
\end{equation*}
$$

where $\mathbf{x}_{d}=\left[x_{1}^{(1)} x_{2}^{(1)}\right]^{t}$ is the signal for the dynamic receiver and $x_{s}$ is the signal for the static receiver. Here, $\mathbf{x}_{d}$ has unit-norm and is from a codebook $\mathcal{X}_{d}$ that is a subset of $\mathbb{G}(2,1)$, and $x_{s}$ can obey any distribution that satisfies the average power constraint.

The signal at the dynamic receiver is

$$
\begin{align*}
\mathbf{y}_{d} & =h_{d} x_{s}\left[x_{1}^{(1)} x_{2}^{(1)}\right]+\frac{1}{\sqrt{\rho}}\left[w_{1}^{(1)} w_{2}^{(1)}\right]  \tag{2.35}\\
& =\tilde{h}_{d}\left[x_{1}^{(1)} x_{2}^{(1)}\right]+\frac{1}{\sqrt{\rho}}\left[w_{1}^{(1)} w_{2}^{(1)}\right] \tag{2.36}
\end{align*}
$$

where $h_{d}$ is the channel coefficient of the dynamic receiver, and $\tilde{h}_{d} \triangleq h_{d} x_{s}$ is the equivalent channel coefficient. The dynamic receiver can determine the row space spanned by $\mathbf{x}_{d}$ even though $\tilde{h}_{d}$ is unknown, in a manner similar to Section 2.3.1. The total DoF conveyed by $\mathbf{x}_{d}$ is 1 (thus $\frac{1}{2}$ per time-slot); this is the optimal DoF under the same number of antennas and coherence time.

For the static receiver, the received signal is:

$$
\begin{align*}
\mathbf{y}_{s} & =h_{s} x_{s}\left[x_{1}^{(1)} x_{2}^{(1)}\right]+\frac{1}{\sqrt{\rho}}\left[w_{1}^{(2)} w_{2}^{(2)}\right]  \tag{2.37}\\
& =\tilde{h}_{s}\left[x_{1}^{(1)} x_{2}^{(1)}\right]+\frac{1}{\sqrt{\rho}}\left[w_{1}^{(2)} w_{2}^{(2)}\right] \tag{2.38}
\end{align*}
$$

where $h_{s}$ is the channel coefficient of the static receiver, and $\tilde{h}_{s} \triangleq h_{s} x_{s}$. Intuitively, since (2.36) and (2.38) are equivalent, if the dynamic receiver decodes the subspace of $\mathbf{x}_{d}$, so does the static receiver. Then, the exact signal vector $\mathbf{x}_{d}$ is known to the static receiver (recall that each subspace is uniquely represented by a signal matrix). The static receiver removes the interference signal $\mathbf{x}_{d}$

$$
\begin{equation*}
\mathbf{y}_{s} \mathbf{x}_{d}^{H}=h_{s} x_{s}+\frac{1}{\sqrt{\rho}} \tilde{w}_{s} \tag{2.39}
\end{equation*}
$$

where $\tilde{w}_{s}$ is the equivalent noise. Finally, the static receiver knows $h_{s}$, so it decodes $x_{s}$ and attains $1 / 2$ DoF per time-slot.

Therefore, the proposed scheme attains the maximum DoF for the dynamic receiver, meanwhile achieving $1 / 2$ DoF for the static receiver. With time sharing between this scheme and $\mathcal{D}_{2}$, the achievable DoF pair is

$$
\begin{equation*}
\left(d_{d}, d_{s}\right)=\left(\frac{t}{2}, 1-\frac{t}{2}\right) \tag{2.40}
\end{equation*}
$$

Figure 2.5 shows that this region is uniformly larger than that of orthogonal transmission.


Figure 2.5. DoF region of the toy example 2.

Remark 2.4.1 There are two key differences between the method proposed here and the Grassmannian superposition proposed in Section 2.3. First, the information for the static receiver is carried by the value of $x_{s}$ instead of its direction (subspace), i.e., the signal for the static receiver is carried in the Euclidean space. Second, the static receiver must decode and remove the interference signal for the dynamic receiver before decoding its own signal, which is unlike the non-interfering method of the previous section.

### 2.4.2 Grassmannian-Euclidean Superposition Signaling

We denote the aforementioned method as Grassmannian-Euclidean superposition, whose generalization is the subject of this subsection. Two separate cases are considered based on whether the number of static receiver antennas is less than, or no less than, the number of dynamic receiver antennas.

## Signaling In The Case $N_{d} \leq N_{s}$

The transmitter sends $\mathbf{X} \in \mathcal{C}^{N_{s} \times T}$

$$
\begin{equation*}
\mathbf{X}=\sqrt{\frac{T}{N_{d} N_{s}}} \mathbf{X}_{s} \mathbf{X}_{d} \tag{2.41}
\end{equation*}
$$

where $\mathbf{X}_{d} \in \mathcal{C}^{N_{d} \times T}$ and $\mathbf{X}_{s} \in \mathcal{C}^{N_{s} \times N_{d}}$ are signals for the dynamic receiver and the static receiver, respectively. The signal $\mathbf{X}_{d}$ is from a Grassmannian codebook $\mathcal{X}_{d} \subset \mathbb{G}\left(T, N_{d}\right)$, while $\mathbf{X}_{s}$ is from a conventional Gaussian codebook $\mathcal{X}_{s}$. The constant $\sqrt{T / N_{d} N_{s}}$ is a power normalizing factor.

We now give a sketch of the argument of the DoF attained by the superposition signaling (2.41). For the dynamic receiver, $\mathbf{Y}_{d} \approx \mathbf{H}_{d} \mathbf{X}_{s} \mathbf{X}_{d}$ at high SNR. When $N_{d} \leq N_{s}$, the equivalent channel $\mathbf{H}_{d} \mathbf{X}_{s} \in \mathcal{C}^{N_{d} \times N_{d}}$ has full rank and does not change the row space of $\mathbf{X}_{d}$. Recovering the row space of $\mathbf{X}_{d}$ produces $\left(T-N_{d}\right) N_{d}$ DoF, which is similar to Section 2.3.

For the static receiver, the signal at high SNR is

$$
\begin{equation*}
\mathbf{Y}_{s} \approx \sqrt{\frac{T}{N_{d} N_{s}}} \mathbf{H}_{s} \mathbf{X}_{s} \mathbf{X}_{d}=\sqrt{\frac{T}{N_{d} N_{s}}} \widetilde{\mathbf{H}}_{s} \mathbf{X}_{d} . \tag{2.42}
\end{equation*}
$$

For $N_{d} \leq N_{s}, \widetilde{\mathbf{H}}_{s}=\mathbf{H}_{s} \mathbf{X}_{s} \in \mathcal{C}^{N_{s} \times N_{d}}$ has full column rank and does not change the the row space of $\mathbf{X}_{d}$, and therefore, the signal intended for the dynamic receiver can be decoded by the static receiver. From the subspace spanned by $\mathbf{X}_{d}$, the codeword $\mathbf{X}_{d} \in \mathcal{X}_{d}$ is identified. Then, $\mathbf{X}_{d}$ is peeled off from the static signal:

$$
\begin{equation*}
\mathbf{Y}_{s} \mathbf{X}_{d}^{H} \approx \sqrt{\frac{T}{N_{d} N_{s}}} \mathbf{H}_{s} \mathbf{X}_{s} \in \mathcal{C}^{N_{s} \times N_{d}} \tag{2.43}
\end{equation*}
$$

Because $\mathbf{H}_{s}$ is known by the static receiver, Eq. (2.43) is a point-to-point MIMO channel. Therefore, $N_{s} N_{d}$ DoF can be communicated via $\mathbf{X}_{s}$ to the static receiver (over $T$ timeslots) [26].

Altogether, the Grassmannian-Euclidean superposition attains the DoF pair $\mathcal{D}_{5}$

$$
\begin{equation*}
\mathcal{D}_{5}=\left(N_{d}\left(1-N_{d} / T\right), N_{s} N_{d} / T\right) \tag{2.44}
\end{equation*}
$$

More precisely, we have the following theorem.

Theorem 2.4.1 $\left(N_{d} \leq N_{s}\right)$ Consider a broadcast channel with an M-antenna transmitter, a dynamic receiver and a static receiver with $N_{d}$ and $N_{s}$ antennas, respectively, with coherence time $T$ for the dynamic channel. The Grassmannian-Euclidean superposition achieves the rate pair

$$
\left\{\begin{array}{l}
R_{d}=N_{d}\left(1-\frac{N_{d}}{T}\right) \log \rho+O(1) \\
R_{s}=\frac{N_{d} N_{s}}{T} \log \rho+O(1)
\end{array} .\right.
$$

Denote the corresponding DoF pair by $\mathcal{D}_{5}$. Together with the two single-user operating points $\mathcal{D}_{1}, \mathcal{D}_{2}$ obtained earlier, the achievable DoF region consists of the convex hull of $\mathcal{D}_{1}, \mathcal{D}_{2}$ and $\mathcal{D}_{5}$.

## Proof See Section 2.5.3.

With the Grassmannian-Euclidean superposition, the static receiver attains the following gain compared with orthogonal transmission:

$$
\begin{equation*}
\Delta R_{2}=\frac{N_{d} N_{s}}{T} \log \rho+O(1) \tag{2.45}
\end{equation*}
$$

From Figure 2.6, for relatively small $T$ or large $N_{s}$, the DoF gain is significant. For example, at $T=2 N_{d}$, the minimum coherence interval considered in this chapter, the proposed method achieves a DoF $N_{s} / 2$ for the static receiver while attaining the maximum DoF $N_{d} / 2$ for the dynamic receiver. As $T$ increases the gain over orthogonal transmission decreases. In the limit $T \rightarrow \infty$, we have $\Delta R_{2}=O(1)$, and the DoF gain of Grassmannian-Euclidean superposition goes away. The Grassmannian-Euclidean superposition also provides DoF gain over the non-interfering Grassmannian superposition ${ }^{3}$

$$
\begin{equation*}
\Delta R=\frac{N_{d}^{2}}{T} \log \rho+O(1) \tag{2.46}
\end{equation*}
$$

The optimal design of the dimensions of $\mathbf{X}_{d}$ and $\mathbf{X}_{s}$ is trivial, because the DoF region in Theorem 2.4.1 is indeed optimal (see Section 2.4.4).
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Figure 2.6. DoF region (Theorem 2.4.1): $N_{d}=2, N_{s}=4$.

## Signaling In The Case $N_{d}>N_{s}$

When the static receiver has fewer antennas than the dynamic receiver, it may not be able to decode the dynamic signal. Here, we cannot directly apply the signaling structure given by (2.41). A straightforward way is to activate only $N_{s}$ antennas at the transmitter and use only $N_{s}$ dimensions for the dynamic receiver, that is

$$
\begin{equation*}
\mathbf{X}=\sqrt{\frac{T}{N_{s}^{2}}} \mathbf{X}_{s} \mathbf{X}_{d} \in \mathcal{C}^{N_{s} \times T} \tag{2.47}
\end{equation*}
$$

where $\mathbf{X}_{d} \in \mathcal{C}^{N_{s} \times T}$ and $\mathbf{X}_{s} \in \mathcal{C}^{N_{s} \times N_{s}}$, and $\sqrt{T / N_{s}^{2}}$ is a power normalizing factor.
Following the same argument as the case of $N_{d} \leq N_{s}$, the Grassmannian-Euclidean superposition achieves the DoF pair

$$
\begin{equation*}
\mathcal{D}_{6}=\left(N_{s}\left(1-\frac{N_{s}}{T}\right), \frac{N_{s}^{2}}{T}\right) \tag{2.48}
\end{equation*}
$$

Corollary 2.4.2 $\left(N_{d}>N_{s}\right)$ Consider a broadcast channel with an $M$-antenna transmitter, a dynamic receiver and a static receiver with $N_{d}$ and $N_{s}$ antennas, respectively, with coherence time $T$ for the dynamic channel. The Grassmannian-Euclidean superposition achieves the rate pair

$$
\left\{\begin{array}{l}
R_{d}=N_{s}\left(1-\frac{N_{s}}{T}\right) \log \rho+O(1) \\
R_{s}=\frac{N_{s}^{2}}{T} \log \rho+O(1)
\end{array}\right.
$$

Denote the corresponding DoF pair with $\mathcal{D}_{6}$. Together with the two single-user operating points $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ obtained earlier, the achievable DoF region consists of the convex hull of $\mathcal{D}_{1}, \mathcal{D}_{2}$ and $\mathcal{D}_{6}$.

Proof The proof directly follows from Theorem 2.4.1.

In Corollary 2.4.2, the static rate receiver is obtained at the expense of a reduction in the dynamic rate. The transmitter uses only $N_{s}$ out of $N_{d}$ dimensions available for the dynamic receiver, which allows extra $\operatorname{DoF} N_{s}^{2} / T$ for the static receiver. A necessary and sufficient condition for Grassmannian-Euclidean superposition to improve the DoF region is as follows.

Corollary 2.4.3 For the Grassmannian-Euclidean superposition, the signal dimension $\hat{T}=$ $T, \hat{N}_{d}=N_{d}$ and $\hat{N}_{s}=N_{s}$ optimizes the rate region at high SNR. Moreover, it achieves superior DoF region compared with orthogonal transmission if and only if

$$
\begin{equation*}
N_{s}>\left(1-\frac{N_{d}}{T}\right) N_{d} \tag{2.49}
\end{equation*}
$$

Proof First, using the maximum number of static antennas $\left(\hat{N}_{s}=N_{s}\right)$ is optimal, because both $R_{d}$ and $R_{s}$ in Corollary 2.4.2 are increasing functions of $N_{s}$ (note that $N_{s} \leq T / 2$ ).

Second, we find the optimal $\hat{T}$. Maximizing the achievable DoF region is equivalent to maximizing the slope of the line between $\mathcal{D}_{2}$ and $\mathcal{D}_{4}$, i.e.,

$$
\begin{equation*}
\left(0, N_{s}\right) \quad \text { and } \quad\left(N_{s}\left(1-\frac{N_{s}}{\hat{T}}\right), \frac{N_{s}^{2}}{\hat{T}}\right) \tag{2.50}
\end{equation*}
$$



Figure 2.7. DoF region (Corollary 2.4.2): $N_{d}=4, N_{s}=3$.
which has a constant slope -1 and is independent of $\hat{T}$. Therefore, any choice of $\hat{T}$, as long as $\hat{T} \geq 2 N_{s}$, achieves a boundary point of the DoF region of the Grassmannian-Euclidean superposition.

Finally, for the Grassmannian-Euclidean superposition to be superior to orthogonal transmission in term of DoF, the slope of the line between $\mathcal{D}_{2}$ and $\mathcal{D}_{6}$ must be larger than the slope between $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$, namely

$$
\begin{equation*}
\frac{N_{s}}{\left(1-N_{d} / T\right) N_{d}}>1 \tag{2.51}
\end{equation*}
$$

This completes the proof.

Corollary 2.4.3 can be interpreted as follows: the Grassmannian-Euclidean superposition achieves superior DoF if and only if the maximum DoF of the static receiver is larger than that of the dynamic receiver.

### 2.4.3 Design of $\mathcal{X}_{d}$ and $\mathcal{X}_{s}$

We heuristically argue that it is reasonable to choose $\mathcal{X}_{d}$ to be isotropically distributed unitary matrices and $\mathcal{X}_{s}$ to be i.i.d. complex Gaussian codebook. .

Recall that the Grassmannian-Euclidean superposition is to allow the static receiver to decode the signal for the dynamic receiver and then remove this interference. After interference cancellation, the static receiver has an equivalent point-to-point MIMO channel with perfect CSIR, in which case Gaussian signal achieves capacity.

Assuming $\mathbf{X}_{s} \in \mathcal{X}_{s}$ has i.i.d. $\mathcal{C N}(0,1)$ entries, the equivalent channel for the dynamic receiver $\mathbf{H}_{d} \mathbf{X}_{s}$ is isotropically distributed (see Definition 2.2.1), which leads to two properties. First, for any $T \times T$ unitary matrix $\mathbf{\Phi}$,

$$
\begin{equation*}
p\left(\mathbf{Y}_{d} \boldsymbol{\Phi} \mid \mathbf{X}_{d} \boldsymbol{\Phi}\right)=p\left(\mathbf{Y}_{d} \mid \mathbf{X}_{d}\right) \tag{2.52}
\end{equation*}
$$

Second, for any $N_{d} \times N_{d}$ unitary matrix $\Psi$

$$
\begin{equation*}
p\left(\mathbf{Y}_{d} \mid \Psi \mathbf{X}_{d}\right)=p\left(\mathbf{Y}_{d} \mid \mathbf{X}_{d}\right) \tag{2.53}
\end{equation*}
$$

Based on these properties, the optimal signaling structure for the channel of the dynamic receiver is a diagonal matrix ${ }^{4}$ times a unitary matrix $[20,21]$. Therefore, choosing $\mathcal{X}_{d}$ to be isotropically distributed unitary matrices is not far from optimal.

### 2.4.4 Degrees of Freedom Region

In this section, we show that the Grassmannian-Euclidean superposition achieves the optimal DoF region under certain channel conditions.

## Degrees of Freedom In The Case $N_{d} \leq N_{s}$

In this case, the optimal DoF region is as follows.

[^3]Corollary 2.4.4 $\left(N_{d} \leq N_{s}\right)$ When an $M$-antenna transmitter transmits to a dynamic receiver and a static receiver with $N_{d}$ and $N_{s}$ antennas, respectively, with the dynamic channel coherence time $T$, the DoF region is:

$$
\left\{\begin{array}{l}
d_{d} \leq N_{d}\left(1-\frac{N_{d}}{T}\right)  \tag{2.54}\\
\frac{d_{d}}{N_{d}}+\frac{d_{s}}{N_{s}} \leq 1
\end{array}\right.
$$

Proof An outer bound can be found when both receivers have CSIR. The DoF region of the coherent upper bound is [14]

$$
\begin{equation*}
\frac{d_{d}}{N_{d}}+\frac{d_{s}}{N_{s}} \leq 1 \tag{2.55}
\end{equation*}
$$

An inner bound is attained by Grassmannian-Euclidean superposition, which reaches the boundary of (2.55) except for $d_{d}>N_{d}\left(1-N_{d} / T\right)$. However, the DoF of the dynamic receiver can never exceed $N_{d}\left(1-N_{d} / T\right)$ (see Section 2.2). Therefore, Grassmannian-Euclidean superposition achieves the DoF region.

## Degrees of Freedom In The Case $N_{d}>N_{s}$

In this case, the Grassmannian-Euclidean superposition does not match the coherent outer bound (2.55), however, we can partially characterize the DoF region for broadcasting with degraded message sets [19] and in the case of the more capable channel [18]. For both cases the capacity region is characterized by:

$$
\left\{\begin{align*}
R_{d} & \leq I\left(\mathbf{U} ; \mathbf{Y}_{d}\right)  \tag{2.56}\\
R_{d}+R_{s} & \leq I\left(\mathbf{X}_{s} ; \mathbf{Y}_{s} \mid \mathbf{U}\right)+I\left(\mathbf{U} ; \mathbf{Y}_{d}\right) \\
R_{d}+R_{s} & \leq I\left(\mathbf{X}_{s} ; \mathbf{Y}_{s}\right)
\end{align*}\right.
$$

where $\mathbf{U}$ is an auxiliary random variable. From the last inequality we have

$$
\begin{equation*}
R_{d}+R_{s} \leq N_{s} \log \rho+O(1), \tag{2.57}
\end{equation*}
$$

that is

$$
\begin{equation*}
d_{d}+d_{s} \leq N_{s} \tag{2.58}
\end{equation*}
$$

When $N_{s} \geq\left(1-N_{d} / T\right) N_{d}$, the inner bound in Corollary 2.4.2 coincides with the outer bound (2.58) for $0 \leq d_{d} \leq N_{s}\left(1-N_{s} / T\right)$, therefore, the DoF is established for this range. For $d_{d}>N_{s}\left(1-N_{s} / T\right)$, the inner and outer bounds do not match, but the gap is small when $N_{s}$ is close to $N_{d}$.

When $N_{s}<\left(1-N_{d} / T\right) N_{d}$, the inner bound in Corollary 2.4.2 is inferior to orthogonal transmission and the problem remains open.

### 2.5 Proof of Theorem and Corollary

### 2.5.1 Proof of Theorem 2.3.1

## Achievable Rate for the Dynamic Receiver

The normalized received signal $\mathbf{Y}_{d} \in \mathcal{C}^{N_{d} \times T}$ at the dynamic receiver is

$$
\begin{equation*}
\mathbf{Y}_{d}=\sqrt{\frac{T}{N_{d}}} \mathbf{H}_{d} \mathbf{X}_{s} \mathbf{X}_{d}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{d} \tag{2.59}
\end{equation*}
$$

where $\mathbf{H}_{d} \in \mathcal{C}^{N_{d} \times N_{s}}$ is the dynamic channel, $\mathbf{X}_{d} \in \mathcal{C}^{N_{d} \times T}$ and $\mathbf{X}_{s} \in \mathcal{C}^{N_{s} \times N_{d}}$ are the isotropically distributed, unitary signals for the dynamic and static receivers, respectively, and $\mathbf{W}_{d} \in \mathcal{C}^{N_{d} \times T}$ is additive Gaussian noise.

Let $\tilde{\mathbf{H}}_{d} \triangleq \mathbf{H}_{d} \mathbf{X}_{s}$ be the $N_{d} \times N_{d}$ equivalent channel, and rewrite (2.59) as

$$
\begin{equation*}
\mathbf{Y}_{d}=\sqrt{\frac{T}{N_{d}}} \tilde{\mathbf{H}}_{d} \mathbf{X}_{d}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{d} \tag{2.60}
\end{equation*}
$$

The elements in $\tilde{\mathbf{H}}_{d}$ are

$$
\begin{equation*}
\tilde{h}_{i j}=\left[\tilde{\mathbf{H}}_{d}\right]_{i, j}=\sum_{k=1}^{N_{s}} h_{i k} x_{k j}, \quad 1 \leq i, j \leq N_{d}, \tag{2.61}
\end{equation*}
$$

where $h_{i k}=\left[\mathbf{H}_{d}\right]_{i k}$ and $x_{k j}=\left[\mathbf{X}_{s}\right]_{k j}$. Note that $h_{i k}$ is i.i.d. random variable with zero mean and unit variance, therefore,

$$
\begin{equation*}
\mathbb{E}\left[\tilde{h}_{i j}^{H} \tilde{h}_{m n}\right]=0, \quad(i, j) \neq(m, n) \tag{2.62}
\end{equation*}
$$

For $(i, j)=(m, n)$ we have

$$
\begin{align*}
\mathbb{E}\left[\left|\tilde{h}_{i j}\right|^{2}\right] & =\sum_{k=1}^{N_{s}} \mathbb{E}\left[\left|h_{i k}\right|^{2}\left|x_{k j}\right|^{2}\right]  \tag{2.63}\\
& =\mathbb{E}\left[\sum_{k=1}^{N_{s}}\left|x_{k j}\right|^{2}\right]=1, \tag{2.64}
\end{align*}
$$

where (2.64) holds because $\mathbb{E}\left[\left|h_{i k}\right|^{2}\right]=1$ and each column of $\mathbf{X}_{s}$ has unit norm. Therefore, the equivalent channel $\tilde{\mathbf{H}}_{d}$ has uncorrelated entries with zero mean and unit variance.

We now find a lower bound for the mutual information

$$
\begin{equation*}
I\left(\mathbf{X}_{d} ; \mathbf{Y}_{d}\right)=h\left(\mathbf{Y}_{d}\right)-h\left(\mathbf{Y}_{d} \mid \mathbf{X}_{d}\right) \tag{2.65}
\end{equation*}
$$

i.e., an achievable rate for the dynamic receiver. First, we find an upper bound for $h\left(\mathbf{Y}_{d} \mid \mathbf{X}_{d}\right)$. Let $\mathbf{y}_{d i}$ be the row $i$ of $\mathbf{Y}_{d}$. Using the independence bound on entropy:

$$
\begin{equation*}
h\left(\mathbf{Y}_{d} \mid \mathbf{X}_{d}\right) \leq \sum_{i=1}^{N_{d}} h\left(\mathbf{y}_{d i} \mid \mathbf{X}_{d}\right) \tag{2.66}
\end{equation*}
$$

Let $\tilde{\mathbf{h}}_{i}$ be the row $i$ of $\tilde{\mathbf{H}}_{d}$. Then, conditioned on $\mathbf{X}_{d}$ the covariance of $\mathbf{y}_{d i}$ is

$$
\begin{align*}
\mathbb{E}\left[\mathbf{y}_{d i}^{H} \mathbf{y}_{d i} \mid \mathbf{X}_{d}\right] & =\frac{T}{N_{d}} \mathbf{X}_{d}^{H} \mathbb{E}\left[\tilde{\mathbf{h}}_{i}^{H} \tilde{\mathbf{h}}_{i}\right] \mathbf{X}_{d}+\frac{1}{\rho} \mathbf{I}_{T}  \tag{2.67}\\
& =\frac{T}{N_{d}} \mathbf{X}_{d}^{H} \mathbf{X}_{d}+\frac{1}{\rho} \mathbf{I}_{T}, \tag{2.68}
\end{align*}
$$

where the last equality holds since all the elements in $\tilde{\mathbf{H}}_{d}$ are uncorrelated with zero mean and unit variance. In addition, given $\mathbf{X}_{d}$, the vector $\mathbf{y}_{d i}$ has zero mean, and therefore, $h\left(\mathbf{y}_{d i} \mid \mathbf{X}_{d}\right)$ is upper bounded by the differential entropy of a multivariate normal random vector with the same covariance [17]:

$$
\begin{align*}
h\left(\mathbf{y}_{d i} \mid \mathbf{X}_{d}\right) & \leq \log \operatorname{det}\left(\frac{T}{N_{d}} \mathbf{X}_{d}^{H} \mathbf{X}_{d}+\frac{1}{\rho} \mathbf{I}\right)  \tag{2.69}\\
& \leq N_{d} \log \left(\frac{T}{N_{d}}+\frac{1}{\rho}\right)-\left(T-N_{d}\right) \log \rho \tag{2.70}
\end{align*}
$$

Combining (2.66) and (2.70), we obtain

$$
\begin{equation*}
h\left(\mathbf{Y}_{d} \mid \mathbf{X}_{d}\right) \leq N_{d}^{2} \log \left(\frac{T}{N_{d}}+\frac{1}{\rho}\right)-N_{d}\left(T-N_{d}\right) \log \rho \tag{2.71}
\end{equation*}
$$

After calculating the upper bound for $h\left(\mathbf{Y}_{d} \mid \mathbf{X}_{d}\right)$, we now find a lower bound for $h\left(\mathbf{Y}_{d}\right)$ as follows.

$$
\begin{align*}
h\left(\mathbf{Y}_{d}\right) & >h\left(\sqrt{\frac{T}{N_{d}}} \mathbf{H}_{d} \mathbf{X}_{s} \mathbf{X}_{d}\right)  \tag{2.72}\\
& \geq h\left(\left.\sqrt{\frac{T}{N_{d}}} \mathbf{H}_{d} \mathbf{X}_{s} \mathbf{X}_{d} \right\rvert\, \mathbf{H}_{d}, \mathbf{X}_{s}\right) \tag{2.73}
\end{align*}
$$

where (2.72) holds since we remove the noise, and (2.73) holds since conditioning does not increase differential entropy. The Jacobian from $\mathbf{X}_{d}$ to $\mathbf{H}_{d} \mathbf{X}_{s} \mathbf{X}_{d}$ is [28, Theorem. 2.1.5]:

$$
\begin{equation*}
J_{X_{d}}=\left(\sqrt{\frac{T}{N_{d} N_{s}}} \operatorname{det}\left(\mathbf{H}_{d} \mathbf{X}_{s}\right)\right)^{N_{d}} \tag{2.74}
\end{equation*}
$$

Therefore, from (2.73) we have

$$
\begin{equation*}
h\left(\mathbf{Y}_{d}\right)>h\left(\mathbf{X}_{d}\right)+\mathbb{E}\left[\log J_{X_{d}}\right] \tag{2.75}
\end{equation*}
$$

where the expectation is with respect to $\mathbf{X}_{s}$ and $\mathbf{H}_{d}$. Because $\mathbf{X}_{d}$ is an isotropically distributed unitary matrix, i.e., uniformly distributed on the Stiefel manifold $\mathbb{F}\left(T, N_{d}\right)$, we have [20]

$$
\begin{equation*}
h\left(\mathbf{X}_{d}\right)=\log \left|\mathbb{F}\left(T, N_{d}\right)\right|, \tag{2.76}
\end{equation*}
$$

where $\left|\mathbb{F}\left(T, N_{d}\right)\right|$ is the volume of $\mathbb{F}\left(T, N_{d}\right)$ based on the Haar measure induced by the Lebesgue measure restricted to the Stiefel manifold [28]:

$$
\begin{equation*}
\left|\mathbb{F}\left(T, N_{d}\right)\right|=\prod_{i=T-N_{d}+1}^{T} \frac{2 \pi^{i}}{(i-1)!} \tag{2.77}
\end{equation*}
$$

Finally, combining (2.71) and (2.75), we obtain

$$
\begin{align*}
I\left(\mathbf{X}_{d} ; \mathbf{Y}_{d}\right) & >N_{d}\left(T-N_{d}\right) \log \rho+\log \left|\mathbb{F}\left(T, N_{d}\right)\right|+\mathbb{E}\left[\log J_{X_{d}}\right]-N_{d} \sum_{i=1}^{N_{d}} \log \left(\frac{T}{N_{d}}+\frac{1}{\rho}\right)  \tag{2.78}\\
& =N_{d}\left(T-N_{d}\right) \log \rho+O(1) \tag{2.79}
\end{align*}
$$

Normalizing $I\left(\mathbf{X}_{d} ; \mathbf{Y}_{d}\right)$ over $T$ time-slots yields the achievable rate of the dynamic receiver.

## Achievable Rate for the Static Receiver

The signal received at the static receiver is

$$
\begin{equation*}
\mathbf{Y}_{s}=\sqrt{\frac{T}{N_{d}}} \mathbf{H}_{s} \mathbf{X}_{s} \mathbf{X}_{d}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{s} \tag{2.80}
\end{equation*}
$$

where $\mathbf{H}_{s} \in \mathcal{C}^{N_{s} \times N_{s}}$ is the static channel and $\mathbf{W}_{s} \in \mathcal{C}^{N_{s} \times T}$ is additive Gaussian noise. Denote the sub-matrix containing the first $N_{d}$ columns of $\mathbf{Y}_{s}$ with $\mathbf{Y}_{s}^{\prime}$.

$$
\begin{equation*}
\mathbf{Y}_{s}^{\prime}=\sqrt{\frac{T}{N_{d}}} \mathbf{H}_{s} \mathbf{X}_{s} \mathbf{X}_{d}^{\prime}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{s}^{\prime} \tag{2.81}
\end{equation*}
$$

where $\mathbf{X}_{d}^{\prime} \in \mathcal{C}^{N_{d} \times N_{d}}$ is the corresponding sub-matrix of $\mathbf{X}_{d}$, and $\mathbf{W}_{s}^{\prime} \in \mathcal{C}^{N_{d} \times N_{d}}$ is i.i.d. Gaussian noise. Given $\mathbf{H}_{s}$, the mutual information between $\mathbf{Y}_{s}$ and $\mathbf{X}_{s}$ is lower bounded by:

$$
\begin{equation*}
I\left(\mathbf{Y}_{s} ; \mathbf{X}_{s} \mid \mathbf{H}_{s}\right) \geq I\left(\mathbf{Y}_{s}^{\prime} ; \mathbf{X}_{s} \mid \mathbf{H}_{s}\right) \tag{2.82}
\end{equation*}
$$

We will focus on $I\left(\mathbf{Y}_{s}^{\prime} ; \mathbf{X}_{s} \mid \mathbf{H}_{s}\right)$ to derive a lower bound. Using the singular value decomposition (SVD):

$$
\begin{equation*}
\mathbf{H}_{s}=\mathbf{U}^{H} \boldsymbol{\Sigma} \mathbf{V} \tag{2.83}
\end{equation*}
$$

where $\mathbf{U}, \mathbf{V} \in \mathcal{C}^{N_{s} \times N_{s}}$ and

$$
\begin{equation*}
\boldsymbol{\Sigma}=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{N_{s}}\right) \tag{2.84}
\end{equation*}
$$

with $\left|\lambda_{1}\right| \geq \cdots \geq\left|\lambda_{N_{s}}\right|$. Since $\mathbf{H}_{s}$ is known and non-singular, the dynamic receiver applies $\mathbf{H}_{s}^{-1}$ to remove it:

$$
\begin{equation*}
\mathbf{H}_{s}^{-1} \mathbf{Y}_{s}^{\prime}=\sqrt{\frac{T}{N_{d}}} \mathbf{X}_{s} \mathbf{X}_{d}^{\prime}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{s}^{\prime \prime} \tag{2.85}
\end{equation*}
$$

The columns of $\mathbf{W}_{s}^{\prime \prime}$ are mutually independent, and each column has an autocorrelation:

$$
\begin{equation*}
\mathbf{R}_{W}=\mathbf{V}^{H} \boldsymbol{\Sigma}^{-2} \mathbf{V} \tag{2.86}
\end{equation*}
$$

Because mutual information is independent of the choice of coordinates, we have

$$
\begin{align*}
I\left(\mathbf{Y}_{s}^{\prime} ; \mathbf{X}_{s} \mid \mathbf{H}_{s}\right) & =I\left(\mathbf{H}_{s}^{-1} \mathbf{Y}_{s}^{\prime} ; \mathbf{X}_{s} \mid \mathbf{H}_{s}\right)  \tag{2.87}\\
& =h\left(\mathbf{H}_{s}^{-1} \mathbf{Y}_{s}^{\prime} \mid \mathbf{H}_{s}\right)-h\left(\mathbf{H}_{s}^{-1} \mathbf{Y}_{s}^{\prime} \mid \mathbf{X}_{s}, \mathbf{H}_{s}\right) \tag{2.88}
\end{align*}
$$

Let $\mathbf{y}_{s i}$ be the column $i$ of $\mathbf{H}_{s}^{-1} \mathbf{Y}_{s}^{\prime}$, then via the independence bound on entropy:

$$
\begin{equation*}
h\left(\mathbf{H}_{s}^{-1} \mathbf{Y}_{s}^{\prime} \mid \mathbf{X}_{s}, \mathbf{H}_{s}\right) \leq \sum_{i=1}^{N_{d}} h\left(\mathbf{y}_{s i} \mid \mathbf{X}_{s}, \mathbf{H}_{s}\right) \tag{2.89}
\end{equation*}
$$

From (2.85) and (2.86), the autocorrelation of $\mathbf{y}_{s i}$ conditioned on $\mathbf{X}_{s}$ and $\mathbf{H}_{s}$ is

$$
\begin{align*}
\mathbf{R}_{s i} & =\frac{T}{N_{d}} \mathbf{X}_{s} \mathbb{E}\left[\mathbf{x}_{d i}^{\prime} \mathbf{x}_{d i}^{\prime H}\right] \mathbf{X}_{s}^{H}+\frac{1}{\rho} \mathbf{R}_{W}  \tag{2.90}\\
& =\frac{T}{N_{d}} \mathbf{X}_{s} \mathbf{R}_{d i} \mathbf{X}_{s}^{H}+\frac{1}{\rho} \mathbf{R}_{W} \tag{2.91}
\end{align*}
$$

where $\mathbf{x}_{d, i}^{\prime} \in \mathcal{C}^{N_{d} \times 1}$ is the column $i$ of $\mathbf{X}_{d}^{\prime}$ and has autocorrelation $\mathbf{R}_{d, i}$. The expected value of $\mathbf{y}_{s, i}$ is zero and thus the differential entropy is maximized if $\mathbf{y}_{s, i}$ has multivariate normal distribution [17]:

$$
\begin{align*}
h\left(\mathbf{y}_{s i} \mid \mathbf{X}_{s}, \mathbf{H}_{s}\right) & \leq \log \operatorname{det}\left(\frac{T}{N_{d}} \mathbf{X}_{s} \mathbf{R}_{d i} \mathbf{X}_{s}^{H}+\frac{1}{\rho} \mathbf{R}_{W}\right) \\
& =\log \operatorname{det}\left(\frac{T}{N_{d}} \mathbf{V} \mathbf{X}_{s} \mathbf{R}_{d i} \mathbf{X}_{s}^{H} \mathbf{V}^{H}+\frac{1}{\rho} \boldsymbol{\Sigma}^{-2}\right) \tag{2.92}
\end{align*}
$$

The following lemma calculates $\mathbf{R}_{d i}$, the autocorrelation of a column of an i.d. matrix.

Lemma 2.5.1 If $\mathbf{Q} \in \mathcal{C}^{T \times T}$ is isotropically distributed (i.d.) unitary matrix, then each row and column of $\mathbf{Q}$ is an i.d. unit vector with autocorrelation $\frac{1}{T} \mathbf{I}_{T}$.

Proof From Definition 2.2.1, given $\mathbf{Q}$ is i.d., for any deterministic unitary matrix $\boldsymbol{\Phi} \in \mathcal{C}^{T \times T}$,

$$
\begin{equation*}
p(\mathbf{Q} \Phi)=p(\mathbf{Q}) \tag{2.93}
\end{equation*}
$$

which implies that the marginal distribution of each row and column remains unchanged under any transform $\boldsymbol{\Phi}$. Therefore, each row and column is an i.d. unit vector. Without loss of generality, we consider the first row of $\mathbf{Q}$, denoted as $\mathbf{q}_{1}$. Let the autocorrelation of $\mathbf{q}_{1}$ be $\mathbf{R}_{q}$ and posses the eigenvalue decomposition $\mathbf{R}_{q}=\mathbf{P}^{H} \boldsymbol{\Sigma}_{q} \mathbf{P}$, where $\mathbf{P} \in \mathcal{C}^{n \times n}$ is unitary and $\boldsymbol{\Sigma}_{q}$ is diagonal. Since $\mathbf{q}_{1} \mathbf{P}^{H}$ has the same distribution as $\mathbf{q}_{1}$, therefore

$$
\begin{equation*}
\mathbf{R}_{q}=\mathbb{E}\left[\mathbf{q}_{1}^{H} \mathbf{q}_{1}\right]=\mathbf{P} \mathbb{E}\left[\mathbf{q}_{1}^{H} \mathbf{q}_{1}\right] \mathbf{P}^{H}=\boldsymbol{\Sigma}_{q} \tag{2.94}
\end{equation*}
$$

Thus $\mathbf{R}_{q}$ is a diagonal matrix. Furthermore, the diagonal elements of $\boldsymbol{\Sigma}_{q}$ have to be identical, i.e., $\boldsymbol{\Sigma}_{q}=a \mathbf{I}_{T}$, otherwise $\mathbf{R}_{q}$ would not be rotationally invariant which conflicts with an i.d. assumption. Finally, because $\operatorname{tr}\left(\mathbf{R}_{q}\right)=1$, we have $\boldsymbol{\Sigma}_{q}=\mathbf{I}_{T} / T$. This completes the proof of Lemma 2.5.1.

Since $\mathbf{X}_{d}$ is an i.d. unitary matrix, based on Lemma 2.5.1, the autocorrelation of its sub-column is

$$
\begin{equation*}
\mathbf{R}_{d i}=\mathbf{I}_{N_{d}} / T \tag{2.95}
\end{equation*}
$$

Therefore, the eigenvalues of $\mathbf{V}_{2} \mathbf{X}_{s} \mathbf{R}_{1 i} \mathbf{X}_{s}^{H} \mathbf{V}_{2}^{H}$ are

$$
\begin{equation*}
(\underbrace{\frac{1}{T}, \cdots, \frac{1}{T}}_{N_{d}}, \underbrace{0, \cdots, 0}_{N_{s}-N_{d}}) \tag{2.96}
\end{equation*}
$$

We now bound the eigenvalues of the sum of two matrices in (2.92), noting that $\lambda_{j}^{-2}$ are in ascending order and using a theorem of Weyl [29, Theorem 4.3.1]:

$$
\begin{equation*}
h\left(\mathbf{y}_{s i} \mid \mathbf{X}_{s}, \mathbf{H}_{s}\right) \leq N_{d} \log \left(\frac{1}{N_{d}}+\lambda_{N_{s}}^{-2}\right)+\left(N_{s}-N_{d}\right) \log \frac{1}{\rho} \lambda_{N_{s}}^{-2} . \tag{2.97}
\end{equation*}
$$

From (2.89) and (2.97), we have:

$$
\begin{equation*}
h\left(\mathbf{H}_{s}^{-1} \mathbf{Y}_{s}^{\prime} \mid \mathbf{X}_{s}, \mathbf{H}_{s}\right) \leq N_{d}^{2} \log \left(\frac{1}{N_{d}}+\lambda_{N_{s}}^{-2}\right)+N_{d}\left(N_{s}-N_{d}\right) \log \lambda_{N_{s}}^{-2}-N_{d}\left(N_{s}-N_{d}\right) \log \rho \tag{2.98}
\end{equation*}
$$

We now calculate a lower bound for $h\left(\mathbf{H}_{s}^{-1} \mathbf{Y}_{s}^{\prime} \mid \mathbf{H}_{s}\right)$ :

$$
\begin{align*}
h\left(\mathbf{H}_{s}^{-1} \mathbf{Y}_{s}^{\prime} \mid \mathbf{H}_{s}\right) & >h\left(\left.\sqrt{\frac{T}{N_{d}}} \mathbf{X}_{s} \mathbf{X}_{d}^{\prime} \right\rvert\, \mathbf{H}_{s}\right)  \tag{2.99}\\
& >h\left(\left.\sqrt{\frac{T}{N_{d}}} \mathbf{X}_{s} \mathbf{X}_{d}^{\prime} \right\rvert\, \mathbf{X}_{d}^{\prime}, \mathbf{H}_{s}\right) . \tag{2.100}
\end{align*}
$$

From [28, Theorem. 2.1.5], given $\mathbf{X}_{d}^{\prime}$ the Jacobian of the transformation from $\mathbf{X}_{s}$ to $\sqrt{\frac{T}{N_{d}}} \mathbf{X}_{s} \mathbf{X}_{d}^{\prime}$ is:

$$
\begin{equation*}
J_{X_{s}}=\left(\sqrt{\frac{T}{N_{d}}}\right)^{N_{s}} \operatorname{det}\left(\mathbf{X}_{d}^{\prime}\right)^{N_{d}} \tag{2.101}
\end{equation*}
$$

Therefore, from the right hand side of (2.100) we have

$$
\begin{equation*}
h\left(\mathbf{H}_{s}^{-1} \mathbf{Y}_{s}^{\prime} \mid \mathbf{H}_{s}\right)>h\left(\mathbf{X}_{s}\right)+\mathbb{E}\left[\log J_{X_{s}}\right] \tag{2.102}
\end{equation*}
$$

where the expectation is with respect to $\mathbf{X}_{d}^{\prime}$. Because $\mathbf{X}_{s}$ is uniformly distributed on the Stiefel manifold $\mathbb{F}\left(N_{s}, N_{d}\right)$, we have [20]

$$
\begin{equation*}
h\left(\mathbf{X}_{d}\right)=\log \left|\mathbb{F}\left(N_{s}, N_{d}\right)\right|, \tag{2.103}
\end{equation*}
$$

where $\left|\mathbb{F}\left(N_{s}, N_{d}\right)\right|$ is the volume of $\mathbb{F}\left(N_{s}, N_{d}\right)$, which is given by [28]:

$$
\begin{equation*}
\left|\mathbb{F}\left(N_{s}, N_{d}\right)\right|=\prod_{i=N_{s}-N_{d}+1}^{N_{s}} \frac{2 \pi^{i}}{(i-1)!} \tag{2.104}
\end{equation*}
$$

Finally, substituting (2.102) and (2.98) into (2.88), we have

$$
\begin{equation*}
I\left(\mathbf{Y}_{s}^{\prime} ; \mathbf{X}_{s} \mid \mathbf{H}_{s}\right)=N_{d}\left(N_{s}-N_{d}\right) \log \rho+O(1) \tag{2.105}
\end{equation*}
$$

Hence, the rate achieved by the static receiver is

$$
\begin{equation*}
\frac{1}{T} \mathbb{E}\left[I\left(\mathbf{Y}_{s}^{\prime} ; \mathbf{X}_{s} \mid \mathbf{H}_{s}\right)\right]=\frac{N_{d}}{T}\left(N_{s}-N_{d}\right) \log \rho+O(1) \tag{2.106}
\end{equation*}
$$

where the expectation is with respect to $\mathbf{H}_{s}$.

### 2.5.2 Proof of Corollary 2.3.2

The objective is to find the best dimensions for the transmit signals $\mathbf{X}_{d} \in \mathcal{C}^{\hat{N_{d}} \times \hat{T}}$ and $\mathbf{X}_{s} \in$ $\mathcal{C}^{\hat{N}_{s} \times \hat{N}_{d}}$. From Theorem 2.3.1, it is easily determined that $\hat{N}_{s}=N_{s}$ is optimal, because the pre-log factor of $R_{2}$ increases with $\hat{N}_{s}$ and the pre-log factor of $R_{d}$ is independent of $\hat{N}_{s}$ (given $\hat{N}_{d} \leq N_{s}$ ).

To find the optimal values of $\hat{N}_{d}, \hat{T}$, we start by relaxing the variables by allowing them to be continuous valued, i.e. $\hat{N}_{d} \rightarrow x$ and $\hat{T} \rightarrow y$, and then showing via the derivatives that the cost functions are monotonic, therefore optimal values reside at the boundaries, which are indeed integers.

Using the DoF expression from Theorem 2.3.1, the slope between two achievable points $\mathcal{D}_{2}$ and $\mathcal{D}_{3}$ is:

$$
\begin{equation*}
f(x, y)=\frac{x\left(N_{s}-x\right) / y-N_{s}}{x(1-x / y)} . \tag{2.107}
\end{equation*}
$$

Therefore, for all $0<x \leq N_{d}$,

$$
\begin{equation*}
\frac{\partial f(x, y)}{\partial y}=\frac{x}{(y-x)^{2}}>0 \tag{2.108}
\end{equation*}
$$

We wish to maximize $f$ with the constraint $y \leq T$, thus $y=T$ is optimal.
Substituting $y=T$ into $f(x, y)$, we have

$$
\begin{equation*}
\frac{\partial f(x, T)}{\partial x}=-\frac{\left(T-N_{s}\right) x^{2}+T N_{s} x-T^{2} N_{s}}{x^{2}(T-x)^{2}} \tag{2.109}
\end{equation*}
$$

If $T=N_{s}$, since $x \leq T / 2$, then $\frac{\partial f}{\partial x}>0$. In this case $x=N_{d}$ maximizes the DoF region.
If $T \neq N_{s}$, let $T=\alpha N_{s}$. When $0<\alpha<\frac{3}{4}$, one can verify that $\frac{\partial f}{\partial x}>0$ for all $x>0$. Thus, $x=N_{d}$ is optimal. When $\alpha \geq \frac{3}{4}$, let $\frac{\partial f}{\partial x}=0$, and we have the corresponding solutions:

$$
\begin{equation*}
x_{1,2}=\frac{-\alpha N_{s} \pm \alpha N_{s} \sqrt{1+4(\alpha-1)}}{2(\alpha-1)} \tag{2.110}
\end{equation*}
$$

When $\frac{3}{4} \leq \alpha<1$, the above solutions are positive, where the smaller one is:

$$
\begin{equation*}
x_{1}=\frac{\alpha N_{s}-\alpha N_{s} \sqrt{1-4(1-\alpha)}}{2(1-\alpha)}>N_{d} . \tag{2.111}
\end{equation*}
$$

Since $\frac{\partial f}{\partial x}>0$ at $x=0$, we have $\frac{\partial f}{\partial x}>0$ for $0 \leq x \leq N_{d}$. When $\alpha>1$, the (only) positive solution of (2.110) is:

$$
\begin{equation*}
x_{1}=\frac{\alpha N_{s}+\alpha N_{s} \sqrt{1+4(\alpha-1)}}{2(\alpha-1)}>N_{d} . \tag{2.112}
\end{equation*}
$$

Once again, since $\frac{\partial f}{\partial x}>0$ at $x=0$, we have $\frac{\partial f}{\partial x}>0$ for $0 \leq x \leq N_{d}$.
Therefore, for all cases, $x=N_{d}$ maximizes the DoF region.

### 2.5.3 Proof of Theorem 2.4.1

## Achievable Rate for the Dynamic Receiver

The proof is similar to the proof for Theorem 2.3.1, so we only outline key steps. The received signal at the dynamic receiver is

$$
\begin{equation*}
\mathbf{Y}_{d}=\sqrt{\frac{T}{N_{d} N_{s}}} \mathbf{H}_{d} \mathbf{X}_{s} \mathbf{X}_{d}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{d} \tag{2.113}
\end{equation*}
$$

where $\mathbf{Y}_{d} \in \mathcal{C}^{N_{d} \times T}$ and $\mathbf{H}_{d} \in \mathcal{C}^{N_{d} \times N_{s}}$ and $\mathbf{W}_{d} \in \mathcal{C}^{N_{d} \times T}$ is additive Gaussian noise. We establish a lower bound for the mutual information between $\mathbf{X}_{d}$ and $\mathbf{Y}_{d}$ :

$$
\begin{equation*}
I\left(\mathbf{X}_{d} ; \mathbf{Y}_{d}\right)=h\left(\mathbf{Y}_{d}\right)-h\left(\mathbf{Y}_{d} \mid \mathbf{X}_{d}\right) \tag{2.114}
\end{equation*}
$$

In the above equation, we have

$$
h\left(\mathbf{Y}_{d} \mid \mathbf{X}_{d}\right) \leq \sum_{i=1}^{N_{d}} h\left(\mathbf{y}_{d i} \mid \mathbf{X}_{d}\right)
$$

One can verify

$$
\begin{equation*}
h\left(\mathbf{y}_{d i} \mid \mathbf{X}_{d}\right) \leq \log \operatorname{det}\left(\frac{T}{N_{s}} \mathbf{X}_{d}^{H} \mathbf{X}_{d}+\frac{1}{\rho} \mathbf{I}\right) \tag{2.115}
\end{equation*}
$$

Finally, we obtain

$$
\begin{equation*}
h\left(\mathbf{Y}_{d} \mid \mathbf{X}_{d}\right)<N_{d}^{2} \log \left(\frac{T}{N_{s}}+\frac{1}{\rho}\right)-N_{d}\left(T-N_{d}\right) \log \rho \tag{2.116}
\end{equation*}
$$

The lower bound is given by:

$$
\begin{equation*}
h\left(\mathbf{Y}_{d}\right)>\log \left|\mathbb{F}\left(T, N_{d}\right)\right|+\mathbb{E}\left[\log J_{X_{d}}\right] \tag{2.117}
\end{equation*}
$$

where the expectation is with respect to $\mathbf{H}_{d}$ and $\mathbf{X}_{s}$, and

$$
\begin{equation*}
J_{X_{1}}=\left(\sqrt{\frac{T}{N_{d} N_{s}}} \operatorname{det}\left(\mathbf{H}_{d} \mathbf{X}_{s}\right)\right)^{N_{d}} \tag{2.118}
\end{equation*}
$$

Combining (2.116) and (2.118), and normalizing over $T$ time-slots leads to the achievable rate of the dynamic receiver.

## Achievable Rate for the Static Receiver

The received signal at the static receiver is $\mathbf{Y}_{s} \in \mathcal{C}^{N_{s} \times T}$

$$
\mathbf{Y}_{s}=\sqrt{\frac{T}{N_{d} N_{s}}} \mathbf{H}_{s} \mathbf{X}_{s} \mathbf{X}_{d}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{s}
$$

where $\mathbf{H}_{s} \in \mathcal{C}^{N_{s} \times N_{s}}$ is the static channel, and $\mathbf{W}_{s} \in \mathcal{C}^{N_{d} \times T}$ is additive Gaussian noise.
We first calculate the decodable dynamic rate at the static receiver in the next lemma.

Lemma 2.5.2 The static receiver is able to decode the dynamic rate $R_{d}$ if

$$
\begin{equation*}
R_{d} \leq N_{d}\left(1-N_{d} / T\right) \log \rho+O(1) \tag{2.119}
\end{equation*}
$$

Proof Use the SVD for $\mathbf{H}_{s}$ and re-write the signal at the static receiver as

$$
\begin{equation*}
\mathbf{Y}_{s}=\sqrt{\frac{T}{N_{d} N_{s}}} \mathbf{U}^{H} \boldsymbol{\Sigma} \mathbf{V} \mathbf{X}_{s} \mathbf{X}_{d}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{s} \tag{2.120}
\end{equation*}
$$

Because $\mathbf{X}_{s}$ is an isotropically distributed unitary matrix, $\mathbf{X}_{s}^{\prime} \triangleq \mathbf{V} \mathbf{X}_{s}$ has the same distribution as $\mathbf{X}_{s}$, i.e., a matrix of i.i.d. $\mathcal{C N}(0,1)$. Rotate $\mathbf{Y}_{s}$ with $\mathbf{U}$

$$
\begin{equation*}
\mathbf{Y}_{s}^{\prime} \triangleq \mathbf{U} \mathbf{Y}_{s}=\sqrt{\frac{T}{N_{d} N_{s}}} \boldsymbol{\Sigma} \mathbf{X}_{s}^{\prime} \mathbf{X}_{d}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{s}^{\prime} \tag{2.121}
\end{equation*}
$$

where $\mathbf{W}_{s}^{\prime}$ is i.i.d. Gaussian noise. Let $\mathbf{Y}_{s}^{\prime \prime} \in \mathcal{C}^{N_{d} \times T}$ be the first $N_{d}$ rows of $\mathbf{Y}_{s}^{\prime}$, i.e., the rows corresponding to the largest $N_{d}$ singular modes of $\mathbf{H}_{s}$, that is $\left|\lambda_{1}\right| \geq \cdots \geq\left|\lambda_{N_{d}}\right|$. We denote the corresponding $N_{d} \times N_{d}$ sub-matrix of $\mathbf{X}_{s}^{\prime}$ by $\mathbf{X}_{s}^{\prime \prime}$. Then,

$$
\begin{equation*}
\mathbf{Y}_{s}^{\prime \prime}=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{N_{d}}\right) \mathbf{X}_{s}^{\prime \prime} \mathbf{X}_{d}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{s}^{\prime \prime} \tag{2.122}
\end{equation*}
$$

Conditioned on $\mathbf{H}_{s}$, the decodable dynamic rate at the static receiver is

$$
I\left(\mathbf{X}_{d} ; \mathbf{Y}_{s} \mid \mathbf{H}_{s}\right)=I\left(\mathbf{X}_{d} ; \mathbf{Y}_{s}^{\prime} \mid \mathbf{H}_{s}\right)
$$

which is lower bounded by

$$
\begin{equation*}
I\left(\mathbf{X}_{d} ; \mathbf{Y}_{s}^{\prime \prime} \mid \mathbf{H}_{s}\right)=h\left(\mathbf{Y}_{s}^{\prime \prime} \mid \mathbf{H}_{s}\right)-h\left(\mathbf{Y}_{s}^{\prime \prime} \mid \mathbf{X}_{d}, \mathbf{H}_{s}\right) \tag{2.123}
\end{equation*}
$$

Using the independence bound for $h\left(\mathbf{Y}_{s}^{\prime \prime} \mid \mathbf{X}_{d}, \mathbf{H}_{s}\right)$ yields

$$
\begin{equation*}
h\left(\mathbf{Y}_{s}^{\prime \prime} \mid \mathbf{X}_{d}, \mathbf{H}_{s}\right) \leq \sum_{i=1}^{N_{d}} h\left(\mathbf{y}_{s i} \mid \mathbf{X}_{d}, \mathbf{H}_{s}\right) \tag{2.124}
\end{equation*}
$$

where $\mathbf{y}_{s i}$ is the row $i$ of $\mathbf{Y}_{s}^{\prime \prime}$. Let $\mathbf{x}_{s i}$ be the row $i$ of $\mathbf{X}_{s}^{\prime \prime}$, for $1 \leq i \leq N_{d}$. Since $\mathbf{X}_{s}^{\prime \prime} \in \mathcal{C}^{N_{d} \times N_{d}}$ have i.i.d. $\mathcal{C N}(0,1)$ entries, all the row vectors $\mathbf{x}_{s i}$ have the same autocorrelation $I_{N_{d}}$.

Conditioned on $\mathbf{X}_{d}$, the autocorrelation of $\mathbf{y}_{s i}=\lambda_{i} \mathbf{x}_{s i} \mathbf{X}_{d}$ is given by

$$
\begin{equation*}
\mathbb{E}\left[\mathbf{y}_{s i}^{H} \mathbf{y}_{s i} \mid \mathbf{X}_{d}, \mathbf{H}_{s}\right]=\lambda_{i}^{2} \mathbf{X}_{d}^{H} \mathbf{X}_{d}+{ }_{\rho}^{1} \mathbf{I}_{T} \tag{2.125}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
h\left(\mathbf{y}_{s i} \mid \mathbf{X}_{d}, \mathbf{H}_{s}\right) & \leq \log \operatorname{det}\left(\lambda_{i}^{2} \mathbf{X}_{d}^{H} \mathbf{X}_{d}+\frac{1}{\rho} \mathbf{I}_{T}\right),  \tag{2.126}\\
& =N_{d} \log \left(\lambda_{i}^{2}+\frac{1}{\rho}\right)-\left(T-N_{d}\right) \log \rho \tag{2.127}
\end{align*}
$$

and subsequently,

$$
\begin{equation*}
h\left(\mathbf{Y}_{s}^{\prime \prime} \mid \mathbf{X}_{d}, \mathbf{H}_{s}\right) \leq \sum_{i=1}^{N_{d}} \log \left(\lambda_{i}^{2}+\frac{1}{\rho}\right)-N_{d}\left(T-N_{d}\right) \log \rho . \tag{2.128}
\end{equation*}
$$

We now find a lower bound for $h\left(\mathbf{Y}_{s}^{\prime \prime} \mid \mathbf{H}_{s}\right)$. Similar to (2.102), we have

$$
\begin{equation*}
h\left(\mathbf{Y}_{s}^{\prime \prime} \mid \mathbf{H}_{s}\right) \geq h\left(\mathbf{X}_{d}\right)+\mathbb{E}\left[J_{X_{s}}\right], \tag{2.129}
\end{equation*}
$$

where the expectation is with respect to $\mathbf{X}_{s}$, and

$$
\begin{equation*}
h\left(\mathbf{X}_{d}\right)=\left|\mathbb{F}\left(T, N_{d}\right)\right|=\prod_{i=T-N_{d}+1}^{T} \frac{2 \pi^{i}}{(i-1)!}, \tag{2.130}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{X_{s}}=\prod_{i=1}^{N_{d}} \lambda^{2 N_{d}} \operatorname{det}\left(\mathbf{X}_{s}\right)^{N_{d}} \tag{2.131}
\end{equation*}
$$

Finally, taking expectation over $\mathbf{H}_{s}$, we obtain

$$
\begin{align*}
\mathbb{E}\left[I\left(\mathbf{X}_{d} ; \mathbf{Y}_{s} \mid \mathbf{H}_{s}\right)\right] & \geq N_{d}\left(T-N_{d}\right) \log \rho+h\left(\mathbf{X}_{d}\right)+\mathbb{E}\left[J_{X_{2}}\right]-\mathbb{E}\left[\sum_{i=1}^{N_{d}} \log \left(\lambda_{i}^{2}+\frac{1}{\rho}\right)\right] \\
& =N_{d}\left(T-N_{d}\right) \log \rho+O(1) \tag{2.132}
\end{align*}
$$

This completes the proof for Lemma 2.5.2.

Therefore, the transmitter is able to send $N_{d}\left(1-N_{d} / T\right)$ DoF to the dynamic receiver, while ensuring the dynamic signal is decoded at the static receiver.

After decoding $\mathbf{X}_{d}$, the static receiver removes the interference:

$$
\begin{equation*}
\mathbf{Y}_{s} \mathbf{X}_{d}^{H}=\sqrt{\frac{T}{N_{d} N_{s}}} \mathbf{H}_{s} \mathbf{X}_{s}+\frac{1}{\sqrt{\rho}} \mathbf{W}_{s}^{\prime} \tag{2.133}
\end{equation*}
$$

where $\mathbf{W}_{s}^{\prime} \in \mathcal{C}^{N_{s} \times N_{d}}$ is the equivalent noise whose entries are still i.i.d. $\mathcal{C N}(0,1)$. The equivalent channel for the static receiver is now a point-to-point MIMO channel. With Gaussian input $\mathbf{X}_{s}$, we have [26]

$$
\begin{equation*}
I\left(\mathbf{X}_{s} ; \mathbf{Y}_{s} \mid \mathbf{H}_{s}\right)=N_{d} N_{s} \log \rho+O(1) \tag{2.134}
\end{equation*}
$$

Normalizing $I\left(\mathbf{X}_{s} ; \mathbf{Y}_{s} \mid \mathbf{H}_{s}\right)$ over $T$ time-slots yields the achievable rate of the static receiver.

## CHAPTER 3 COHERENT PRODUCT SUPERPOSITION FOR DOWNLINK MULTIUSER MIMO

### 3.1 Introduction

Due to varying mobilities, wireless network nodes often have unequal capability to acquire CSIR (channel state information at receiver). Downlink (broadcast) transmission to nodes with unequal CSIR is therefore a subject of practical interest.

It has been known that if all downlink users have full CSIR or none of them do, then orthogonal transmission (e.g. TDMA) achieves the optimal degrees of freedom (DoF) [13,14] when no CSIT is available. Chapter 2 ( [30]) finds that a very different behavior emerges when one user has perfect CSIR and the other has none: in this case TDMA is highly suboptimal and a product superposition can achieve the optimal degrees of freedom (DoF). However, the analysis of Chapter 2 was limited to high-SNR, did not demonstrate optimality in all receiver antenna configurations, and more importantly, it required non-coherent Grassmannian signaling.

Most practical systems use pilots and employ channel estimation and coherent detection. Therefore in this chapter we extend the product superposition to coherent signaling with pilots. We show the DoF optimality of product superposition for more antenna configurations, and in addition show that it has excellent performance in low-SNR as well as high-SNR.

A downlink scenario with two users is considered in this chapter, where one user has a short coherence interval and is referred to as the dynamic user, and the other has a long coherence interval and is referred to as the static user. The main results of this chapter are as follows.

- We propose a new signaling structure that is a product of two matrices representing the signals of the static and dynamic user, respectively, where the data for both users are transmitted using coherent signaling.
- We propose two decoding methods. The first method performs no interference cancellation at the receiver. We show that under this method, at both high SNR and low SNR, the dynamic user experiences almost no degradation due to the transmission of the static user. Therefore in the sense of the cost to the other user, the static user's rate is added to the system "for free." Avoiding interference cancellation gives this method the advantage of simplicity.
- The second method further improves the static user's rate by allowing it to decode and remove the dynamic user's signal. This increases the effective SNR for the static user and provides further rate gain.
- We show that the product decompostion is DoF optimal when the dynamic user has either more, less or equal number of antennas as the static user. Previously [30] the DoF optimality was demonstrated only when the dynamic user had fewer or equal number of antennas compared with the static user.
- Finally we show how CSIT for the static user, whenever available, can be used to reduce the decoding complexity and further improve the rate for the static user.

The following notation is used throughout the chapter: for a matrix $\mathbf{A}$, the transpose is denoted with $\mathbf{A}^{t}$, the conjugate transpose with $\mathbf{A}^{H}$, the pesudo inverse with $\mathbf{A}^{\dagger}$ and the element in row $i$ and column $j$ with $[\mathbf{A}]_{i j}$. The $k \times k$ identity matrix is denoted with $\mathbf{I}_{k}$. The set of $n \times m$ complex matrices is denoted with $\mathcal{C}^{n \times m}$. We denote $\mathcal{C N}(0,1)$ as the circularly symmetric complex Gaussian distribution with zero mean and unit variance. For all variables the subscripts " s " and " d " stand as mnemonics for "static" and "dynamic", respectively, and subscripts " $\tau$ " and " $\delta$ " stand for "training" and "data."


Figure 3.1. Channel model of Chapter 3.

### 3.2 System Model and Preliminaries

We consider an $M$-antenna base-station transmitting to two users, where the dynamic user has $N_{d}$ antennas and the static user has $N_{s}$ antennas. The channel coefficient matrices of the two users are $\mathbf{H}_{d} \in \mathcal{C}^{N_{d} \times M}$ and $\mathbf{H}_{s} \in \mathcal{C}^{N_{s} \times M}$, respectively. In this chapter we restrict our attention to $M=\max \left\{N_{d}, N_{s}\right\}$. The system operates under block-fading, where $\mathbf{H}_{d}$ and $\mathbf{H}_{s}$ remain constant for $T_{d}$ and $T_{s}$ symbols, respecitvely, and change independently across blocks. The coherence time $T_{d}$ is small but $T_{s}$ is large $\left(T_{s} \gg T_{d}\right)$ due to different mobilities. The difference in coherence times means that the channel resources required by the static user to estimate its channel are negligible compared to the training requirements of the dynamic user. To reflect this in the model, it is assuemd that $\mathbf{H}_{s}$ is known by the static user (but unknown by the dynamic user, naturally), while $\mathbf{H}_{d}$ is not known a priori by either user.

Over $T$ time-slots (symbols) the base-station sends $\mathbf{X}=\left[\mathbf{x}_{1}, \cdots, \mathbf{x}_{M}\right]^{t}$ across $M$ antennas, where $\mathbf{x}_{i} \in \mathcal{C}^{T \times 1}$ is the signal vector sent by the antenna $i$. The signal at the dynamic and static users is respectively

$$
\begin{align*}
& \mathbf{Y}_{d}=\mathbf{H}_{d} \mathbf{X}+\mathbf{W}_{d} \\
& \mathbf{Y}_{s}=\mathbf{H}_{s} \mathbf{X}+\mathbf{W}_{s} \tag{3.1}
\end{align*}
$$

where $\mathbf{W}_{d} \in \mathcal{C}^{N_{d} \times T}$ and $\mathbf{W}_{s} \in \mathcal{C}^{N_{s} \times T}$ are additive noise with i.i.d. entries $\mathcal{C N}(0,1)$. Each row of $\mathbf{Y}_{d} \in \mathcal{C}^{N_{d} \times T}$ (or $\mathbf{Y}_{s} \in \mathcal{C}^{N_{s} \times T}$ ) corresponds to the received signal at an antenna of the dynamic user (or the static user) over $T$ time-slots. The base-station is assumed to have an
average power constraint $\rho$

$$
\begin{equation*}
\mathbb{E}\left[\sum_{i=1}^{M} \operatorname{tr}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{H}\right)\right]=\rho T_{d} \tag{3.2}
\end{equation*}
$$

In this chapter, the base-station may know $\mathbf{H}_{s}$ (in Section 3.4) but does not know $\mathbf{H}_{d}$ due to its fast variation. The channels $\mathbf{H}_{d}$ and $\mathbf{H}_{s}$ have i.i.d. entries with the distribution $\mathcal{C N}(0,1)$. We assume $M=\max \left(N_{d}, N_{s}\right)$ and $T_{d} \geq 2 N_{d}[20]$.

### 3.2.1 The Baseline Scheme

We start by establishing a baseline scheme and outlining its capacity for the purposes of comparison. In our system model, MIMO transmission schemes involving dirty paper coding, zero-forcing, or similar techniques [31-34] are not applicable since $\mathbf{H}_{d}$ varies too quickly for feedback to transmitter. Our baseline method uses orthogonal transmission, i.e., TDMA.

For the dynamic user, we consider the following near-optimal method. The base-station activates only $N_{d}$ out of $M$ antennas [20], sends an orthogonal pilot matrix $\mathbf{S}_{\tau} \in \mathcal{C}^{N_{d} \times N_{d}}$ during the first $N_{d}$ time-slots, and then sends i.i.d. $\mathcal{C N}(0,1)$ data signal $\mathbf{S}_{\delta} \in \mathcal{C}^{N_{d} \times\left(T_{d}-N_{d}\right)}$ in the following $T_{d}-N_{d}$ time-slots [25], that is

$$
\begin{equation*}
\mathbf{X}=\left[\sqrt{\frac{\rho_{\tau}}{N_{d}}} \mathbf{S}_{\tau} \sqrt{\frac{\rho_{\delta}}{N_{d}}} \mathbf{S}_{\delta}\right] \tag{3.3}
\end{equation*}
$$

where $\mathbf{S}_{\tau} \mathbf{S}_{\tau}^{H}=N_{d} \mathbf{I}$, and $\rho_{\tau}$ and $\rho_{\delta}$ are the average power used for training and data, respectively, and satisfy the power constraint in (3.2):

$$
\begin{equation*}
\rho_{\tau} N_{d}+\rho_{\delta}\left(T_{d}-N_{d}\right) \leq \rho T_{d} . \tag{3.4}
\end{equation*}
$$

The dynamic user employs a linear minimum-mean-square-error (MMSE) estimation on the channel. The normalized channel estimate obtained in this orthogonal scheme is denoted $\overline{\mathbf{H}}_{d} \in \mathcal{C}^{N_{d} \times N_{d}}$. Under this condition, the rate attained by the dynamic user is [25]:

$$
\begin{equation*}
R_{d} \geq\left(1-\frac{N_{d}}{T_{d}}\right) \mathbb{E}\left[\log \operatorname{det}\left(\mathbf{I}_{N_{d}}+\frac{\rho_{d}}{N_{d}} \overline{\mathbf{H}}_{d} \overline{\mathbf{H}}_{d}^{H}\right)\right] \tag{3.5}
\end{equation*}
$$

where $\rho_{d}$ is the effective signal-to-noise ratio (SNR)

$$
\begin{equation*}
\rho_{d}=\frac{\rho_{\delta} \rho_{\tau}}{1+\rho_{\delta}+\rho_{\tau} N_{d}} . \tag{3.6}
\end{equation*}
$$

For the static user, the channel is known at the receiver, the base-station sends data directly using all $M$ antennas. The rate achieved by the static user is [26]

$$
\begin{equation*}
R_{s}=\mathbb{E}\left[\log \operatorname{det}\left(\mathbf{I}_{N_{s}}+\frac{\rho}{N_{s}} \mathbf{H}_{s} \mathbf{H}_{s}^{H}\right)\right] . \tag{3.7}
\end{equation*}
$$

Time-sharing between $R_{d}$ and $R_{s}$ yields the rate region

$$
\begin{equation*}
\mathcal{R}_{O T}=\left(t R_{d},(1-t) R_{s}\right) \tag{3.8}
\end{equation*}
$$

### 3.2.2 Overview of Product Superposition

In Chapter 2, a product superposition based on Grassmannian signaling was proposed and shown to achieve significant gain in DoF over orthogonal transmission. It has been shown that the method is DoF-optimal when $N_{s} \geq N_{d}$. In the so-called Grassmannian-Ecludean superposition [30], the base-station transmits

$$
\begin{equation*}
\mathbf{X}=\mathbf{X}_{s} \mathbf{X}_{d} \in \mathcal{C}^{N_{s} \times T_{d}} \tag{3.9}
\end{equation*}
$$

over $T_{d}$ time-slots, where $\mathbf{X}_{d} \in \mathcal{C}^{N_{d} \times T_{d}}$ and $\mathbf{X}_{s} \in \mathcal{C}^{N_{s} \times N_{d}}$ are the signals for the dynamic and static user, respectively. For the dynamic user, a Grassmannian (unitary) signal is used to construct $\mathbf{X}_{d}$, so that information is carried only in the subspace spanned by the rows of $\mathbf{X}_{d}$. As long as $\mathbf{X}_{s}$ is full rank, its multiplication does not create interference for the dynamic user, since $\mathbf{X}_{s} \mathbf{X}_{d}$ and $\mathbf{X}_{d}$ span the same row-space.

The static user decodes and peels off $\mathbf{X}_{d}$ from the received signal, then decodes $\mathbf{X}_{s}$, which carries information in the usual manner of space-time codes.

### 3.3 Pilot-Based Product Superposition

In this section, we develop a variation of product superposition that employs coherent signaling for both users. This is motivated by several factors, among them the popularity and prevalence of coherent signaling in the practice of wireless communications, as well as the known results in the point-to-point channel [20] showing that pilot-based transmission can
perform almost as well as Grassmannian signaling. We show that a similar result holds in the mixed-mobility broadcast channel. The method proposed in this section uses single-user decoding (no interference cancellation).

### 3.3.1 Signaling Structure

Over $T_{d}$ symbols (the coherence interval of the dynamic user) the base-station sends $\mathbf{X} \in$ $\mathcal{C}^{N_{s} \times T_{d}}$ across $N_{s}$ antennas:

$$
\begin{equation*}
\mathbf{X}=\mathbf{X}_{s} \mathbf{X}_{d} \tag{3.10}
\end{equation*}
$$

where $\mathbf{X}_{s} \in \mathcal{C}^{N_{s} \times N_{d}}$ is the data matrix for the static user and has i.i.d. $\mathcal{C N}(0,1)$ entries. The signal matrix $\mathbf{X}_{d} \in \mathcal{C}^{N_{d} \times T_{d}}$ is intended for the dynamic user and consists of the data matrix $\mathbf{X}_{\delta} \in \mathcal{C}^{N_{s} \times\left(T_{d}-N_{s}\right)}$ whose entries are i.i.d. $\mathcal{C N}(0,1)$ and the pilot matrix $\mathbf{X}_{\tau} \in \mathcal{C}^{N_{s} \times N_{s}}$ which is unitary, and is known to both static and dynamic users.

$$
\begin{equation*}
\mathbf{X}_{d}=\left[\sqrt{c_{\tau}} \mathbf{X}_{\tau} \sqrt{c_{\delta}} \mathbf{X}_{\delta}\right], \tag{3.11}
\end{equation*}
$$

where the constant $c_{\tau}$ and $c_{\delta}$ satisfy the power constraint (3.2):

$$
\begin{equation*}
N_{s} N_{d}\left(c_{\tau}+\left(T_{d}-N_{d}\right) c_{\delta}\right) \leq \rho T_{d} \tag{3.12}
\end{equation*}
$$

Please make note of the normalization of pilot and data matrices in the product superposition: The pilot matrix is unitary, i.e., the entire pilot power is normalized, while the data matrix is normalized per time per antenna. This is only for convenience of mathematical expressions in the sequel; full generality is maintained via multiplicative constants $c_{\delta}$ and $c_{\tau}$.

A sketch of the ideas involved in the decoding at the dynamic and static users is as follows. The signal received at the dynamic user is

$$
\begin{equation*}
\mathbf{Y}_{d}=\mathbf{H}_{d} \mathbf{X}_{s}\left[\sqrt{c_{\tau}} \mathbf{X}_{\tau} \sqrt{c_{\delta}} \mathbf{X}_{\delta}\right]+\mathbf{W}_{d} \tag{3.13}
\end{equation*}
$$

where $\mathbf{W}_{d}$ is the additive noise. The dynamic user uses the pilot matrix to estimate the equivalent channel $\mathbf{H}_{d} \mathbf{X}_{s}$, and then decodes $\mathbf{X}_{\delta}$ based on the channel estimate.

For the static user, the signal received during the first $N_{d}$ time-slots is

$$
\begin{equation*}
\mathbf{Y}_{s 1}=\sqrt{c_{\tau}} \mathbf{H}_{s} \mathbf{X}_{s} \mathbf{X}_{\tau}+\mathbf{W}_{s 1} \tag{3.14}
\end{equation*}
$$

where $\mathbf{W}_{s 1}$ is the additive noise at the static user during the first $N_{d}$ samples. The static user multiplies its received signal by $\mathbf{X}_{\tau}^{H}$ from the right and then recovers the signal $\mathbf{X}_{s}$.

Remark 3.3.1 Each of the dynamic user's codewords includes pilots because it needs frequent channel estimates. No pilots are included in the individual codewords of the static user because it only needs infrequent channel estimate updates. In practice static user's channel training occurs at much longer intervals outside the proposed signaling structure.

### 3.3.2 Main Result

Theorem 3.3.1 Consider an $M$-antenna base-station, a dynamic user with $N_{d}$-antennas and coherence time $T_{d}$, and a static user with $N_{s}$-antennas and coherence time $T_{s} \gg T_{d}$. Assuming the dynamic user does not know its channel $\mathbf{H}_{d}$ but the static user knows its channel $\mathbf{H}_{s}$, the pilot-based product superposition achieves the rates

$$
\begin{align*}
R_{d} & =\left(1-\frac{N_{d}}{T_{d}}\right) \mathbb{E}\left[\log \operatorname{det}\left(\mathbf{I}_{N_{d}}+\frac{\rho_{d}}{N_{d}} \overline{\mathbf{H}}_{d} \overline{\mathbf{H}}_{d}^{H}\right)\right]  \tag{3.15}\\
R_{s} & =\frac{N_{d}}{T_{d}} \mathbb{E}\left[\log \operatorname{det}\left(\mathbf{I}_{N_{s}}+\frac{\rho_{s}}{N_{s}} \mathbf{H}_{s} \mathbf{H}_{s}^{H}\right)\right] \tag{3.16}
\end{align*}
$$

where $\overline{\mathbf{H}}_{d}$ is the normalized MMSE channel estimate of the equivalent dynamic channel $\mathbf{H}_{d} \mathbf{X}_{s}$, and $\rho_{d}$ and $\rho_{s}$ are the effective SNRs:

$$
\begin{align*}
\rho_{d} & =\frac{c_{\tau} c_{\delta} N_{d} N_{s}^{2}}{1+c_{\tau} N_{s}+c_{\delta} N_{d} N_{s}},  \tag{3.17}\\
\rho_{s} & =c_{\tau} N_{s} . \tag{3.18}
\end{align*}
$$

Proof See Section 3.6.1.

For the static user, the effective $\operatorname{SNR} \rho_{s}=c_{\tau}$ increases linearly with the power used in the training of the dynamic user. This is because the static user decodes based on the signal received during the training phase of the dynamic user.

For the dynamic user, the effective $\operatorname{SNR} \rho_{d}$ is unaffected by superimposing $\mathbf{X}_{s}$ on $\mathbf{X}_{d}$. To see this, compare (3.4) with (3.12) to arrive at $\rho_{\tau}=c_{\tau} N_{s}$ and $\rho_{\delta}=c_{\delta} N_{d} N_{s}$, therefore the two SNRs are equal to

$$
\begin{equation*}
\rho_{d}=\frac{c_{\tau} c_{\delta} N_{d} N_{s}^{2}}{1+c_{\tau} N_{s}+c_{\delta} N_{d} N_{s}} . \tag{3.19}
\end{equation*}
$$

Intuitively, the rate available to the dynamic user via orthogonal transmission (Eq. (3.5)) and via superposition (Eq. (3.15)) will be very similar: the normalized channel estimate $\overline{\mathbf{H}}_{d}$ in both cases has uncorrelated entries with zero mean and unit variance. ${ }^{1}$ Thus the product superposition achieves the static user's rate "for free" in the sense that the rate for the dynamic user is approximately the same as in the single-user scenario. In the following, we discuss this phenomenon at low and high SNR.

## Low-SNR Regime

We have $\rho_{d}, \rho_{s} \ll 1$. Let the eigenvalues of $\overline{\mathbf{H}}_{d} \overline{\mathbf{H}}_{d}^{H}$ be denoted $\bar{\lambda}_{1 i}^{2}, i=1, \ldots, N_{d}$. Using (3.15) and a Taylor expansion of the log function at low SNR, the achievable rate for the dynamic user is approximately:

$$
\begin{align*}
R_{d} & \approx\left(1-\frac{N_{d}}{T_{d}}\right) \frac{\rho_{d}}{N_{d}} \mathbb{E}\left[\sum_{i=1}^{N_{d}} \bar{\lambda}_{1 i}^{2}\right]  \tag{3.20}\\
& =\left(1-\frac{N_{d}}{T_{d}}\right) \frac{\rho_{d}}{N_{d}} \operatorname{tr}\left(\mathbb{E}\left[\overline{\mathbf{H}}_{d} \overline{\mathbf{H}}_{d}^{H}\right]\right)  \tag{3.21}\\
& =\left(1-\frac{N_{d}}{T_{d}}\right) N_{d} \rho_{d} . \tag{3.22}
\end{align*}
$$

Similarly, from (3.5), the baseline method achieves the rate

$$
\begin{equation*}
\left(1-\frac{N_{d}}{T_{d}}\right) N_{d} \rho_{d} . \tag{3.23}
\end{equation*}
$$

[^4]Thus, the dynamic user attains the same rate as it would in the absence of the other user and its interference, i.e., a single-user rate. At low SNR, one cannot exceed this performance.

The rate available to the static user at low-SNR is obtained via (3.16), as follows:

$$
\begin{align*}
R_{s} & \approx \frac{\rho_{s}}{T_{d}} \operatorname{tr}\left(\mathbb{E}\left[\mathbf{H}_{s} \mathbf{H}_{s}^{H}\right]\right)  \tag{3.24}\\
& =\frac{N_{s}^{2} \rho_{s}}{T_{d}} \tag{3.25}
\end{align*}
$$

## High-SNR Regime

We have $\rho_{d}, \rho_{s} \gg 1$, therefore from (3.15) the achievable rate for the dynamic user is

$$
\begin{equation*}
R_{d} \approx\left(1-\frac{N_{d}}{T_{d}}\right)\left(N_{d} \log \frac{\rho_{d}}{N_{d}}+\mathbb{E}\left[\sum_{i=1}^{N_{d}} \log \bar{\lambda}_{1 i}^{2}\right]\right) \tag{3.26}
\end{equation*}
$$

The dynamic user attains $N_{d}\left(1-N_{d} / T_{d}\right)$ degrees of freedom, which is the maximum DoF even in the absence of the static user [20]. Superimposing $\mathbf{X}_{s}$ only affects the distribution of eigenvalues $\bar{\lambda}_{1 i}^{2}$, whose impact is negligible at high-SNR.

For the static user, let the eigenvalues of $\mathbf{H}_{s} \mathbf{H}_{s}^{H}$ be denoted $\lambda_{2 i}^{2}, i=1, \ldots, N_{s}$. From (3.16), we have

$$
\begin{equation*}
R_{s} \approx \frac{N_{d}}{T_{d}}\left(N_{s} \log \frac{\rho_{s}}{N_{s}}+\mathbb{E}\left[\sum_{i=1}^{N_{s}} \log \lambda_{2 i}^{2}\right]\right) \tag{3.27}
\end{equation*}
$$

which implies that the static user achieves $N_{d} N_{s} / T_{d}$ degrees of freedom. Thus, the pilotbased product superposition achieves the optimal DoF obtained in [30] for $N_{d} \leq N_{s}$, and for $N_{d}>N_{s}$ meets the coherent upper bound.

### 3.3.3 Power Allocation

The effective SNRs of the dynamic and static users depend on $c_{\tau}$ and $c_{\delta}$. We focus on $c_{\tau}$ and $c_{\delta}$ that maximize $R_{d}$ (equivalently $\rho_{d}$ ) in a manner similar to [25]. From (3.79) and (3.72),

$$
\begin{equation*}
\rho_{d}=\frac{c_{\tau} c_{\delta} N_{d} N_{s}^{2}}{1+c_{\tau} N_{s}+c_{\delta} N_{d} N_{s}} \tag{3.28}
\end{equation*}
$$

From (3.12), we have $c_{\tau}=\rho T_{d} /\left(N_{d} N_{s}\right)-c_{\delta}\left(T_{d}-N_{d}\right)$. Substitue $c_{\tau}$ into (3.28):

$$
\begin{equation*}
\rho_{d}=\frac{N_{d} N_{s}\left(T_{d}-N_{d}\right)}{T_{d}-2 N_{d}} \cdot \frac{c_{\delta}\left(a-c_{\delta}\right)}{-c_{\delta}+b}, \tag{3.29}
\end{equation*}
$$

where

$$
\begin{align*}
a & =\frac{\rho T_{d}}{N_{d} N_{s}\left(T_{d}-N_{d}\right)},  \tag{3.30}\\
b & =\frac{N_{d}+\rho T_{d}}{N_{d} N_{s}\left(T_{d}-2 N_{d}\right)} . \tag{3.31}
\end{align*}
$$

Noting that $0 \leq c_{\delta} \leq a$, we obtain the value of $c_{\delta}$ that maximizes $R_{d}$ :

$$
\begin{equation*}
c_{\delta}^{*}=b-\sqrt{b^{2}-a b}, \tag{3.32}
\end{equation*}
$$

which corresponds to

$$
\begin{align*}
\rho_{d}^{*} & =\frac{N_{d} N_{s}\left(T_{d}-N_{d}\right)}{T_{d}-2 N_{d}}\left(2 b-a-2 \sqrt{b^{2}-a b}\right),  \tag{3.33}\\
\rho_{s}^{*} & =\frac{\rho T_{d}}{N_{d}}-N_{s}\left(T_{d}-N_{d}\right)\left(b-\sqrt{b^{2}-a b}\right) . \tag{3.34}
\end{align*}
$$

In the low-SNR regime where $\rho \ll 1$ we have

$$
\begin{align*}
\rho_{d}^{*} & \approx \frac{\rho^{2} T_{d}^{2}}{4\left(T_{d}-N_{d}\right)}  \tag{3.35}\\
\rho_{s}^{*} & \approx \frac{\rho T_{d}}{2 N_{d}} . \tag{3.36}
\end{align*}
$$

This indicates that the static user has a much larger effective SNR, i.e., $\rho_{d}^{*}=o\left(\rho_{s}^{*}\right)$. In this case, from (3.22) and (3.25), the achievable rate is

$$
\begin{align*}
R_{d} & \geq \frac{T_{d} N_{d}}{4} \rho^{2}  \tag{3.37}\\
R_{s} & \approx \frac{N_{s}}{2} \rho \tag{3.38}
\end{align*}
$$

In the high-SNR regime where $\rho \gg 1$ we have

$$
\begin{align*}
& \rho_{d}^{*} \approx \frac{\rho T_{d}}{\left(\sqrt{T_{d}-N_{d}}-\sqrt{N_{d}}\right)^{2}}  \tag{3.39}\\
& \rho_{s}^{*} \approx \frac{\rho T_{d}\left(\sqrt{T_{d} / N_{d}-1}-1\right)}{T_{d}-2 N_{d}} \tag{3.40}
\end{align*}
$$

Both static and dynamic users attain SNR that increases linearly with $\rho$. When $T_{d} \gg N_{d}$, for the static user, $\rho_{s}^{*} \approx \rho \sqrt{T_{d} / N_{d}} \gg \rho_{d}^{*}$. For the dynamic user, we have $\rho_{d}^{*} \approx \rho$, which is the same SNR as if the dynamic user had perfect CSI; this is not suprising since the power used for training is negligible when the channel is very steady.

Remark 3.3.2 In the MIMO broadcast channel, conventional transmission schemes essentially divide the power between users. In the proposed product superposition the transmit power works for both users simultaneously instead of being divided between them. The training power used for the dynamic user also carries the static user's data. In this way, significant gains over TDMA are achieved, which is contrary to the conventional methods that at low-SNR produce little or no gain relative to TDMA.

Remark 3.3.3 Note that the developments in this section make no assumption about the relative number of antennas at the dynamic and static receivers, yet in Equations (3.15) and (3.16) the degrees of freedom (prelog factors) meet upper the bound [30] when $N_{d} \leq$ $N_{s}$ as well as the coherent upper bound when $N_{d}>N_{s}$. Thus, the DoF optimality of the product superposition, which was shown in [30] only for $N_{d} \leq N_{s}$, is now extended for all dynamic/static user antenna configurations.

### 3.4 Improving Rates by Interference Cancellation and Partial CSIT

### 3.4.1 Interference Decoding and Cancellation

We focus on the case of $N_{s} \geq N_{d}$. Previously, the static user could only use the portion of power that was shared with the dynamic user pilot (but not the dynamic user data). However, if the static user has no fewer antennas than the dynamic user, in principle it may decode the dynamic user's data and then harvest the entire power of the signal.

The received signal at the static user is

$$
\begin{equation*}
\mathbf{Y}_{s}=\mathbf{H}_{s} \mathbf{X}_{s}\left[\sqrt{c_{\tau}} \mathbf{X}_{\tau} \sqrt{c_{\delta}} \mathbf{X}_{\delta}\right]+\mathbf{W}_{s} \tag{3.41}
\end{equation*}
$$

where $\mathbf{Y}_{s} \in \mathcal{C}^{N_{s} \times T_{d}}$. The static user first estimates the product $\mathbf{H}_{s} \mathbf{X}_{s} \in \mathcal{C}^{N_{s} \times N_{d}}$ by using the pilot $\mathbf{X}_{\tau}$ sent during the first $N_{d}$ time-slots, and then it may deocde $\mathbf{X}_{\delta}$. Given the entire $\mathbf{X}_{d}$, ML decoding can be used to decode the static user's signal. Assuming the codeword used by the dynamic user is sufficiently long, the rate gain produced by the interference decoding is characterized by the following theorem.

Theorem 3.4.1 $\left(N_{s} \geq N_{d}\right)$ With interference decoding and cancellation, the pilot-based product superposition achieves the following rate for the static user

$$
\begin{equation*}
R_{s}=\frac{N_{d}}{T_{d}} \mathbb{E}\left[\log \operatorname{det}\left(\mathbf{I}_{N_{s}}+\frac{\rho_{s}}{N_{s}} \mathbf{H}_{s} \mathbf{H}_{s}^{H}\right)\right] \tag{3.42}
\end{equation*}
$$

where the effective $S N R$ is

$$
\begin{equation*}
\rho_{s}=\frac{N_{s}}{\mathbb{E}\left[\lambda_{i}^{-2}\right]} \tag{3.43}
\end{equation*}
$$

with $\lambda_{i}^{2}$ being any of the unorderred eigenvalues of $\mathbf{X}_{d} \mathbf{X}_{d}^{H}$.
Proof See Section 3.6.2.

Compared with Theorem 3.3.1, the SNR for the static user is improved by using the entire $\mathbf{X}_{d}$. To see this, we decompose $\mathbf{X}_{\delta}=\mathbf{U}_{\delta} \operatorname{diag}\left(\gamma_{1}, \cdots, \gamma_{N_{d}}\right) \mathbf{V}_{\delta}^{H}$, and obtain

$$
\begin{align*}
\mathbf{X}_{d} \mathbf{X}_{d}^{H} & =c_{\tau} \mathbf{I}_{N_{d}}+c_{\delta} \mathbf{U}_{\delta} \operatorname{diag}\left(\gamma_{1}^{2}, \cdots, \gamma_{N_{d}}^{2}\right) \mathbf{U}_{\delta}^{H}  \tag{3.44}\\
& =\operatorname{diag}\left(c_{\tau}+c_{\delta} \gamma_{1}^{2}, \cdots, c_{\tau}+c_{\delta} \gamma_{N_{d}}^{2}\right) \tag{3.45}
\end{align*}
$$

Therefore, $\lambda_{i}^{2}=c_{\tau}+c_{\delta} \gamma_{i}^{2}$, for $i=1, \ldots, N_{d}$, and

$$
\begin{equation*}
\rho_{s}=\frac{N_{s}}{\mathbb{E}\left[\left(c_{\tau}+c_{\delta} \gamma_{1}^{2}\right)^{-1}\right]} \tag{3.46}
\end{equation*}
$$

which is greater than the effective power available to the previous scheme (compare with Eq. (3.18)). So knowing the dynamic user's data always produces a power gain. A closed form expression for $\rho_{s}$ is not tractable so we find lower and upper bounds.

$$
\begin{align*}
\mathbb{E}\left[\gamma_{i}^{2}\right] & =\frac{1}{N_{d}} \mathbb{E}\left[\sum_{i=1}^{N_{d}} \gamma_{i}^{2}\right]=\frac{1}{N_{d}} \mathbb{E}\left[\operatorname{tr}\left(\mathbf{X}_{\delta} \mathbf{X}_{\delta}^{H}\right)\right]  \tag{3.47}\\
& =T_{d}-N_{d} \tag{3.48}
\end{align*}
$$

Due to convexity of the function $1 / x$, we have

$$
\begin{align*}
\mathbb{E}\left[\left(c_{\tau}+c_{\delta} \gamma_{i}^{2}\right)^{-1}\right] & \geq\left(c_{\tau}+c_{\delta} \mathbb{E}\left[\gamma_{i}^{2}\right]\right)^{-1}  \tag{3.49}\\
& =\frac{1}{c_{\tau}+c_{\delta}\left(T_{d}-N_{d}\right)}, \tag{3.50}
\end{align*}
$$

and thus

$$
\begin{equation*}
\rho_{s} \leq c_{\tau} N_{s}+c_{\delta} N_{s}\left(T_{d}-N_{d}\right) \tag{3.51}
\end{equation*}
$$

Recall that $\mathbf{X}_{s}$ has $N_{d}$ columns, so the total power used for the static user is $\rho_{s} N_{d}$. Therefore, from (3.12), the upper bound corresponds to the case where the static user collects all the transmit power.

For the lower bound, we use the fact that the arithmetic mean is no less than the harmonic mean, and obtain

$$
\begin{align*}
\mathbb{E}\left[\left(c_{\tau}+c_{\delta} \gamma_{i}^{2}\right)^{-1}\right] & =\mathbb{E}\left[\frac{1}{1 / c_{\tau}^{-1}+1 /\left(c_{\delta} \gamma_{i}^{2}\right)^{-1}}\right]  \tag{3.52}\\
& \leq \frac{1}{4}\left(c_{\tau}^{-1}+c_{\delta}^{-1} \mathbb{E}\left[\gamma_{i}^{-2}\right]\right)  \tag{3.53}\\
& =\frac{1}{4}\left(c_{\tau}^{-1}+c_{\delta}^{-1}\left(T_{d}-N_{d}-1\right)^{-1}\right) \tag{3.54}
\end{align*}
$$

where (3.54) uses the fact that $\gamma_{i}^{-2}$ has inverse Gamma distribution with mean $1 /\left(T_{d}-N_{d}-1\right)$.

### 3.4.2 Partial CSIT

In each of the methods mentioned earlier in this section, the static user operates under an equivalent single-user channel, by inverting either the pilot component or all components of the dynamic user's signal. Thus, any benefits that can be realized in the single-user MIMO can also be available to the static user, including the benefits arising from CSIT. For example, water-filling can be applied to allocate power across multiple eigen-modes of the static user. CSI can also simplify decoding at the static user. To see this, using singular value decomposition (SVD), $\mathbf{H}_{s}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{H}$, where $\boldsymbol{\Sigma}_{s}=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{N_{s}}\right)$. Then, the base-station sends

$$
\begin{equation*}
\mathbf{X}=\mathbf{V} \mathbf{X}_{s}\left[\sqrt{c_{\tau}} \mathbf{X}_{\tau} \sqrt{c_{\delta}} \mathbf{X}_{\delta}\right] \tag{3.55}
\end{equation*}
$$



Figure 3.2. Pilot-based product superposition (PBPS), $N_{d}=2, N_{s}=M=4$ and $T_{d}=5$.

Since $\mathbf{V}$ is unitary, the entries of $\mathbf{V} \mathbf{X}_{s}$ remain i.i.d. $\mathcal{C N}(0,1)$, and therefore, the performance of the dynamic user is unaffected by precoding with V. Without interference decoding, the static user forms the equivalent diagonal channel

$$
\begin{equation*}
\mathbf{U}^{H} \mathbf{Y}_{\tau} \mathbf{X}_{\tau}=\sqrt{c_{\tau}} \mathbf{X}_{s}+\mathbf{W}_{\tau}^{\prime} \tag{3.56}
\end{equation*}
$$

where $\mathbf{W}_{\tau}^{\prime}$ is the noise with i.i.d. $\mathcal{C N}(0,1)$ distribution.

### 3.5 Numerical Results

Unless specified otherwise, a power allocation is assumed ( $c_{\tau}$ and $c_{\delta}$ ) that maximizes the rate for the dynamic user.

Figure 3.2 illusrates the rate for dynamic and staic users in the pilot-based product superposition, as shown in Theorem 3.3.1. We consider $N_{d}=2, N_{s}=M=4$ and $T_{d}=5$. Both the baseline method and proposed methods optimize the rate for the dynamic user.

In this case, the baseline method cannot provide any rate for the static user. In addition to near-optimal rate for the dynamic user, the proposed method significant rate for the static user. The separation from optimality is negligible in the low-SNR regime, and in the high-SNR regime the rate of the dynamic user has the optimal degrees of freedom (SNR slope).

Thus the proposed method achieves the static user's rate almost "for free" in terms of the penalty to the other user.

Figure 3.3 shows the impact of the available antenna of the static user. Here, $\rho=10$ $\mathrm{dB}, N_{d}=2, M=N_{s}$ and $T_{d}=5$. The static user's rate (thus the sum-rate) increases linearly with $N_{s}$, because the degrees of freedom is $N_{d} N_{s} / T_{d}$, as indicated by Theorem 3.3.1. The gap of the dynamic user's rate under the proposed method and the baseline method vanishes as $N_{s}$ increases. Intuitively, the rate difference is because of the Jensen's loss: in the proposed method the equivalent channel is the product matrix $\mathbf{H}_{d} \mathbf{X}_{s}$ and is "more spread" than the channel in the baseline method. As $N_{s}$ increases, $\mathbf{X}_{s}$ becomes "more unitary" $\left(\mathbf{X}_{s} \mathbf{X}_{s}^{H} / N_{s} \rightarrow \mathbf{I}_{N_{d}}\right)$ and thus less impact on the distribution of $\mathbf{H}_{d}$.

The power allocated in the training and data period is $c_{\tau} N_{d} N_{s}$ and $c_{\delta} N_{d} N_{s}\left(T_{d}-N_{d}\right)$, respectively. The impact of different power allocation is shown by Figure 3.4, where $\rho=5$ $\mathrm{dB}, N_{d}=2, N_{s}=M=4$ and $T_{d}=5$. In Figure 3.4, the larger the ratio $c_{\tau} / c_{\delta}$ is, the more power is used for training. The optimal ratio that maximizes the rate for the dynamic user can be derived from (3.32) and is similar to the result in [25]. The static user's rate increases logrimathtically with $c_{\tau} / c_{\delta}$, because without interference decoding, the effective power received by the static user is proportional to $c_{\tau}$.

In Figure 3.5, we investigate the impact of the channel coherence time of the dynamic user. Here, $\rho=5 \mathrm{~dB}, N_{d}=2$, and $N_{s}=M=4$. As $T_{d}$ increases, the rate for the dynamic user improves, since the portion of time-slots (overhead) used for training is reduced. In contrast, the rate for the static user decreases with $T_{d}$, because the static user transmits new signal matrix over $T_{d}$ period. Intuitively, as $T_{d}$ increases, the dynamic user's channel


Figure 3.3. Impact of the static user's antennas : $\rho=10 \mathrm{~dB}, N_{d}=2, M=N_{s}$ and $T_{d}=5$.


Figure 3.4. Impact of power allocation: $\rho=5 \mathrm{~dB}, N_{d}=2, N_{s}=M=4$ and $T_{d}=5$.


Figure 3.5. Impact of channel coherence time: $\rho=5 \mathrm{~dB}, N_{d}=2$, and $N_{s}=M=4$.
becomes "more static", and therefore, the opportunity to explore its "insensitivity" to the channel is reduced.

Finally, in Figure 3.6, we show the gain of interference decoding in the pilot-based product superposition, where $N_{d}=2, N_{s}=M=4$ and $T_{d}=5$. By decoding the dynamic signal and harvesting the power carried by the entire data, the static rate is improved around $10 \%$.

### 3.6 Proof of Theorem

### 3.6.1 Proof of Theorem 3.3.1

## Rate of the Static User

During the first $N_{d}$ time-slots, the static user receives

$$
\begin{equation*}
\mathbf{Y}_{s 1}=\sqrt{c_{\tau}} \mathbf{H}_{s} \mathbf{X}_{s} \mathbf{X}_{\tau}+\mathbf{W}_{s 1} . \tag{3.57}
\end{equation*}
$$



Figure 3.6. Static user's rate with interference decoding: $N_{d}=2, N_{s}=M=4$ and $T_{d}=5$.

Because the static user knows $\mathbf{X}_{\tau}$, it removes the impact of $\mathbf{X}_{\tau}$ from $\mathbf{Y}_{2 \tau}$ :

$$
\begin{align*}
\mathbf{Y}_{s 1}^{\prime} & =\mathbf{Y}_{s 1} \mathbf{X}_{\tau}^{H}  \tag{3.58}\\
& =\sqrt{c_{\tau}} \mathbf{H}_{s} \mathbf{X}_{s}+\mathbf{W}_{s 1}^{\prime} \tag{3.59}
\end{align*}
$$

where $\mathbf{Y}_{s 1} \in \mathcal{C}^{N_{s} \times N_{d}}$ and $\mathbf{W}_{s 1}^{\prime}$ is the equivalent noise whose entries remain i.i.d. $\mathcal{C N}(0,1)$. Therefore, the channel seen by the static user becomes a point-to-point MIMO channel. Let $\mathbf{y}_{s i}^{\prime}$ and $\mathbf{x}_{s i}$ be the column $i$ of $\mathbf{Y}_{s 1}^{\prime}$ and $\mathbf{X}_{s}$, respectively. The mutual information

$$
\begin{align*}
I\left(\mathbf{Y}_{s 1} ; \mathbf{X}_{s}\right) & =\sum_{i=1}^{N_{d}} I\left(\mathbf{y}_{s i}^{\prime} ; \mathbf{x}_{s i}\right)  \tag{3.60}\\
& =N_{d} \log \operatorname{det}\left(\mathbf{I}_{N_{s}}+c_{\tau} \mathbf{H}_{s} \mathbf{H}_{s}^{H}\right), \tag{3.61}
\end{align*}
$$

which implies that the effective SNR for the static user is

$$
\begin{equation*}
\rho_{s}=c_{\tau} . \tag{3.62}
\end{equation*}
$$

In the following $T_{d}-N_{d}$ time-slots, the static user disregards the received signal. The average rate achieved by the static user is

$$
\begin{equation*}
R_{s}=\frac{N_{d}}{T_{d}} \mathbb{E}\left[\log \operatorname{det}\left(\mathbf{I}_{N_{s}}+\rho_{s} \mathbf{H}_{s} \mathbf{H}_{s}^{H}\right)\right] \tag{3.63}
\end{equation*}
$$

where the expectation is over the channel realizations of $\mathbf{H}_{s}$.

## Rate of the Dynamic User

The dynamic user first estimates the equivalent channel and then decodes its data. During the first $N_{d}$ time-slots, the dynamic user receives the pilot signal

$$
\begin{align*}
\mathbf{Y}_{\tau} & =\sqrt{c_{\tau}} \mathbf{H}_{d} \mathbf{X}_{s} \mathbf{X}_{\tau}+\mathbf{W}_{\tau}  \tag{3.64}\\
& =\sqrt{c_{\tau} N_{s}} \widetilde{\mathbf{H}}_{d} \mathbf{X}_{\tau}+\mathbf{W}_{\tau} \tag{3.65}
\end{align*}
$$

where $\widetilde{\mathbf{H}}_{d} \in \mathcal{C}^{N_{d} \times N_{d}}$ is the equivalent channel of the dynamic user

$$
\begin{equation*}
\widetilde{\mathbf{H}}_{d} \triangleq \frac{1}{\sqrt{N_{s}}} \mathbf{H}_{d} \mathbf{X}_{s} \tag{3.66}
\end{equation*}
$$

Let $\tilde{h}_{i j}=\left[\tilde{\mathbf{H}}_{d}\right]_{i j}$, then we have $\mathbb{E}\left[\tilde{h}_{i j}\right]=0$ and

$$
\mathbb{E}\left[\tilde{h}_{i j} \tilde{h}_{p q}^{H}\right]= \begin{cases}1, & \text { if }(i, j)=(p, q)  \tag{3.67}\\ 0, & \text { else }\end{cases}
$$

i.e., the entries of $\widetilde{\mathbf{H}}_{d}$ are uncorrelated and have zero-mean and unit variance.

The dynamic user estimates $\widetilde{\mathbf{H}}_{d}$ by the MMSE. Let

$$
\begin{equation*}
C_{Y Y}=\left(1+c_{\tau} N_{s}\right) \mathbf{I}_{N_{d}}, \quad C_{Y H}=\sqrt{c_{\tau} N_{s}} \mathbf{X}_{\tau}^{H} \tag{3.68}
\end{equation*}
$$

we have

$$
\begin{align*}
\widehat{\mathbf{H}}_{d} & =\mathbf{Y}_{\tau} C_{Y Y}^{-1} C_{Y H}  \tag{3.69}\\
& =\frac{\sqrt{c_{\tau} N_{s}}}{1+c_{\tau} N_{s}}\left(\sqrt{c_{\tau} N_{s}} \widetilde{\mathbf{H}}_{d}+\mathbf{W}_{\tau} \mathbf{X}_{\tau}^{H}\right) \tag{3.70}
\end{align*}
$$

Because $\mathbf{W}_{\tau}$ has i.i.d. $\mathcal{C N}(0,1)$ entries, the noise matrix $\mathbf{W}_{\tau} \mathbf{X}_{\tau}^{H}$ also has i.i.d. $\mathcal{C N}(0,1)$ entries. Define $\hat{h}_{1 i j}=\left[\widehat{\mathbf{H}}_{d}\right]_{i j}$. Then, we have $\mathbb{E}\left[\hat{h}_{1 i j}\right]=0$ and

$$
\mathbb{E}\left[\hat{h}_{i j} \hat{h}_{p q}^{H}\right]= \begin{cases}\delta_{1}^{2}, & \text { if }(i, j)=(p, q)  \tag{3.71}\\ 0, & \text { else }\end{cases}
$$

where

$$
\begin{equation*}
\delta_{1}^{2}=\frac{c_{\tau} N_{s}}{1+c_{\tau} N_{s}} \tag{3.72}
\end{equation*}
$$

In other words, the estimate of the equivalent channel has uncorrelated elements with zeromean and variance $\delta_{1}^{2}$.

During the remaining $T_{d}-N_{d}$ time-slots, the dynamic user regards the channel estimate $\widehat{\mathbf{H}}_{d}$ as the true channel and decodes the data signal. At the time-slot $i, N_{d}<i \leq T_{d}$, the dynamic user receives

$$
\begin{equation*}
\mathbf{y}_{d i}=\sqrt{c_{\delta} N_{s}} \widehat{\mathbf{H}}_{d} \mathbf{x}_{d i}+\underbrace{\sqrt{c_{\delta} N_{s}} \widetilde{\mathbf{H}}_{e} \mathbf{x}_{1 d i}+\mathbf{w}_{d i}}_{\mathbf{w}_{d i}^{\prime}}, \tag{3.73}
\end{equation*}
$$

where $\widetilde{\mathbf{H}}_{e}=\widetilde{\mathbf{H}}_{d}-\widehat{\mathbf{H}}_{d}$ is the estimation error for $\widetilde{\mathbf{H}}_{d}$, and $\mathbf{w}_{d i}^{\prime}$ is the equivalent noise that has zero mean and autocorrelation

$$
\begin{align*}
\mathbf{R}_{w_{d}} & =c_{\delta} N_{s} \mathbb{E}\left[\widetilde{\mathbf{H}}_{e} \widetilde{\mathbf{H}}_{e}^{H}\right]+\mathbf{I}_{N_{d}}  \tag{3.74}\\
& =\left(1+\frac{c_{\delta} N_{d} N_{s}}{1+c_{\tau} N_{s}}\right) \mathbf{I}_{N_{d}} . \tag{3.75}
\end{align*}
$$

Using the argument that Gaussian distribution maximizes the differential entroy with given second moments [17], the mutual information is lower-bounded as

$$
\begin{align*}
I\left(\mathbf{y}_{d i} ; \mathbf{x}_{d i} \mid \widehat{\mathbf{H}}_{d}\right) & \geq \log \operatorname{det}\left(\mathbf{I}_{N_{d}}+\frac{c_{\delta} N_{s} \widehat{\mathbf{H}}_{d} \widehat{\mathbf{H}}_{d}^{H}}{1+c_{\delta} N_{d} N_{s} /\left(1+c_{\tau} N_{s}\right)}\right)  \tag{3.76}\\
& =\log \operatorname{det}\left(\mathbf{I}_{N_{d}}+\frac{c_{\delta} \delta_{1}^{2} N_{s} \overline{\mathbf{H}}_{d} \overline{\mathbf{H}}_{d}^{H}}{1+c_{\delta} N_{d} N_{s} /\left(1+c_{\tau} N_{s}\right)}\right) \tag{3.77}
\end{align*}
$$

where $\overline{\mathbf{H}}_{d}$ is the normorlized channel whose elements have unit variance

$$
\begin{equation*}
\overline{\mathbf{H}}_{d}=\frac{1}{\delta_{1}} \widehat{\mathbf{H}}_{d} . \tag{3.78}
\end{equation*}
$$

From (3.77), the effective SNR for the dynamic user is

$$
\begin{equation*}
\rho_{d}=\frac{c_{\delta} \delta_{1}^{2} N_{s}}{1+c_{\delta} N_{d} N_{s} /\left(1+c_{\tau} N_{s}\right)} . \tag{3.79}
\end{equation*}
$$

The average rate that the dynamic user achieves is

$$
\begin{equation*}
R_{d} \geq\left(1-\frac{N_{d}}{T_{d}}\right) \mathbb{E}\left[\log \operatorname{det}\left(\mathbf{I}_{N_{d}}+\rho_{d} \overline{\mathbf{H}}_{d} \overline{\mathbf{H}}_{d}^{H}\right)\right] \tag{3.80}
\end{equation*}
$$

where the expectation is over the dynamic user's channel realizations.

### 3.6.2 Proof of Theorem 3.4.1

We first show that if the codeword used by the dynamic user is sufficiently long, the static user always decodes the dynamic user's signal. Then, we find the rate for the static user given the knowledge of the dynamic user's signal.

During the first $N_{d}$ time-slots, the static user receives

$$
\begin{equation*}
\mathbf{Y}_{s 1}=\sqrt{c_{\tau} N_{s}} \widetilde{\mathbf{H}}_{s} \mathbf{X}_{\tau}+\mathbf{W}_{s 1} \tag{3.81}
\end{equation*}
$$

where $\widetilde{\mathbf{H}}_{s} \triangleq \mathbf{H}_{s} \mathbf{X}_{s} / \sqrt{N_{s}}$ is the composite channel of the static user. Define $\tilde{h}_{i j}=\left[\widetilde{\mathbf{H}}_{s}\right]_{i j}$. Then, we have $\mathbb{E}\left[\tilde{h}_{i j}\right]=0$ and

$$
\mathbb{E}\left[\tilde{h}_{i j} \tilde{h}_{p q}^{H}\right]= \begin{cases}1, & \text { if }(i, j)=(p, q)  \tag{3.82}\\ 0, & \text { else }\end{cases}
$$

i.e., the entries of $\widetilde{\mathbf{H}}_{s}$ are uncorrelated and have zero-mean and unit variance. For simplicity, we do not exploit the knowledge of $\mathbf{H}_{s}$, i.e., viewing $\widetilde{\mathbf{H}}_{s}$ as a product of two random matrices, and use the MMSE estimation similar to Section 3.3:

$$
\begin{equation*}
\widehat{\mathbf{H}}_{s}=\frac{\sqrt{c_{\tau} N_{s}}}{1+c_{\tau} N_{s}} \mathbf{Y}_{s 1} \mathbf{X}_{\tau}^{H} \tag{3.83}
\end{equation*}
$$

Define $\bar{h}_{i j}=\left[\widehat{\mathbf{H}}_{s}\right]_{i j}$. Then, we have $\mathbb{E}\left[\bar{h}_{i j}\right]=0$ and

$$
\mathbb{E}\left[\bar{h}_{i j} \bar{h}_{p q}^{H}\right]= \begin{cases}\delta_{\hat{H}_{s}}^{2}, & \text { if }(i, j)=(p, q)  \tag{3.84}\\ 0, & \text { else }\end{cases}
$$

where $\delta_{\hat{H}_{s}}^{2}=\delta_{1}^{2}$. Based on $\widehat{\mathbf{H}}_{d}$ the static user decodes the dynamic signal. At time-slot $i \in\left\{N_{d}, \ldots, T_{d}\right\}$ the static user receives

$$
\begin{equation*}
\mathbf{y}_{s i}=\sqrt{c_{\delta} N_{s}} \widehat{\mathbf{H}}_{s} \mathbf{x}_{d i}+\underbrace{\sqrt{c_{\delta} N_{s}} \widetilde{\mathbf{H}}_{e} \mathbf{x}_{d i}+\mathbf{w}_{s i}}_{\mathbf{w}_{s i}^{\prime}} \tag{3.85}
\end{equation*}
$$

where $\mathbf{H}_{e}=\widetilde{\mathbf{H}}_{s}-\widehat{\mathbf{H}}_{s}$ is the estimation error for $\widetilde{\mathbf{H}}_{s}$, and $\mathbf{w}_{s i}^{\prime}$ is the equivalent noise that has zero mean and the autocorrelation

$$
\begin{align*}
\mathbf{R}_{w_{s}} & =c_{\delta} N_{s} \mathbb{E}\left[\mathbf{H}_{e} \mathbf{H}_{e}^{H}\right]+\mathbf{I}_{N_{s}}  \tag{3.86}\\
& =\left(1+\frac{c_{\delta} N_{d} N_{s}}{1+c_{\tau} N_{s}}\right) \mathbf{I}_{N_{s}} \tag{3.87}
\end{align*}
$$

Therefore, the mutual information

$$
\begin{align*}
I\left(\mathbf{y}_{s i} ; \mathbf{x}_{d i} \mid \widehat{\mathbf{H}}_{s}\right) & \geq \log \operatorname{det}\left(\mathbf{I}_{N_{s}}+\frac{c_{\delta} N_{s} \widehat{\mathbf{H}}_{s} \widehat{\mathbf{H}}_{s}^{H}}{1+c_{\delta} N_{d} N_{s} /\left(1+c_{\tau} N_{s}\right)}\right)  \tag{3.88}\\
& =\log \operatorname{det}\left(\mathbf{I}_{N_{d}}+\rho_{d} \overline{\mathbf{H}}_{s} \overline{\mathbf{H}}_{s}^{H}\right) \tag{3.89}
\end{align*}
$$

where $\overline{\mathbf{H}}_{s}=\frac{1}{\delta_{\hat{H}_{s}}} \widehat{\mathbf{H}}_{s}$ is the normalized channel estimate. For the static user, the effective SNR for decoding the dynamic signal is identical to that of the dynamic user.

We now assume the signal for the dynamic user is encoded via a sufficiently long period so that the static user also experiences many channel realizations over this period. Write $\overline{\mathbf{H}}_{s}=\left[\overline{\mathbf{H}}_{s 1} ; \overline{\mathbf{H}}_{s 2}\right]$, where $\overline{\mathbf{H}}_{s 1} \in \mathcal{C}^{N_{d} \times N_{d}}$ and $\overline{\mathbf{H}}_{s 2} \in \mathcal{C}^{\left(N_{s}-N_{d}\right) \times N_{d}}$. Then,

$$
\begin{align*}
\mathbb{E}\left[I\left(\mathbf{y}_{s i} ; \mathbf{x}_{d i} \mid \widehat{\mathbf{H}}_{s}\right)\right] & \geq \mathbb{E}\left[\log \operatorname{det}\left(\mathbf{I}_{N_{d}}+\rho_{d}\left(\overline{\mathbf{H}}_{s 1} \overline{\mathbf{H}}_{s 1}^{H}+\overline{\mathbf{H}}_{s 2} \overline{\mathbf{H}}_{s 2}^{H}\right)\right)\right]  \tag{3.90}\\
& \geq \mathbb{E}\left[\log \operatorname{det}\left(\mathbf{I}_{N_{d}}+\rho_{d} \overline{\mathbf{H}}_{s 1} \overline{\mathbf{H}}_{s 1}^{H}\right)\right] \tag{3.91}
\end{align*}
$$

where in the last equality we use the fact that $\log \operatorname{det}(\mathbf{A}+\mathbf{B}) \geq \log \operatorname{det} \mathbf{A}$ for any positive definite matrices $\mathbf{A}, \mathbf{B}$. Note that $\overline{\mathbf{H}}_{s 1}$ has the same distribution as $\overline{\mathbf{H}}_{d}$, the static user is able to decode the data of the dynamic user.

Using SVD, $\mathbf{X}_{d}=\mathbf{U}_{d} \boldsymbol{\Sigma}_{d} \mathbf{V}_{d}^{H}$, where $\mathbf{U}_{d} \in \mathcal{C}^{N_{d} \times N_{d}}, \mathbf{V}_{d} \in \mathcal{C}^{T_{d} \times N_{d}}$ are unitary matrices, and $\boldsymbol{\Sigma}_{d}=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{N_{d}}\right)$. Then, we have

$$
\begin{align*}
\mathbf{Y}_{s}^{\prime} & =\mathbf{Y}_{s} \mathbf{V}_{d} \boldsymbol{\Sigma}_{d}^{-1}  \tag{3.92}\\
& =\mathbf{H}_{s} \mathbf{X}_{s} \mathbf{U}_{d}+\mathbf{W}_{s} \mathbf{V}_{d} \boldsymbol{\Sigma}_{d}^{-1}  \tag{3.93}\\
& \triangleq \mathbf{H}_{s} \mathbf{X}_{s}^{\prime}+\mathbf{W}_{s}^{\prime} \boldsymbol{\Sigma}_{d}^{-1} \tag{3.94}
\end{align*}
$$

where $\mathbf{X}_{s}^{\prime}=\mathbf{X}_{s} \mathbf{U}_{d}, \mathbf{W}_{s}^{\prime}=\mathbf{W}_{s} \mathbf{V}_{d}$. Because $\mathbf{U}_{d}, \mathbf{V}_{d}$ are unitary, the entries of $\mathbf{X}_{s}^{\prime}, \mathbf{W}_{s}^{\prime} \in$ $\mathcal{C}^{N_{s} \times N_{d}}$ remain i.i.d. $\mathcal{C N}(0,1)$. Define $\mathbf{y}_{s}^{\prime}=\operatorname{vec}\left(\mathbf{Y}_{s}^{\prime}\right), \mathbf{x}_{s}^{\prime}=\operatorname{vec}\left(\mathbf{X}_{s}^{\prime}\right), \mathbf{H}_{s}^{\prime}=\mathbf{I}_{N_{d}} \otimes \mathbf{H}_{s}$ and

$$
\mathbf{w}_{s}^{\prime}=\operatorname{vec}\left(\mathbf{W}_{s}^{\prime} \boldsymbol{\Sigma}_{d}^{-1}\right)=\left[\begin{array}{c}
\frac{1}{\lambda_{1}} \mathbf{w}_{s 1}^{\prime}  \tag{3.95}\\
\vdots \\
\frac{1}{\lambda_{N_{d}}} \mathbf{w}_{s N_{d}}^{\prime}
\end{array}\right]
$$

where $\mathbf{w}_{s i}^{\prime}$ is the column $i$ of $\mathbf{W}_{s}^{\prime}$. Then, from (3.94), we write $\mathbf{y}_{s}^{\prime} \in \mathcal{C}^{N_{d} N_{s} \times 1}$ as

$$
\begin{equation*}
\mathbf{y}_{s}^{\prime}=\mathbf{H}_{s}^{\prime} \mathbf{x}_{s}^{\prime}+\mathbf{w}_{s}^{\prime} . \tag{3.96}
\end{equation*}
$$

The mutual information

$$
\begin{align*}
I\left(\mathbf{Y}_{s} ; \mathbf{X}_{s} \mid \mathbf{H}_{s}, \mathbf{X}_{d}\right) & =I\left(\mathbf{y}_{s}^{\prime} ; \mathbf{x}_{s}^{\prime} \mid \mathbf{H}_{s}, \mathbf{X}_{d}\right)  \tag{3.97}\\
& =\log \operatorname{det}\left(\mathbf{I}_{N_{d} N_{s}}+\mathbf{R}_{w_{s}^{\prime}}^{-1} \mathbf{H}_{s}^{\prime} \mathbf{H}_{s}^{\prime H}\right) \tag{3.98}
\end{align*}
$$

where $\mathbf{R}_{w_{s}^{\prime}}=\mathbb{E}\left[\mathbf{w}_{s}^{\prime} \mathbf{w}_{s}^{\prime H}\right]$ is the noise autocorrelation matrix that is given by

$$
\mathbf{R}_{w_{s}^{\prime}}=\left[\begin{array}{lll}
\mathbb{E}\left[\lambda_{1}^{-2}\right] \mathbf{I}_{N_{s}} & &  \tag{3.99}\\
& \ddots & \\
& & \mathbb{E}\left[\lambda_{N_{d}}^{-2}\right] \mathbf{I}_{N_{s}}
\end{array}\right]
$$

Therefore, the average rate attained by the static user is

$$
\begin{align*}
R_{s} & =\frac{1}{T_{d}} \mathbb{E}\left[I\left(\mathbf{Y}_{s} ; \mathbf{X}_{s} \mid \mathbf{H}_{s}, \mathbf{X}_{d}\right)\right]  \tag{3.100}\\
& =\frac{1}{T_{d}} \mathbb{E}\left[\sum_{i=1}^{N_{d}} \log \operatorname{det}\left(\mathbf{I}_{N_{s}}+\frac{1}{\mathbb{E}\left[\lambda_{i}^{-2}\right]} \mathbf{H}_{s} \mathbf{H}_{s}^{H}\right)\right]  \tag{3.101}\\
& =\frac{N_{d}}{T_{d}} \mathbb{E}\left[\log \operatorname{det}\left(\mathbf{I}_{N_{s}}+\frac{1}{\mathbb{E}\left[\lambda_{1}^{-2}\right]} \mathbf{H}_{s} \mathbf{H}_{s}^{H}\right)\right], \tag{3.102}
\end{align*}
$$

where the last equality holds because the marginal distributions of $\lambda_{i}$ are identical.

## CHAPTER 4 CAPACITY LIMITS OF MULTIUSER MULTIANTENNA SPECTRUM SHARING NETWORKS

### 4.1 Introduction

This chapter studies performance limits of an underlay cognitive network consisting of multiuser and multi-antenna primary and secondary systems. The primary and secondary systems are subject to mutual interference, where the secondary must comply with a set of interference constraints imposed by the primary. We are interested in the secondary throughput, i.e., the sum rate averaged over channel realizations, as the number of secondary users grows. Moreover, we study how the secondary throughput is affected by the size of primary network as well as the severity of the interference constraints.

A summary of the results of this chapter is as follows. We assume that the primary and secondary have $N$ and $n$ users, respectively, and their base stations have $M$ and $m$ antennas, respectively. In this chapter, $n$ is allowed to grow (to infinity) while $N, M$ and $m$ are bounded (not scaling with $n$ ).

- Secondary uplink (MAC): The secondary throughput is shown to grow as $\Theta(\log n)$, which is achieved by a threshold-based user selection rule. More precisely, the throughput of the secondary MAC channel grows as $\frac{m}{N_{p}+1} \log n+O(1)$ when it coexists with the primary broadcast channel, and grows as $\frac{m}{M_{p}+1} \log n+O(1)$ when it coexists with the primary MAC channel. By developing asymptotically tight upper bounds, these growth rates are further proven to be optimal. Moreover, the interference on the primary system can be asymptotically forced to zero, while the secondary throughput still grows as $\Theta(\log n)$. Specifically, for some non-negative exponent $q$, the interference on the primary can be made to decline as $\Theta\left(n^{-q}\right)$, while the throughput of a
secondary MAC grows as $\frac{m-q N_{p}}{N_{p}+1} \log n+O(1)$ and $\frac{m-q M_{p}}{M_{p}+1} \log n+O(1)$, respectively in cases of primary broadcast and MAC channel. The above results imply that asymptotically the secondary system can attain a non-trivial throughput without degrading the performance of the primary system.
- Secondary downlink (broadcast): The secondary throughput is shown to scale with $m \log \log n+O(1)$ in the presence of either the primary broadcast or MAC channel. Hence, the growth rate of throughput is unaffected (thus optimal) by the presence of the primary system. In addition, the interference on the primary can be asymptotically forced to zero, while maintaining the secondary throughput as $\Theta(\log \log n)$. Specifically, for an arbitrary exponent $0<q<1$, the interference can be made to decline as $\Theta\left((\log n)^{-q}\right)$, while the secondary throughput grows as $m(1-q) \log \log n+O(1)$.
- Non-homogeneous networks: Secondary throughput under non-homogeneous internode link gains is studied for both secondary MAC and broadcast. It is shown that even if the nodes experience unequal path loss and shadowing, under a broad class of path loss and shadowing models, the secondary throughput growth rates remain unaffected.

Much of the past work in the underlay cognitive radio involves point-to-point primary and secondary systems. Ghasemi and Sousa [35] studies the ergodic capacity of a point-to-point secondary link under various fading channels. Multiple antennas at the secondary transmitter are exploited by [36] to manage the tradeoff between the secondary throughput and the interference on the primary. In the context of multi-user cognitive radios, Zhang et al. [37] studies the power allocation of a single-antenna secondary system under various transmit power constraints as well as interference constraints. Gastpar [38] studies the secondary capacity via translating a receive power constraint into a transmit power constraint.

Recently, ideas from opportunistic communication [39] were used in underlay cognitive radios by selectively activating one or more secondary users to maximize the secondary throughput while satisfying interference constraints. The user selection in cognitive radio is
complicated because the secondary system must be mindful of two criteria: The interference on the primary and the rate provided to the secondary. Karama et al. [40] selects secondary users with channels almost orthogonal to a single primary user, so that the interference on the primary is reduced. Jamal et al. [41, 42] obtains interesting scaling results for the throughput by selecting users causing the least interference. Some distinctions of our work and $[41,42]$ are worth noting. First, Jamal et al. [41,42] studies the hardening of sum rate via convergence in probability, while we analyze the throughput, which requires a very different approach. ${ }^{1}$ Second, we study a multi-antenna cognitive network and the effect of the primary network size (number of constraints) on the secondary throughput, whereas [41,42] consider a single antenna network with a single primary constraint.

We use the following notation: $[\cdot]_{i, j}$ refers to the $(i, j)$ element in a matrix, $|\cdot|$ refers to the cardinality of a set or the Euclidean norm of a vector, $\operatorname{diag}(\cdot)$ refers to a diagonal matrix, $\operatorname{tr}(\cdot)$ refers to the trace of a matrix, and $I_{k}$ refers to the $k \times k$ identity matrix. All $\log (\cdot)$ is natural base. For any $\epsilon>0$, some positive $c_{1}$ and $c_{2}$, and sufficiently large $n$ :

$$
\begin{aligned}
f(n) & =O(g(n)): & |f(n)|<c_{1}|g(n)|, \\
f(n) & =\Theta(g(n)): & c_{2}|g(n)|<|f(n)|<c_{1}|g(n)|, \\
f(n) & =o(g(n)): & |f(n)|<\epsilon|g(n)| .
\end{aligned}
$$

In this chapter, we define throughput as the sum rate averaged over all channel realizations. We let $\mathcal{R}_{\text {mac,w/o }}^{o p t}$ and $\mathcal{R}_{b c, w / o}^{o p t}$ be the maximum throughput achieved by the secondary MAC and broadcast channel in the absence of the primary, respectively. In this case, we

[^5]

Figure 4.1. Coexistence of the secondary MAC channel and the primary system


Figure 4.2. Coexistence of the secondary broadcast channel and the primary system
have regular MAC and broadcast channels, and it is well known that $\mathcal{R}_{\text {mac,w/o }}^{\text {opt }}$ scales as $m \log n$ [26], and $\mathcal{R}_{b c, w / o}^{o p t}$ scales as $m \log \log n$ [34].

The remainder of this chapter is organized as follows. Section 4.2 describes the system model. The throughput of the secondary MAC channel is studied in Section 4.3, where in Section 4.3 .3 we prove the achieved throughout is asymptotically optimal. The average throughput of the secondary broadcast channel is investigated in Section 4.4. Section 4.5 studies the effect of path-loss and shadowing on the secondary throughput. Numerical results are shown in Section 4.6.

### 4.2 System Model

We consider a cognitive network consisting of a primary and a secondary, each being either a MAC or broadcast channel (Figure 4.1 and Figure 4.2). The primary system has one base station with $M_{p}$ antennas and $N_{p}$ users, while the secondary system consists of one base station with $m$ antennas and $n$ users. The primary and secondary are subject to mutual interference, which is treated as noise (no interference decoding). The secondary system must comply with a set of interference power constraints imposed by the primary. For simplicity of exposition, primary and secondary users are assumed initially to have one antenna, however, as shown in the sequel, most of the results can be directly extended to a scenario where each user has multiple antennas.

A block-fading channel model is assumed. All channel coefficients are fixed throughout each transmission block, and are independent, identically distributed (i.i.d.) circularly-symmetric-complex-Gaussian with zero mean and unit variance, denoted by $\mathcal{C N}(0,1)$. The secondary base station acts as a scheduler: For each transmission block, a subset of the secondary users is selected to transmit to (or receive from) the secondary base station. We denote the collection of selected (active) secondary users as $\mathcal{S}$.

We begin by introducing a system model that applies to all four scenarios in Figures 4.1 and 4.2 , thus simplifying notation in the remainder of the chapter. The secondary received signal is given by:

$$
\begin{equation*}
\mathbf{y}=\mathbf{H}(\mathcal{S}) \mathbf{x}_{s}+\mathbf{G}_{s} \mathbf{x}_{p}+\mathbf{w} \tag{4.1}
\end{equation*}
$$

where $\mathbf{y}$ represents the received signal vector, either signals at a multi-antenna base station (uplink) or at different users (downlink). $\mathbf{H}(\mathcal{S})$ is the channel coefficient matrix between the active secondary users and their base station. $\mathrm{G}_{s}$ represents the cross channel coefficient matrix from the primary transmitter(s) to the secondary receiver(s). The primary and secondary transmit signal vectors are $\mathbf{x}_{p}$ and $\mathbf{x}_{x}$. The variable $\mathbf{w}$ is the received noise vector, where each entry of $\mathbf{w}$ is i.i.d. $\mathcal{C N}(0,1)$.

We assume both primary and secondary systems use Gaussian signaling, subject to shortterm power constraints. The transmit covariance matrices of the primary and secondary systems are

$$
\begin{equation*}
Q_{p}=\mathbb{E}\left[\mathbf{x}_{p} \mathbf{x}_{p}^{\dagger}\right] \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{s}=\mathbb{E}\left[\mathbf{x}_{s} \mathbf{x}_{s}^{\dagger}\right] \tag{4.3}
\end{equation*}
$$

When the secondary is a MAC channel, each secondary user is subject to an individual short term power constraint $\rho_{s}$. The users do not cooperate, therefore $Q_{s}$ is diagonal:

$$
\begin{equation*}
Q_{s}=\operatorname{diag}\left(\rho_{1}, \cdots, \rho_{|\mathcal{S}|}\right) \tag{4.4}
\end{equation*}
$$

where $\rho_{\ell} \leq \rho_{s}$, for $\ell=1, \cdots,|\mathcal{S}|$. In this case, $\mathbf{H}(\mathcal{S})$ has dimension $m \times|\mathcal{S}|$.
When the secondary is a broadcast channel, we assume the secondary base station is subject to a short term power constraint $P_{s}$ :

$$
\begin{equation*}
\operatorname{tr}\left(Q_{s}\right) \leq P_{s} \tag{4.5}
\end{equation*}
$$

In this case, $\mathbf{H}(\mathcal{S})$ has dimension $|\mathcal{S}| \times m$.
When the primary is a MAC channel, each primary user transmits with power $\rho_{p}$ without user cooperation:

$$
\begin{equation*}
Q_{p}=\rho_{p} I_{N_{p}} \tag{4.6}
\end{equation*}
$$

Furthermore, each receive antenna at the primary base station can tolerate interference with power $\Gamma$ from the secondary system, ${ }^{2}$ that is

$$
\begin{equation*}
\left[\mathbf{G}_{p} Q_{s} \mathbf{G}_{p}^{\dagger}\right]_{\ell, \ell} \leq \Gamma \tag{4.7}
\end{equation*}
$$

for $\ell=1, \cdots, M_{p}$, where $\mathbf{G}_{p}$ represents the cross channel coefficient matrix from the secondary base station (or active users) to the primary base station.

[^6]When the primary is a broadcast channel, the power constraint at the primary base station is $\operatorname{tr}\left(Q_{p}\right) \leq P_{p}$. For simplicity, we assume ${ }^{3}$

$$
\begin{equation*}
Q_{p}=\frac{P_{p}}{M_{p}} I_{M_{p}} \tag{4.8}
\end{equation*}
$$

Furthermore, each primary user tolerates interference with power $\Gamma$ :

$$
\begin{equation*}
\left[\mathbf{G}_{p} Q_{s} \mathbf{G}_{p}^{\dagger}\right]_{\ell, \ell} \leq \Gamma, \tag{4.9}
\end{equation*}
$$

for $\ell=1, \cdots, N_{p}$, where $\mathbf{G}_{p}$ is the cross channel coefficient matrix from the secondary base station (or active users) to the primary users.

### 4.3 Cognitive MAC Channel

Consider a MAC secondary in the presence of either a broadcast or MAC primary. We wish to find how much throughput is available to the secondary subject to rigid constraints on the secondary-on-primary interference. We first construct a transmission strategy and find the corresponding (achievable) throughput. Then, we develop upper bounds that are tight with respect to the throughput achieved.

The framework for the transmission strategy is as follows: For each transmission block, the secondary base station determines an active user set $\mathcal{S}$ as well as transmit power for all active users $Q_{s}$. For each transmission, from (4.1), the sum rate of the secondary system is [44]:

$$
\begin{equation*}
R_{m a c}=\log \operatorname{det}\left(I+\mathbf{H}(\mathcal{S}) Q_{s} \mathbf{H}^{\dagger}(\mathcal{S})+\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right)-\log \operatorname{det}\left(I+\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right) \tag{4.10}
\end{equation*}
$$

subject to the interference constraints (4.9) and (4.7) for the primary broadcast and MAC channel respectively.

The secondary throughput is obtained by averaging $R_{\text {mac }}$ over channel realizations

$$
\begin{equation*}
\mathcal{R}_{\text {mac }}=\mathbb{E}\left[R_{m a c}\right] \tag{4.11}
\end{equation*}
$$

[^7]For the development of upper bounds, we assume the secondary base station knows all the channels. This is a genie-like argument that is used solely for development of upper bounds. For the achievable scheme, the requirement is more modest and is outlined after the description of the achievable scheme (see Remark 4.3.1).

### 4.3.1 Achievable Scheme

The objective is to choose $\mathcal{S}$ and $Q_{s}$, i.e., the secondary active transmitters and their power, such that secondary throughput is maximized subject to interference constraints on the primary.

The choice of $\mathcal{S}$ and $Q_{s}$ is coupled through the interference constraints: Either more secondary users can transmit with smaller power, or fewer of them with higher power. We focus on a simple power policy that all active secondary users transmit with the maximum allowed power $\rho_{s}$. Hence, given an active user set $\mathcal{S}$, we have

$$
\begin{equation*}
Q_{s}=\rho_{s} I_{|\mathcal{S}|} \tag{4.12}
\end{equation*}
$$

It will be shown that the on-off transmission (without any further power adaptation) suffices to asymptotically achieve the maximum throughput. Furthermore, its simplicity facilitates analysis.

Recall that each primary user can tolerate interference with power $\Gamma$. The interference on a primary user is guaranteed to be below this level if $k_{s}$ secondary users are active, each causing interference no more than $\alpha=\frac{\Gamma}{k_{s}}$. This bound allows us to honor the interference constraints on the primary while decoupling the action of different secondary users. Based on this observation, we construct a user selection rule as follows. First, we define an eligible secondary user set that disqualifies users that cause too much interference on the primary:

$$
\begin{equation*}
\mathcal{A}=\left\{i: \rho_{s}\left|\left[\mathbf{G}_{p}\right]_{j i}\right|^{2}<\alpha, \text { for all } j\right\}, \tag{4.13}
\end{equation*}
$$

where $\left[\mathbf{G}_{p}\right]_{j i}$ is the channel coefficient from the secondary user $i$ to the primary user (antenna) $j$, and $\alpha$ is a pre-designed interference quota. A secondary user is eligible if its interference
on each primary user (antenna) is less than $\alpha$. Now, to satisfy the interference bound, we limit the number of secondary transmitters to no more than $k_{s}$, where

$$
\begin{equation*}
k_{s}=\frac{\Gamma}{\alpha} . \tag{4.14}
\end{equation*}
$$

If $|\mathcal{A}| \leq k_{s}$, then all eligible users can transmit. If $|\mathcal{A}|>k_{s}$, then $k_{s}$ users will be chosen randomly from among the eligible users to transmit. ${ }^{4}$ The number of eligible users, $|\mathcal{A}|$, is a random variable; the number of active users is

$$
\begin{equation*}
|\mathcal{S}|=\min \left(k_{s},|\mathcal{A}|\right) \tag{4.15}
\end{equation*}
$$

The transmission of $|\mathcal{S}|$ eligible users induces interference no more than $\Gamma$ on any primary user or antenna. Notice that the manner of user selection guarantees that the channel coefficients in $\mathbf{H}(\mathcal{S})$ remain independent and distributed as $\mathcal{C N}(0,1)$.

Now we want to design an interference quota $\alpha$ to maximize the secondary throughput. Neither very small nor very large values of $\alpha$ are useful within our framework: If $\alpha$ is very small, for most transmissions few (if any) secondary users will be eligible, thus the secondary throughput will be small. If $\alpha>\Gamma$, any transmitting user might violate the interference constraint, so the secondary must shut down (equivalently, we have $k_{s}<1$ ). The value of individual interference constraint $\alpha$, or equivalently $k_{s}$, must be set somewhere between these extremes.

Clearly, a desirable outcome would be to allow exactly the number of users that are indeed eligible for transmission, i.e., $k_{s} \approx|\mathcal{A}|$. But one cannot guarantee this in advance because $|\mathcal{A}|$ is a random variable. Motivated by this general insight, we choose $\alpha$ such that

$$
\begin{equation*}
k_{s}=\mathbb{E}[|\mathcal{A}|] . \tag{4.16}
\end{equation*}
$$

In Section 4.3.3, we will verify that this choice of $\alpha$ is enough to asymptotically achieve the maximum throughput.

[^8]Remark 4.3.1 The above scheme does not require the secondary users to have full channel knowledge. Each secondary user can compare its own cross channel gains with a pre-defined interference quota $\alpha$, and then decide its eligibility. After this, each eligible user can inform the secondary base station via 1-bit, so that the secondary base station can determine $\mathcal{A}$ without knowing the cross channels from the secondary users to the primary system. The secondary channels $\mathbf{H}(\mathcal{S})$ and the cross channels $\mathbf{G}_{s}$ can be estimated at the secondary base station. Therefore, this scheme can be implemented with little exchange of channel knowledge.

### 4.3.2 Throughput Calculation

## Secondary MAC with Primary Broadcast

The primary base station transmits to $N_{p}$ primary users, where each user tolerates interference with power $\Gamma$. Notice that in (4.13), $\left[\mathbf{G}_{p}\right]_{j i}$ is the channel coefficient from the secondary user $i$ to the primary user $j$ which is i.i.d. $\mathcal{C N}(0,1)$. Thus, $\left|\left[\mathbf{G}_{p}\right]_{j i}\right|^{2}$ is i.i.d. exponential. Therefore, $|\mathcal{A}|$ is binomially distributed with parameter $(n, p)$, where

$$
\begin{equation*}
p=\left(1-e^{-\frac{\alpha}{\rho_{s}}}\right)^{N_{p}} . \tag{4.17}
\end{equation*}
$$

From (4.16), the interference quota $\alpha=\frac{\Gamma}{k_{s}}$ is chosen such that

$$
\begin{align*}
k_{s} & =n p \\
& =n\left(\frac{\Gamma}{\rho_{s}}\right)^{N} k_{s}^{-N}+O\left(n k_{s}^{-(N+1)}\right) . \tag{4.18}
\end{align*}
$$

Denote the associated solution for $k_{s}$ as $\bar{k}_{s}$ :

$$
\begin{equation*}
\bar{k}_{s}=\left(\frac{\Gamma}{\rho_{s}}\right)^{\frac{N_{p}}{N_{p}+1}}(n)^{\frac{1}{N_{p}+1}}+O(1) \tag{4.19}
\end{equation*}
$$

Thus, we can see $\Theta\left(n^{\frac{1}{N_{p}+1}}\right)$ secondary users are allowed to transmit, and the interference quota is on the order of $\Theta\left(n^{-\frac{1}{N_{p}+1}}\right)$. With the above choice of interference quota, or the number of allowable active users, we state one of the main results of this chapter as follows.

Theorem 4.3.1 Consider a secondary MAC with a m-antenna base station and $n$ users each with power constraint $\rho_{s}$. The secondary MAC operates in the presence of a primary broadcast channel with an M-antenna transmitter with power $P_{p}$ to $N$ users each with interference tolerance $\Gamma$. The secondary throughput satisfies:

$$
\begin{align*}
& \mathcal{R}_{\text {mac }} \geq \frac{m}{N_{p}+1} \log n+\frac{1}{N_{p}+1} \log \left(\rho_{s} \Gamma^{N_{p}}\right)-m \log \left(1+P_{p}\right)+O\left(n^{-\frac{1}{N_{p}+1}} \log n\right)  \tag{4.20}\\
& \mathcal{R}_{\text {mac }} \leq \frac{m}{N_{p}+1} \log n+\frac{1}{N_{p}+1} \log \left(\rho_{s} \Gamma^{N_{p}}\right)-\mathcal{R}_{I}+O\left(n^{-\frac{1}{N_{p}+1}}\right)
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{R}_{I}=m_{\min } \log \left(1+\frac{P_{p}}{M_{p}} \exp \left(\frac{1}{m_{\min }} \sum_{j=1}^{m_{\min }} \sum_{i=1}^{m_{\max }-j} \frac{1}{i}-\gamma\right)\right) \tag{4.21}
\end{equation*}
$$

where $m_{\min }=\min \left(m, M_{p}\right), m_{\max }=\max \left(m, M_{p}\right)$ and $\gamma$ is the Euler's constant. This throughput is achieved under the threshold-based user selection with the choice of $\bar{k}_{s}$ given by (4.19).

## Proof See Section 4.7.1.

Remark 4.3.2 The essence of the above result is that the secondary throughput grows as $\frac{m}{N_{p}+1} \log n+O(1)$, which implies that the secondary throughput decreases almost linearly with the number of primary constraints as $n \rightarrow \infty$. A noteworthy special case is when the primary base station chooses to transmit to a number of users equal to the number of its transmit antennas $\left(N_{p}=M_{p}\right)$, a strategy which is known to be near-optimum in terms of sum rate [13]. Under this condition:

$$
\mathcal{R}_{m a c}=\frac{m}{M_{p}+1} \log n+O(1)
$$

Therefore, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mathcal{R}_{m a c}}{\mathcal{R}_{m a c, w / o}^{\text {opt }}}=\frac{1}{M_{p}+1} \tag{4.22}
\end{equation*}
$$

where $\mathcal{R}_{\text {mac,w/o }}^{\text {opt }}$ is the maximum throughput of the secondary $M A C$ in the absence of the primary system. This ratio shows that the compliance penalty of the secondary MAC system and its relationship with the characteristics of the primary network.

It is noteworthy that although $\Gamma$ does not affect the growth rate, it is an important parameter. Both the lower and upper bounds have the term $\frac{1}{N+1} \log \left(\rho_{s} \Gamma^{N}\right)=\frac{1}{N+1} \log \rho_{s}+\frac{N}{N+1} \log \Gamma$, thus throughput is an increasing function of $\Gamma$. One can also see that the interference tolerance $\Gamma$ is more important than secondary power $\rho_{s}$, respectively by a factor of $\frac{N}{N+1}$ versus $\frac{1}{N+1}$.

Remark 4.3.3 The results in Theorem 4.3 .1 can be directly extended to a scenario where each primary user tolerates a different level of interference. As long as all primary users allow non-zero interference (no matter how small), we can let $\Gamma$ be the minimum allowable interference, and the theorem still holds.

So far we have analyzed the effect of small but constant primary interference constraints, and shown that the secondary throughput improves with increasing the number of secondary users. The flexibility provided by the increasing number of secondary users can be exploited not only to increase secondary throughput, but also to reduce the primary interference. In fact, it is possible to simultaneously suppress the interference on the primary down to zero while increasing the secondary throughput proportional to $\log n$. The following corollary makes this idea precise:

Corollary 4.3.2 Assuming the interference on each primary user is bounded as $\Theta\left(n^{-q}\right)$, the secondary throughput satisfies

$$
\begin{equation*}
\mathcal{R}_{\text {mac }}=\frac{m-q N_{p}}{N_{p}+1} \log n+O(1) \tag{4.23}
\end{equation*}
$$

where $0<q<\frac{1}{N_{p}}$.

Proof Because the proof of Theorem 4.3.1 holds for $\Gamma=\Theta\left(n^{-q}\right)$, the corollary follows by substituting $\Gamma=\Theta\left(n^{-q}\right)$ into the lower and upper bounds given by Theorem 4.3.1.

Remark 4.3.4 The corollary above explores a tradeoff where primary interference is made to decrease polynomially, i.e., proportional to $n^{-q}$. We saw that this leads to a secondary
throughput that decreases linearly in $q$. If we reduce the primary interference more slowly, e.g., decreasing as $\Theta(1 / \log n)$, one can verify that $\mathcal{R}_{\text {mac }}=\frac{m}{N+1} \log n-\frac{N}{N+1} \log \log n+O(1)$, which achieves the optimal growth rate even though the throughput is reduced. Conversely, if we try to suppress the primary interference faster than $\Theta\left(n^{-1 / N}\right)$, the secondary throughput will asymptotically remain stagnant, i.e., $\mathcal{R}_{\operatorname{mac}}=o(\log n)$, since in this case $\bar{k}_{s}=O(1)$ according to (4.19).

## Secondary MAC with Primary MAC

Recall that each antenna at the primary base station allows interference with power $\Gamma$. By regarding each antenna of the primary base station as a virtual user, we can re-use most of the analysis that was developed in the previous section. Thus, the steps leading to Eq. (4.19) can be repeated to obtain the number of allowable active secondary users:

$$
\begin{equation*}
\bar{k}_{s}=\left(\frac{\Gamma}{\rho_{s}}\right)^{\frac{M_{p}}{M_{p}+1}}(n)^{\frac{1}{M_{p}+1}}+O(1) . \tag{4.24}
\end{equation*}
$$

With this allowable active users $\bar{k}_{s}$ and slight modifications, we obtain a result that parallels Theorem 4.3.1.

Theorem 4.3.3 Consider a secondary MAC with an m-antenna base station and $n$ users each with power constraint $\rho_{s}$. The secondary MAC operates in the presence of a primary MAC channel where each user transmits with power $\rho_{p}$ to an $M_{p}$-antenna base station with interference tolerance $\Gamma$ on each antenna. The secondary throughput satisfies:

$$
\begin{align*}
& \mathcal{R}_{\text {mac }} \geq \frac{m}{M_{p}+1} \log n+\frac{1}{M_{p}+1} \log \left(\rho_{s} \Gamma^{M_{p}}\right)-m \log \left(1+\rho_{p} N_{p}\right)+O\left(n^{-\frac{1}{M_{p}+1}} \log n\right),  \tag{4.25}\\
& \mathcal{R}_{\text {mac }} \leq \frac{m}{M_{p}+1} \log n+\frac{1}{M_{p}+1} \log \left(\rho_{s} \Gamma^{M_{p}}\right)-\mathcal{R}_{I}+O\left(n^{-\frac{1}{M_{p}+1}}\right), \tag{4.26}
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{R}_{I}=m_{\min } \log \left(1+\rho_{p} \exp \left(\frac{1}{m_{\min }} \sum_{j=1}^{m_{\min }} \sum_{i=1}^{m_{\max }-j} \frac{1}{i}-\gamma\right)\right), \tag{4.27}
\end{equation*}
$$

where $m_{\min }=\min \left(m, N_{p}\right), m_{\max }=\max \left(m, N_{p}\right)$ and $\gamma$ is the Euler's constant. This throughput is achieved under the threshold-based user selection with the choice of $\bar{k}_{s}$ given by (4.24).

A tradeoff exists between the primary interference reduction and the secondary throughput enhancement, which is stated by the following corollary. Remark 4.3.4 is again applicable here.

Corollary 4.3.4 Assuming the interference on each antenna of the primary base station is bounded as $\Theta\left(n^{-q}\right)$, the secondary throughput satisfies

$$
\begin{equation*}
\mathcal{R}_{m a c}=\frac{m-q M_{p}}{M_{p}+1} \log n+O(1) \tag{4.28}
\end{equation*}
$$

where $0<q<\frac{1}{M_{p}}$.

### 4.3.3 Upper Bounds for Secondary Throughput

So far we have seen achievable rates of a cognitive MAC channel in the presence of either a primary broadcast or MAC. We now develop corresponding upper bounds.

Theorem 4.3.5 Consider a secondary MAC with an m-antenna base station and $n$ users. The maximum throughput of the secondary, $\mathcal{R}_{\text {mac }}^{\text {opt }}$, satisfies

$$
\begin{equation*}
\mathcal{R}_{\text {mac }}^{\text {opt }} \leq \frac{m}{N_{p}+1} \log n+O(\log \log n) \tag{4.29}
\end{equation*}
$$

in the presence of a primary broadcast channel transmitting to $N_{p}$ users. Similarly, $\mathcal{R}_{\text {mac }}^{\text {opt }}$ satisfies

$$
\begin{equation*}
\mathcal{R}_{m a c}^{o p t} \leq \frac{m}{M_{p}+1} \log n+O(\log \log n) \tag{4.30}
\end{equation*}
$$

in the presence of a primary MAC, where each user transmits to an $M_{p}$-antenna base station.

Proof See Section 4.7.2.

Remark 4.3.5 By comparing the upper bounds with the achievable rates obtained by the thresholding strategy, we see that the achievable rates are at most $O(\log \log n)$ away from the upper bounds, a difference which is negligible relative to the dominant term $\Theta(\log n)$. Thus, the growth of the maximum throughput of a cognitive MAC is $\frac{m}{N_{p}+1} \log n$ in the presence of
the primary broadcast channel, and $\frac{m}{M_{p}+1} \log n$ in the presence of the primary MAC channel. Both the achievable rates and the upper bounds show that the average cognitive sum-rate decreases almost linearly with the number of primary-imposed constraints, asymptotically.

### 4.3.4 Discussion

Recall that our method determines eligible cognitive MAC users based on their cross channel gains. To satisfy the interference constraints, our selection rule then allows $\Theta\left(n^{\frac{1}{N_{p}+1}}\right)$, or $\Theta\left(n^{\frac{1}{M_{p}+1}}\right)$, of these users to be active simultaneously, in the presence of either the primary broadcast or MAC. If there are more eligible users than the allowed number, we choose from among the eligible users randomly. In this process, the forward channel gain of the cognitive users does not come into play, and still an optimal growth rate is achieved. This can be intuitively explained as follows. The total received signal power at the cognitive base station grows linearly with the number of active users, and the total received signal power determines the throughput. On the other hand, selecting good cognitive users according to their secondary channel strengths can only offer logarithmic power gains (with respect to $n$ ) [39], which is negligible compared to the linear gain due to increasing the number of active users. Therefore the cross channel gains are more important in this case. Note that we do not imply that knowledge of the cognitive forward channel is useless; our conclusion only says that once the cross channels are taken into account, the asymptotic growth of the secondary throughput cannot be improved by any use of the cognitive forward channel.

Although we have allowed the base stations to have multiple antennas, so far the users have been assumed to have only one antenna. We now consider a generalization to the case where all users have multiple antennas. Consider a secondary MAC in the presence of a primary broadcast, where each primary and secondary user have $t_{p}$ and $t_{s}$ antennas respectively. We apply a separate interference constraint on each antenna of each primary user, which guarantees the satisfaction of the overall interference constraint on any primary user. On each of the $t_{s}$-antenna secondary users, we shall allocate $t_{s}-1$ degrees of freedom for zero-forcing and only one degree of freedom for cognitive transmission. Using this strategy,
we can ensure that $t_{s}-1$ of the primary receive antennas are exempt from interference. Thus, the total number of interference constraints will reduce from $t_{p} N_{p}$ to $t_{p} N_{p}+1-t_{s}$. By using an analysis similar to the development of Theorem 4.3.1, one can show that the growth rate $\frac{m \log n}{\max \left(1, t_{p} N_{p}+2-t_{s}\right)}$ is achievable. For the converse, the situation is more complicated, because here the correlation among the antennas of the secondary users must be accounted for. Nevertheless, in some cases it is possible to show without much difficulty that the above achieved throughput is indeed asymptotically optimal. For example, in the presence of the primary MAC, if $t_{s}>M_{p}$, the secondary MAC channel can have a throughput that grows as $m \log n$ by letting each active secondary user completely eliminate the interference on the primary. Similarly, in the presence of a primary broadcast channel, if $t_{s}>t_{p} N_{p}$, the secondary MAC channel can also have a throughput that grows as $m \log n$. The achieved growth rate is optimal because it coincides with the the growth rate of $\mathcal{R}_{\text {mac,w/o }}^{\text {opt }}$, which is always an upper bound.

### 4.4 Cognitive Broadcast Channel

### 4.4.1 Achievable Scheme

We consider a random beam-forming technique where the secondary base station opportunistically transmits to $m$ secondary users simultaneously [34]. Specifically, the secondary base station constructs $m$ orthonormal beams, denoted by $\left\{\phi_{j}\right\}_{j=1}^{m}$, and assigns each beam to a secondary user. Then, the secondary base station broadcasts to $m$ selected users. The selection of users and beam assignment will be addressed shortly.

Considering an equal power allocation among $m$ users, the transmitted signal from the secondary base station is given by:

$$
\begin{equation*}
\mathbf{x}_{s}=\sum_{j=1}^{m} \sqrt{\frac{P}{m}} \phi_{j} x_{j} \tag{4.31}
\end{equation*}
$$

where $\phi_{j}$ is the beam-forming vector $j$ with dimension $m \times 1, x_{j}$ is the signal transmitted along with the beam $j$, and $P$ is the total transmit power. In this case, we have

$$
\begin{equation*}
Q_{s}=\frac{P}{m} I_{m} \tag{4.32}
\end{equation*}
$$

Notice that $P$ is subject to the power constraint $P_{s}$ as well as a set of interference constraints imposed by the primary. Thus, the value of $P$ depends on the cross channels from the secondary base station to the primary system.

Assuming the beam $j$ is assigned to the user $i$. From (4.1) and (4.31), the received signal at the secondary user $i$ is given by

$$
\begin{equation*}
y_{i}=\mathbf{h}_{i}^{\dagger} \phi_{j} x_{j}+\sum_{k \neq j} \mathbf{h}_{i}^{\dagger} \phi_{k} x_{k}+\mathbf{g}_{s, i}^{\dagger} \mathbf{x}_{p}+w_{i} \tag{4.33}
\end{equation*}
$$

where $\mathbf{h}_{i}^{\dagger}$ is the $1 \times m$ vector of channel coefficients from the secondary base station to the secondary user $i$, and $\mathbf{g}_{s, i}^{\dagger}$ is the $1 \times M_{p}$ (or $1 \times N_{p}$ ) vector of channel coefficients from the primary base station (or users) to the secondary user $i$. The received signal-to-noise-plus-interference-ratio (SINR) at the secondary user $i$ (with respect to the beam $j$ ) is

$$
\begin{equation*}
\operatorname{SINR}_{i, j}=\frac{\frac{P}{m}\left|\mathbf{h}_{i}^{\dagger} \phi_{j}\right|^{2}}{1+\frac{P}{m} \sum_{k \neq j}\left|\mathbf{h}_{i}^{\dagger} \phi_{k}\right|^{2}+\mathbf{g}_{s, i}^{\dagger} Q_{p} \mathbf{g}_{s, i}} \tag{4.34}
\end{equation*}
$$

The random beam technique assigns each beam to the secondary user that results in the highest SINR. Because the probability of more than two beams being assigned to the same secondary user is negligible [34], we have the secondary throughput

$$
\begin{align*}
\mathcal{R}_{b c} & \approx \mathbb{E}\left[\sum_{j=1}^{m} \log \left(1+\max _{1 \leq i \leq n} \operatorname{SINR}_{i, j}\right)\right]  \tag{4.35}\\
& =m \mathbb{E}\left[\log \left(1+\max _{1 \leq i \leq n} \operatorname{SINR}_{i, j}\right)\right] \tag{4.36}
\end{align*}
$$

The above analysis holds in the presence of either the primary broadcast or MAC channel; the only difference is the constraints on $P$ and $Q_{p}$. Since the SINR is symmetric across all beams, the subscript $j$ will be omitted in the following analysis.

Remark 4.4.1 We briefly address the issue of channel state information. All users are assumed to have receiver side channel state information. On the transmit side, the secondary base station only needs to know SINR and does not need to have full channel knowledge. Each secondary user can estimate its own SINR with respect to each beam, and feed it back to the secondary base station [34]. Based on collected SINR, the secondary base station performs user selection. The secondary base station needs to know $\mathbf{G}_{p}$ to adjust $P$ such that the interference constraints on the primary are satisfied.

### 4.4.2 Throughput Calculation

## Secondary Broadcast with Primary Broadcast

The secondary system has to comply with the constraints on $N_{p}$ primary users. To maximize the throughput, the secondary base station transmits at the maximum allowable power. From (4.9) and (4.32), we have

$$
\begin{equation*}
P=\min \left(\frac{m \Gamma}{\left|\mathbf{g}_{p, 1}^{\dagger}\right|^{2}}, \cdots, \frac{m \Gamma}{\left|\mathbf{g}_{p, N_{p}}^{\dagger}\right|^{2}}, P_{s}\right), \tag{4.37}
\end{equation*}
$$

where $\mathbf{g}_{p, \ell}^{\dagger}$ is the row $\ell$ of $\mathbf{G}_{p}$. Then, we substitute $Q_{p}$ given by (4.8) into (4.34), and obtain the SINR at the secondary user $i$ with respect to the beam $j$ :

$$
\begin{equation*}
\operatorname{SINR}_{i}=\frac{\left|\mathbf{h}_{i}^{\dagger} \phi_{j}\right|^{2}}{\frac{m}{P}+\sum_{k \neq j}\left|\mathbf{h}_{i}^{\dagger} \phi_{k}\right|^{2}+\frac{m P_{p}}{M_{p} P}\left|\mathbf{g}_{s, i}\right|^{2}} \tag{4.38}
\end{equation*}
$$

Our analysis of $\max _{i} \operatorname{SINR}_{i}$, which is required to evaluate the throughput in Eq. (4.36), does not follow [34] because the denominator involves a sum of two Gamma distributions with different scale parameters: $\sum_{k \neq j}\left|\mathbf{h}_{i}^{\dagger} \phi_{k}\right|^{2}$ has $\operatorname{Gamma}(m-1,1)$ and $\frac{m P_{p}}{M_{p} P}\left|\mathbf{g}_{s, i}\right|^{2}$ has $\operatorname{Gamma}\left(M_{p}, \frac{m P_{p}}{M_{p} P}\right)$. Fortunately, lower and upper bounds can be leveraged to simplify the analysis. We define:

$$
\begin{equation*}
\theta=\frac{m P_{p}}{M_{p} P} \tag{4.39}
\end{equation*}
$$

We consider the case when $\frac{m P_{p}}{M_{p} P_{s}} \geq 1$. The techniques can be generalized to the case of $\frac{m P_{p}}{M_{p} P_{s}}<1 .{ }^{5}$ When $\frac{m P_{p}}{M_{p} P_{s}} \geq 1$, we have $\theta \geq 1$ for all $P$. We define:

$$
\begin{equation*}
L_{i}=\frac{\left|\mathbf{h}_{i}^{\dagger} \phi_{j}\right|^{2}}{\frac{m}{P}+\theta\left(\sum_{k \neq j}\left|\mathbf{h}_{i}^{\dagger} \phi_{k}\right|^{2}+\left|\mathbf{g}_{s, i}\right|^{2}\right)}, \tag{4.40}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{i}=\frac{\left|\mathbf{h}_{i}^{\dagger} \phi_{j}\right|^{2}}{\frac{m}{P}+\theta\left|\mathbf{g}_{s, i}\right|^{2}} \tag{4.41}
\end{equation*}
$$

where $L_{i}$ and $U_{i}$ are random variables that depend on channel realizations. Conditioned on $P$, the denominators of $L_{i}$ and $U_{i}$ have Gamma distributions, which simplifies the analysis.

For $1 \leq i \leq n$, we have

$$
\begin{equation*}
L_{i} \leq \operatorname{SINR}_{i} \leq U_{i} \tag{4.42}
\end{equation*}
$$

Hence, for any channel realization,

$$
\begin{equation*}
L_{\max } \leq \max _{1 \leq i \leq n} \operatorname{SINR}_{i} \leq U_{\max } \tag{4.43}
\end{equation*}
$$

where $L_{\text {max }}=\max _{i} L_{i}$ and $U_{\text {max }}=\max _{i} U_{i}$. Therefore, the secondary throughput is bounded as follows:

$$
\begin{equation*}
m \mathbb{E}\left[\log \left(1+L_{\max }\right)\right] \leq \mathcal{R}_{b c} \leq m \mathbb{E}\left[\log \left(1+U_{\max }\right)\right] \tag{4.44}
\end{equation*}
$$

We study the lower and upper bounds given by (4.44), instead of directly analyzing $\mathcal{R}_{b c}$. Some useful properties of $L_{\max }$ and $U_{\max }$ are as follows.

Lemma 4.4.1 Conditioned on $P=\rho$,

$$
\begin{align*}
& P_{r}\left(\left.L_{\max } \geq b_{n}-\frac{\rho}{m} \log \log n \right\rvert\, P=\rho\right)=1-\Theta\left(\frac{1}{n}\right)  \tag{4.45}\\
& P_{r}\left(\left.U_{\max }<d_{n}+\frac{\rho}{m} \log \log n \right\rvert\, P=\rho\right)=1-\Theta\left(\frac{1}{\log n}\right),  \tag{4.46}\\
& \mathbb{E}\left[U_{\max } \left\lvert\, U_{\max }>d_{n}+\frac{\rho}{m} \log \log n\right., P=\rho\right]<O(n \log n), \tag{4.47}
\end{align*}
$$

[^9]where $b_{n}=\frac{\rho}{m} \log n-\frac{\rho\left(m+M_{p}-1\right)}{m} \log \log n+O(\log \log \log n)$ and $d_{n}=\frac{\rho}{m} \log n-\frac{\rho M_{p}}{m} \log \log n+$ $O(\log \log \log n)$.

## Proof See Section 4.7.3.

Based on the above two lemmas, we obtain the following results for the secondary throughput.

Theorem 4.4.2 Consider a secondary broadcast channel with $n$ users and an m-antenna base station with power constraint $P_{s}$. The secondary broadcast operates in the presence of a primary broadcast channel transmitting with power $P_{p}$ to $N_{p}$ users each with interference tolerance $\Gamma$. The secondary throughput satisfies:

$$
\begin{aligned}
& \mathcal{R}_{b c}>m \log (\Gamma \log n)-m \log \left(\tilde{\mu}_{1}+\frac{m \Gamma}{P_{s}}\right)+O\left(\frac{\log \log n}{\log n}\right), \\
& \mathcal{R}_{b c}<m \log (\Gamma \log n)-m \log \tilde{\mu}_{2}+O(1)
\end{aligned}
$$

where $\tilde{\mu}_{1}=\mathbb{E}\left[\max _{1 \leq i \leq N_{p}}\left|\mathbf{g}_{p, i}^{\dagger}\right|^{2}\right]$ and $\tilde{\mu}_{2}=\left(\mathbb{E}\left[1 / \max _{1 \leq i \leq N_{p}}\left|\mathbf{g}_{p, i}^{\dagger}\right|^{2}\right]\right)^{-1}$.

## Proof See Section 4.7.4.

Remark 4.4.2 The result above states that $\mathcal{R}_{b c}=m \log \log n+O(1)$, thus

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mathcal{R}_{b c}}{\mathcal{R}_{b c, w / o}^{o p t}}=1 \tag{4.48}
\end{equation*}
$$

where $\mathcal{R}_{b c, w / o}^{\text {opt }}$ is the maximum throughput of the secondary broadcast channel in the absence of the primary system. Therefore, the achieved throughput is asymptotically optimal, because we always have $\mathcal{R}_{b c} \leq \mathcal{R}_{b c, w / o}^{\text {opt }}$. Thus, we have a positive result: The growth rate of the secondary throughput is unaffected by the constraints and interference imposed by the primary, as long as each primary user tolerates some fixed interference $\Gamma$.

The above results naturally lead to the question: How small can we make the interference on the primary, while still having a secondary throughput that grows as $\Theta(\log \log n)$. We find that $\Gamma$, the interference on each primary user, can asymptotically go to zero, as shown by the next corollary.

Corollary 4.4.3 Assuming the interference on each primary user is bounded as $\Theta\left((\log n)^{-q}\right)$, the secondary throughput satisfies:

$$
\begin{equation*}
\mathcal{R}_{b c}=(1-q) m \log \log n+O(1) \tag{4.49}
\end{equation*}
$$

where $0<q<1$.

Remark 4.4.3 This result sheds lights on the tradeoff between two goals of a cognitive radio system: High throughput for the secondary and low interference on the primary. For primary interference reduction up to $\Theta\left((\log \log n)^{-1}\right)$, one can verify that $\mathcal{R}_{b c}=m \log \log n-$ $m \log \log \log n+O(1)$, which still achieves the double logarithmic growth rate for secondary throughput. It is possible to reduce the interference faster than $\Theta\left((\log n)^{-1}\right)$, but this will make $\mathcal{R}_{b c}=o(\log \log n)$.

Remark 4.4.4 It can be shown that the growth rate of the secondary throughput does not depend on the transmit covariance $Q_{p}$ of the primary . To see this, we decompose $Q_{p}=$ $U \Lambda U^{\dagger}$, where $U$ is an unitary matrix and $\Lambda=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{M}\right), 0<\lambda_{1} \leq \cdots \leq \lambda_{M}<P_{p}$. From (4.34), we have $\mathbf{g}_{s, i}^{\dagger} Q_{p} \mathbf{g}_{s, i}=\tilde{\mathbf{g}}_{s, i}^{\dagger} \Lambda \tilde{\mathbf{g}}_{s, i}$, where $\tilde{\mathbf{g}}_{s, i}=U^{\dagger} \mathbf{g}_{s, i}$ has the same distribution as $\mathbf{g}_{s, i}$ [21]. Therefore, $\lambda_{1}\left|\tilde{\mathbf{g}}_{s, i}\right|^{2} \leq \mathbf{g}_{s, i}^{\dagger} Q_{p} \mathbf{g}_{s, i} \leq \lambda_{M}\left|\tilde{\mathbf{g}}_{s, i}\right|^{2}$. With the exception of a slightly different definition of $\theta$, the analysis for $Q_{p}=I$ will follow.

## Secondary Broadcast with Primary MAC

The analysis of this case closely parallels the analysis of the primary broadcast. The secondary transmit power is given by

$$
\begin{equation*}
P=\min \left(\frac{m \Gamma}{\left|\mathbf{g}_{p, 1}^{\dagger}\right|^{2}}, \cdots, \frac{m \Gamma}{\left|\mathbf{g}_{p, M_{p}}^{\dagger}\right|^{2}}, P_{s}\right) \tag{4.50}
\end{equation*}
$$

where $\mathbf{g}_{p, \ell}^{\dagger}$ is the row $\ell$ of $\mathbf{G}_{p}$. The MAC primary system produces power $N_{p} \rho_{p}$ and has $M_{p}$ interference constraints. From the viewpoint of the secondary, this is all the information that is needed. Therefore the analysis of Theorem 4.4.2 can be essentially repeated to obtain the following result.

Theorem 4.4.4 Consider a secondary broadcast channel with $n$ users and an m-antenna base station with power constraint $P_{s}$. The secondary broadcast operates in the presence of a primary MAC where each user transmits with power $\rho_{p}$ to an $M_{p}$-antenna base station with interference tolerance $\Gamma$ on each antenna. The secondary throughput satisfies:

$$
\begin{aligned}
& \mathcal{R}_{b c}>m \log (\Gamma \log n)-m \log \left(\tilde{\mu}_{3}+\frac{m \Gamma}{P_{s}}\right)+O\left(\frac{\log \log n}{\log n}\right) \\
& \mathcal{R}_{b c}<m \log (\Gamma \log n)-m \log \tilde{\mu}_{4}+O(1)
\end{aligned}
$$

where $\tilde{\mu}_{3}=\mathbb{E}\left[\max _{1 \leq i \leq M_{p}}\left|\mathbf{g}_{p, i}^{\dagger}\right|^{2}\right]$ and $\tilde{\mu}_{4}=\left(\mathbb{E}\left[1 / \max _{1 \leq i \leq M_{p}}\left|\mathbf{g}_{p, i}^{\dagger}\right|^{2}\right]\right)^{-1}$.

Remark 4.4.5 Theorem 4.4.2 and Theorem 4.4.4 can be extended to a scenario where each primary (secondary) user has multiple antennas via regarding each primary and secondary antenna as a virtual user. Using analysis similar to the single-antenna case, the secondary broadcast channel can be shown to achieve a throughput scaling as $m \log \log n$ (thus optimal). The details are straightforward and are therefore omitted for brevity.

Similar to Corollary 4.4.3, we can also obtain the tradeoff between the primary interference reduction and the secondary throughput enhancement as follows. All the remarks following Corollary 4.4.3 apply to the present case as well.

Corollary 4.4.5 Assuming the interference on each antenna of the primary base station is bounded as $\Theta\left((\log n)^{-q}\right)$, the secondary throughput satisfies:

$$
\begin{equation*}
\mathcal{R}_{b c}=(1-q) m \log \log n+O(1) \tag{4.51}
\end{equation*}
$$

where $0<q<1$.

### 4.5 Capacity Scaling under Path Loss and Shadowing

The results so far were developed assuming all fading channels obey the same distribution, i.e., for a homogeneous network. In this section, we generalize our results by allowing different users to experience varying path loss and shadowing. We consider the combined effect of
path loss and shadowing as a multiplicative factor on the channel gain. The probabilistic behavior of this multiplicative factor can in general be complicated because it depends on the spatial distribution of users, whose randomness will induce a distribution on path loss, as well as the composition of the terrain. However, certain assumptions can be made about it from first principles. We assume the support of the probability density of path loss and shadowing is positive ${ }^{6}$ and bounded. This is equivalent to saying that the distance between nodes cannot be arbitrarily large or arbitrarily small, and that shadowing attenuates but is not a perfect isolator of emissions [45]. Conditioned on a realization of path loss and shadowing, the resulting fading coefficient is assumed to be a Rayleigh random variable whose variance is determined by the value of path loss and shadowing.

In this section we concentrate on a broadcast primary. Similar results hold with little variation for the primary MAC channel, and are omitted for brevity.

Our basic idea of characterizing the secondary throughput in the presence of path loss and shadowing is as follows. We find an upper (lower) bound on the secondary throughput by constructing a homogeneous network whose throughput is no larger (smaller) than the throughput under any realization of path loss and shadowing. The throughput of the homogeneous networks that bound our performance follows the analysis of previous sections. We then show the scaling of the throughput lower and upper bounds are identical.

### 4.5.1 Secondary MAC

A homogeneous secondary MAC channel with cross link variance $\nu$ and secondary link variance $\mu$ can be shown, using methods of the previous sections, to have a throughput charac-

[^10]terized by:
\[

$$
\begin{align*}
\mathcal{R}_{\text {mac }}^{i i d}(\nu, \mu, n) \geq & \frac{m}{N_{p}+1} \log n+\frac{1}{N_{p}+1} \log \left(\rho_{s}\left(\frac{\Gamma}{\nu}\right)^{N_{p}}\right)+\log \mu \\
& \quad-m \log \left(1+P_{p}\right)+O\left(n^{-\frac{1}{N_{p}+1}} \log n\right) \\
\mathcal{R}_{\text {mac }}^{i i d}(\nu, \mu, n) \leq & \frac{m}{N_{p}+1} \log n+\frac{1}{N_{p}+1} \log \left(\rho_{s}\left(\frac{\Gamma}{\nu}\right)^{N_{p}}\right)+\log \mu \\
& \quad-\mathcal{R}_{I}+O\left(n^{-\frac{1}{N_{p}+1}} \log n\right) \tag{4.52}
\end{align*}
$$
\]

Now, consider a heterogeneous network where path loss and shadowing of the nodes vary according to a distribution with positive and bounded support. Then, conditioned on the path loss and shadowing, the channel coefficient from the secondary user $i$ to the primary user $j$ is $\mathcal{C N}\left(0, \sigma_{j i}^{2}\right)$, and from the secondary user $i$ to all the co-located secondary base station antennas is $\mathcal{C N}\left(0, \sigma_{s i}^{2}\right)$, while all other channel coefficients are i.i.d. $\mathcal{C N}(0,1)$. Let $X=\left\{\sigma_{j i}^{2}, \sigma_{s i}^{2}, 1 \leq j \leq N, 1 \leq i \leq n\right\}$, the set of all random channel variances. The positivity and boundedness assumptions for the support of the path loss distribution are formalized by $0<\nu_{1} \leq \sigma_{j i}^{2} \leq \nu_{2}$ and $0<\mu_{1} \leq \sigma_{s i}^{2} \leq \mu_{2}$.

We now outline an argument based on the intuition that the secondary throughput increases or at worst stays the same if one secondary link improves, and that the secondary throughput does not increase if one cross link gets stronger. To make this argument precise, the cross-link variance $\sigma_{j i}^{2}$ can be absorbed into the interference constraint $\Gamma$, resulting in an equivalent cross link with unit variance and interference constraint $\frac{\Gamma}{\sigma_{j i}^{2}}$. So a stronger cross link is equivalent to a stricter interference constraint, therefore the secondary throughput is non-increasing in $\sigma_{j i}^{2}$. Similarly, the secondary link variance $\sigma_{j}^{2}$ can be absorbed into the secondary transmit power for the secondary throughput calculation, leading to an effective transmit power $\sigma_{j}^{2} \rho_{s}$ over a link of unit variance. Thus, the throughput is non-decreasing with $\sigma_{j}^{2}$.

Based on the above argument, we always have $\mathcal{R}_{\text {mac }} \geq \mathcal{R}_{\text {mac }}^{i i d}\left(\nu_{2}, \mu_{1}, n\right)$ and $\mathcal{R}_{\text {mac }} \leq$ $\mathcal{R}_{\text {mac }}^{i i d}\left(\nu_{1}, \mu_{2}, n\right)$, because $\nu_{1} \leq \sigma_{j i}^{2} \leq \nu_{2}$ and $\mu_{1} \leq \sigma_{s i}^{2} \leq \mu_{1}$ for any realization of $X$. Therefore,

$$
\begin{equation*}
\mathbb{E}\left[\mathcal{R}_{m a c}\right] \geq \mathcal{R}_{m a c}^{i i d}\left(\nu_{2}, \mu_{1}, n\right), \tag{4.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[\mathcal{R}_{\text {mac }}\right] \leq \mathcal{R}_{\text {mac }}^{i i d}\left(\nu_{1}, \mu_{2}, n\right) \tag{4.54}
\end{equation*}
$$

From (4.52), we conclude that the growth rate of our proposed technique under path loss and shadowing is $\frac{m}{N+1} \log n+O(1)$.

However, this has not fully settled the capacity question, because the upper bound was calculated only under a specific scheme. A stronger upper bound is obtained by noting that for any transmission scheme, the throughput of the heterogenous network is smaller than the throughput of the homogeneous network with cross link variance $\nu_{1}$ and secondary link variance $\mu_{2}$. The latter throughput can be shown, following the analysis of Theorem 4.3.5, to be upper bounded by $\frac{m}{N+1} \log n+O(\log \log n)$.

Thus, we have lower and upper bounds whose order matches, and we have the following result.

Theorem 4.5.1 Consider a secondary MAC channel with $n$ users, $m$ antennas at the base station, and power constraint $\rho_{s}$, in the presence of a primary that broadcasts with power constraint $P_{p}$ to $N$ users with interference constraint $\Gamma$. The users are randomly located resulting in path loss and shadowing coefficients whose combined effect can be characterized by a random variable whose support is over a strictly positive bounded interval, then:

$$
\begin{equation*}
\frac{m}{N_{p}+1} \log n+O(1) \leq \mathbb{E}\left[\mathcal{R}_{m a c}^{\text {opt }}\right] \leq \frac{m}{N_{p}+1} \log n+O(\log \log n) \tag{4.55}
\end{equation*}
$$

Therefore, the throughput grows with $\frac{m}{N_{p}+1} \log n$.

### 4.5.2 Secondary Broadcast

Now, we consider a secondary broadcast channel. A homogeneous secondary broadcast channel with primary-to-secondary channel variance $\nu$ and secondary link variance $\mu$ can be shown to have a throughput

$$
\begin{equation*}
\mathcal{R}_{b c}^{i i d}(\nu, \mu, n)=m \log (\mu \Gamma \log n)+O(1) . \tag{4.56}
\end{equation*}
$$

Consider the channel coefficient from all the co-located secondary base-station antennas to the secondary user $i$ to be $\mathcal{C N}\left(0, \sigma_{i}^{2}\right)$, and the primary to the secondary user $i$ to be $\mathcal{C N}\left(0, \sigma_{p i}^{2}\right)$, while all other channel coefficients are i.i.d. $\mathcal{C N}(0,1)$. Let $X=\left\{\sigma_{i}^{2}, \sigma_{p i}^{2}, 1 \leq i \leq\right.$ $n\}$, where $0<\mu_{3} \leq \sigma_{i}^{2} \leq \mu_{4}$ and $0<\nu_{3} \leq \sigma_{p i}^{2} \leq \nu_{4}$.

Similar to the argument for cognitive MAC channel, $\mathcal{R}_{b c}$ decreases with $\sigma_{p i}^{2}$ but increases with $\sigma_{i}^{2}$. Therefore, we have

$$
\begin{equation*}
\mathcal{R}_{b c}^{i i d}\left(\nu_{4}, \mu_{3}, n\right) \leq \mathbb{E}_{X}\left[\mathcal{R}_{b c}\right] \leq \mathcal{R}_{b c}^{i i d}\left(\nu_{3}, \mu_{4}, n\right) \tag{4.57}
\end{equation*}
$$

Thus, in the presence of path loss and shadowing, we have the following result.

Theorem 4.5.2 Consider a secondary broadcast channel with $n$ users, $m$ antennas at the base station, and power constraint $\rho_{s}$, in the presence of a primary that broadcasts with power constraint $P_{p}$ to $N$ users with interference constraint $\Gamma$. The users are randomly located resulting in path loss and shadowing coefficients whose combined effect can be characterized with a random variable whose support is over a strictly positive bounded interval, then:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[\mathcal{R}_{b c}^{\text {opt }}\right]}{m \log \log n}=1 \tag{4.58}
\end{equation*}
$$

Remark 4.5.1 The heterogeneity of the following channels does not affect the throughput growth rate in a straightforward manner, thus it is not considered in the above analysis: (1) For the secondary MAC channel, the cross channel between the primary and secondary base-stations, whose variance only affects the interference on the secondary (independent of $n$ ), and (2) for the secondary broadcast channel, the cross channel from the secondary basestation to the primary, which only affects the secondary transmit power that is once again independent of $n$.

### 4.6 Numerical Results

In this section, we concentrate on numerical results in the presence of the primary broadcast channel and the results in the presence of the primary MAC channel are similar thus omitted.


Figure 4.3. Secondary MAC: Throughput versus user number $(\Gamma=2)$

For all simulations, we consider: $P_{p}=P_{s}=\rho_{s}=5$, the secondary base station has $m=4$ antennas, and the primary base station has $M_{p}=2$ antennas and the number of primary users is $N_{p}=2$.

Figure 4.3 illustrates the secondary throughput given by Theorem 4.3.1. The allowable interference power on each primary user is $\Gamma=2$. The slope of the throughput curve is discontinuous at some points, because the allowable number of active secondary users must be an integer $\left\lfloor k_{s}\right\rfloor$ (also see Eq.(4.18)). As mentioned earlier, the floor operation does not affect the asymptotic results. Figure 4.4 presents the tradeoff between the tightness of the primary constraints and the secondary throughput, as shown by Corollary 4.3.2. The interference power constraint $\Gamma$ is $2 n^{-q}$ for $q=0.1$ and 0.2 respectively. As expected, for $q=0.2$ the interference on primary decreases faster than $q=0.1$ and the secondary throughput increases more slowly.


Figure 4.4. Secondary MAC: Throughput versus user number $\left(\Gamma=2 n^{-q}\right)$

Figure 4.5 shows the secondary throughput versus the number of secondary users in the presence of the primary broadcast channel (Theorem 4.4.2), where the interference power is $\Gamma=2$. In Figure 4.6, we show the tradeoff between the secondary throughput and the interference on the primary, as described in Corollary 4.4.3. We set $\Gamma$ to decline as $2(\log n)^{-q}$, for $q=0.5$ and $q=0.8$, respectively. Clearly, for $q=0.5$, the interference power decreases faster than $q=0.8$, while the secondary throughput increases more slowly.

### 4.7 Proof of Theorem and Lemma

### 4.7.1 Proof of Theorem 4.3.1

We rewrite (4.10) as

$$
\begin{equation*}
R_{m a c}=\log \operatorname{det}\left(I+\mathbf{H}(\mathcal{S}) Q_{s} \mathbf{H}^{\dagger}(\mathcal{S})\left(I+\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right)^{-1}\right) \tag{4.59}
\end{equation*}
$$



Figure 4.5. Secondary broadcast: Throughput versus user number $(\Gamma=2)$


Figure 4.6. Secondary broadcast: Throughput versus user number $\left(\Gamma=2(\log n)^{-q}\right)$

The secondary throughput is calculated by averaging the instant rate $R_{m a c}$ over all channel realizations, i.e., $\mathbf{H}$ and $\mathbf{G}_{s}$, thus

$$
\begin{align*}
\mathcal{R}_{m a c} & =\mathbb{E}_{\mathbf{H}}\left[\mathbb{E}_{\mathbf{G}_{s}}\left[R_{m a c} \mid \mathbf{H}\right]\right] \\
& =\mathbb{E}_{\mathbf{H}}\left[\mathbb{E}_{\mathbf{G}_{s}}\left[\log \operatorname{det}\left(I+\mathbf{H}(\mathcal{S}) Q_{s} \mathbf{H}^{\dagger}(\mathcal{S}) \times\left(I+\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right)^{-1}\right)\right]\right] . \tag{4.60}
\end{align*}
$$

Because for any positive definite matrix $A$ and $B$, the function $\log \operatorname{det}\left(I+A B^{-1}\right)$ is convex in $B$ [46, Lemma II.3], we apply the Jensen inequality on the right hand side of the inequality (4.60), i.e., taking expectation with respect to $\mathbf{G}_{s}$

$$
\begin{align*}
\mathcal{R}_{\text {mac }} & >\mathbb{E}_{\mathbf{H}}\left[\log \operatorname{det}\left(I+\mathbf{H}(\mathcal{S}) Q_{s} \mathbf{H}^{\dagger}(\mathcal{S}) \times\left(I+\mathbb{E}\left[\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right]\right)^{-1}\right)\right]  \tag{4.61}\\
& =\mathbb{E}_{\mathbf{H}}\left[\log \operatorname{det}\left(I+\frac{\rho_{s}}{1+P_{p}} \mathbf{H}(\mathcal{S}) \mathbf{H}^{\dagger}(\mathcal{S})\right)\right] \tag{4.62}
\end{align*}
$$

where in (4.62) we use the facts that $Q_{p}=P_{p} I / M$ and $\mathbb{E}\left[\mathbf{G}_{s} \mathbf{G}_{s}^{\dagger}\right]=M_{p} I_{m}$ since each entry of $\mathbf{G}_{s}$ is i.i.d. $\mathcal{C N}(0,1)$.

Now we bound the right hand side of (4.62). Recall that $|\mathcal{A}|$ and $|\mathcal{S}|$ are the random number of eligible users and active users, respectively. By the Chebychev inequality, for any $\epsilon>0$, we have

$$
\begin{align*}
P_{r}\left(|\mathcal{A}|>(1-\epsilon) \bar{k}_{s}\right) & >1-\frac{1-p}{\epsilon^{2} n p}  \tag{4.63}\\
& =1-O\left(\bar{k}_{s}^{-1}\right) \tag{4.64}
\end{align*}
$$

where in the above we use the fact $\bar{k}_{s}=n p$. Then, we expand (4.62) based the event $\left\{|\mathcal{A}|>(1-\epsilon) \bar{k}_{s}\right\}$ and its complement, and discard the non-negative term associated with its complement:

$$
\begin{align*}
& \mathcal{R}_{m a c} \\
& >\mathbb{E}\left[\left.\log \operatorname{det}\left(I+\frac{\rho_{s}}{1+P_{p}} \mathbf{H}(\mathcal{S}) \mathbf{H}^{\dagger}(\mathcal{S})\right)| | \mathcal{A} \right\rvert\,>(1-\epsilon) \bar{k}_{s}\right] \times P_{r}\left(|\mathcal{A}|>(1-\epsilon) \bar{k}_{s}\right)  \tag{4.65}\\
& \geq \mathbb{E}\left[\left.\log \operatorname{det}\left(I+\frac{\rho_{s}}{1+P_{p}} \mathbf{H}(\mathcal{S}) \mathbf{H}^{\dagger}(\mathcal{S})\right)| | \mathcal{A} \right\rvert\,=(1-\epsilon) \bar{k}_{s}\right] \times\left(1-O\left(\bar{k}_{s}^{-1}\right)\right)  \tag{4.66}\\
& =\mathbb{E}\left[\left.\log \operatorname{det}\left(I+\frac{\rho_{s}}{1+P_{p}} \mathbf{H}(\mathcal{S}) \mathbf{H}^{\dagger}(\mathcal{S})\right)| | \mathcal{S} \right\rvert\,=(1-\epsilon) \bar{k}_{s}\right] \times\left(1-O\left(\bar{k}_{s}^{-1}\right)\right), \tag{4.67}
\end{align*}
$$

where in the inequality (4.66), we apply the result in (4.64) and the fact that the conditional expectation of the right hand side of (4.65) is non-decreasing in $|\mathcal{A}|$. Since $|\mathcal{S}|=(1-\epsilon) \bar{k}_{s}$ in case of $|\mathcal{A}|=(1-\epsilon) \bar{k}_{s}$, then we obtain (4.67) due to the throughput depending on $|\mathcal{A}|$ via the size of $\mathcal{S}$.

Recall that each entry of $\mathbf{H}(\mathcal{S})$ is i.i.d. $\mathcal{C N}(0,1)$. Conditioned on $|\mathcal{S}|=(1-\epsilon) \bar{k}_{s}$, $\mathbf{H}(\mathcal{S}) \mathbf{H}^{\dagger}(\mathcal{S})$ is a Wishart Matrix with degrees of freedom $(1-\epsilon) \bar{k}_{s}$, we have [47, Lemma A ]

$$
\begin{align*}
\mathcal{R}_{\text {mac }} & >\left(m \log \left(1+\frac{(1-\epsilon) \rho_{s} \bar{k}_{s}}{1+P_{p}}\right)+O\left(\bar{k}_{s}^{-1}\right)\right) \times\left(1-O\left(\bar{k}_{s}^{-1}\right)\right)  \tag{4.68}\\
& =m \log \left(1+P_{p}+(1-\epsilon) \rho_{s} \bar{k}_{s}\right)+O\left(\frac{\log \bar{k}_{s}}{\bar{k}_{s}}\right)-m \log \left(1+P_{p}\right)  \tag{4.69}\\
& =m \log \rho_{s} \bar{k}_{s}+m \log (1-\epsilon)-m \log \left(1+P_{p}\right)+O\left(\frac{\log \bar{k}_{s}}{\bar{k}_{s}}\right) \tag{4.70}
\end{align*}
$$

where in (4.70) we use the identity $\log (x+y)=\log x+\log (1+y / x)$, for $x, y>0$. Since the strict inequality (4.70) holds for any $\epsilon>0$, thus $\log (1-\epsilon)<0$ but can be arbitrarily close to zero, by the definition of inequality we have

$$
\begin{equation*}
\mathcal{R}_{\text {mac }} \geq m \log \rho_{s} \bar{k}_{s}-m \log \left(1+P_{p}\right)+O\left(\frac{\log \bar{k}_{s}}{\bar{k}_{s}}\right) \tag{4.71}
\end{equation*}
$$

Now we find an upper bound for $\mathcal{R}_{\text {mac }}$. For convenience, we denote (see (4.10))

$$
\begin{equation*}
R_{m a c, 0}=\log \operatorname{det}\left(I+\rho_{s} \mathbf{H}(\mathcal{S}) \mathbf{H}^{\dagger}(\mathcal{S})+\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right) \tag{4.72}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{I}=\log \operatorname{det}\left(I+\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right) \tag{4.73}
\end{equation*}
$$

So the throughput can be written as

$$
\begin{equation*}
\mathcal{R}_{m a c}=\mathbb{E}\left[R_{m a c, 0}\right]-\mathbb{E}\left[R_{I}\right] \tag{4.74}
\end{equation*}
$$

Using the inequality $\operatorname{det}(A) \leq(\operatorname{tr}(A) / k))^{k}$ [17, p. 680], where $A$ is a $k \times k$ positive definite matrix, $R_{m a c, 0}$ is bounded by

$$
\begin{equation*}
R_{m a c, 0} \leq m \log \left(1+\frac{1}{m} \operatorname{tr}\left(\rho_{s} \mathbf{H}(\mathcal{S}) \mathbf{H}^{\dagger}(\mathcal{S})+\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right)\right) \tag{4.75}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\mathbb{E}\left[R_{m a c, 0}\right] & \leq m \mathbb{E}\left[\log \left(1+\frac{1}{m} \operatorname{tr}\left(\rho_{s} \mathbf{H}(\mathcal{S}) \mathbf{H}^{\dagger}(\mathcal{S})+\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right)\right)\right]  \tag{4.76}\\
& \leq m \log \left(1+\frac{\rho_{s}}{m} \mathbb{E}\left[\operatorname{tr}\left(\mathbf{H}(\mathcal{S}) \mathbf{H}^{\dagger}(\mathcal{S})\right)\right]+\frac{1}{m} \mathbb{E}\left[\operatorname{tr}\left(\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right)\right]\right)  \tag{4.77}\\
& \leq m \log \left(1+\rho_{s} \bar{k}_{s}+P_{p}\right) \tag{4.78}
\end{align*}
$$

where (4.77) uses the Jensen inequality. To obtain the inequality (4.78), we use the facts that $\mathbb{E}\left[\operatorname{tr}\left(\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right)\right]=P_{p}$ by substituting $Q_{p}$ given by (4.8) as well as $\mathbb{E}\left[\operatorname{tr}\left(\mathbf{H}(\mathcal{S}) \mathbf{H}^{\dagger}(\mathcal{S})\right)\right] \leq m \bar{k}_{s}$ due to $|\mathcal{S}| \leq \bar{k}_{s}$.

Now we lower bound the second term in (4.74). From [48, Theorem 1], we have

$$
\begin{align*}
\mathbb{E}\left[R_{I}\right] & \geq m_{\min } \log \left(1+\frac{P_{p}}{M_{p}} \exp \left(\frac{1}{m_{\min }} \sum_{j=1}^{m_{\min }} \sum_{i=1}^{m_{\max }-j} \frac{1}{i}-\gamma\right)\right) \\
& \triangleq \mathcal{R}_{I} \tag{4.79}
\end{align*}
$$

where $m_{\text {min }}=\min \left(m, M_{p}\right), m_{\max }=\max \left(m, M_{p}\right)$ and $\gamma$ is the Euler's constant. Notice that $\mathcal{R}_{I}$ is a finite constant independent of $n$ and $\Gamma$.

Combining (4.78) and (4.79), we have

$$
\begin{equation*}
\mathcal{R}_{m a c} \leq m \log \left(1+\rho_{s} \bar{k}_{s}+P_{p}\right)-\mathcal{R}_{I} \tag{4.80}
\end{equation*}
$$

Finally, substituting $\bar{k}_{s}$ given by (4.19) and noting that $\bar{k}_{s}=\Theta\left(n^{\frac{1}{N_{p}+1}}\right)$, we have

$$
\begin{align*}
& \mathcal{R}_{\text {mac }} \geq \frac{m}{N_{p}+1} \log n+\frac{1}{N_{p}+1} \log \left(\rho_{s} \Gamma^{N_{p}}\right)-m \log \left(1+P_{p}\right)+O\left(n^{-\frac{1}{N_{p}+1}} \log n\right)  \tag{4.81}\\
& \mathcal{R}_{\text {mac }} \leq \frac{m}{N_{p}+1} \log n+\frac{1}{N_{p}+1} \log \left(\rho_{s} \Gamma^{N_{p}}\right)-\mathcal{R}_{I}+O\left(n^{-\frac{1}{N_{p}+1}}\right) \tag{4.82}
\end{align*}
$$

where we use the identity $\log (x+y)=\log x+\log (1+y / x)$, for $x, y>0$, in the above inequalities. This completes the proof.

Remark 4.7.1 The primary transmit covariance matrix $Q_{p}$ can be arbitrary and does not affect the growth rate of $\mathcal{R}_{\text {mac }}$. For any $Q_{p}$, we have $Q_{p}=U \Lambda U^{\dagger}$, where $U$ is an unitary and $\Lambda=\operatorname{diag}\left[\lambda_{1}, \cdots, \lambda_{M}\right]$. For the lower bound, in (4.61) we have $\mathbb{E}\left[\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right]=$
$\mathbb{E}\left[\mathbf{G}_{s} U \Lambda U^{\dagger} \mathbf{G}_{s}^{\dagger}\right]=\mathbb{E}\left[\mathbf{G}_{s 1} \Lambda \mathbf{G}_{s 1}^{\dagger}\right]$, where each entry of $\mathbf{G}_{s 1}$ is still i.i.d. $\mathcal{C N}(0,1)$ [21]. Let $\mathbf{g}_{i}$ be the column $i$ of $\mathbf{G}_{s 1}$, then $\mathbb{E}\left[\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right]=\mathbb{E}\left[\sum_{i=1}^{M} \lambda_{i} \mathbf{g}_{i} \mathbf{g}_{i}^{\dagger}\right]=\sum_{i=1}^{M} \lambda_{i} I_{m}$. Since $\operatorname{tr}\left(Q_{p}\right)=P_{p}$, $\sum_{i=1}^{M} \lambda_{i}=P_{p}$, which yields the same bound as (4.62), and the same development of the lower bound. For the upper bound, we note that in (4.77) $\mathbb{E}\left[\operatorname{tr}\left(\mathbf{G}_{s} Q_{p} \mathbf{G}_{s}^{\dagger}\right)\right]=\operatorname{tr}\left(\mathbb{E}\left[\mathbf{G}_{s 1} \Lambda \mathbf{G}_{s 1}^{\dagger}\right]\right)=$ $\sum_{i=1}^{M} \lambda_{i} \operatorname{tr}\left(I_{m}\right)=m P_{p}$, which yields the same bound (4.78) and thus the development of the upper bound.

### 4.7.2 Proof of Theorem 4.3.5

We develop an upper bound for the secondary throughput in the presence of the primary broadcast only; the development is similar in the presence of the primary MAC and thus is omitted. We consider an arbitrary active user set $\mathcal{S}$ and transmit covariance matrix given by (4.4), such that the interference constraints on the primary are satisfied.

By removing the interference from the primary to the secondary, the secondary throughput is enlarged. Then, starting from (4.10) and using the inequality $\operatorname{det}(A) \leq(\operatorname{tr}(A) / k)^{k}[17$, p. 680], where $A_{k \times k}$ is a positive definite matrix, we have

$$
\begin{equation*}
R_{m a c} \leq m \log \left(1+\frac{1}{m} \operatorname{tr}\left(\mathbf{H}(\mathcal{S}) Q_{s} \mathbf{H}^{\dagger}(\mathcal{S})\right)\right) \tag{4.83}
\end{equation*}
$$

Let $\mathbf{h}_{i}$ be the $m \times 1$ vector of channel coefficients from the secondary user $i(i \in \mathcal{S})$ to the secondary base station, corresponding to a certain column of $\mathbf{H}(\mathcal{S})$. Since $Q_{s}$ is diagonal, we have

$$
\begin{align*}
\operatorname{tr}\left(\mathbf{H}(\mathcal{S}) Q_{s} \mathbf{H}^{\dagger}(\mathcal{S})\right) & =\sum_{i \in \mathcal{S}} \rho_{i} \operatorname{tr}\left(\mathbf{h}_{i} \mathbf{h}_{i}^{\dagger}\right)  \tag{4.84}\\
& =\sum_{i \in \mathcal{S}} \rho_{i}\left|\mathbf{h}_{i}\right|^{2}  \tag{4.85}\\
& \leq \max _{i \in \mathcal{S}}\left|\mathbf{h}_{i}\right|^{2} \sum_{i \in \mathcal{S}} \rho_{i}  \tag{4.86}\\
& \leq \max _{1 \leq i \leq n}\left|\mathbf{h}_{i}\right|^{2} \sum_{i \in \mathcal{S}} \rho_{i} \tag{4.87}
\end{align*}
$$

where $\rho_{i}$ is the transmit power of the secondary user $i$. Let

$$
\begin{equation*}
P_{\text {sum }}=\sum_{i \in \mathcal{S}} \rho_{i}, \tag{4.88}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{\max }=\max _{1 \leq i \leq n}\left|\mathbf{h}_{i}\right|^{2} . \tag{4.89}
\end{equation*}
$$

We can rewrite the right hand side of (4.83) as

$$
\begin{equation*}
R_{m a c} \leq m \log \left(1+\frac{1}{m} h_{\max } P_{\text {sum }}\right) \tag{4.90}
\end{equation*}
$$

We first bound $P_{\text {sum }}$ and formulate an optimization as:

$$
\begin{gather*}
\max _{\mathcal{S},\left\{\rho_{i}\right\}} P_{\text {sum }} \\
\text { subject to: } \rho_{i} \leq \rho_{s} \text { for } i \in \mathcal{S} \\
{\left[\mathbf{G}_{p} Q_{s} \mathbf{G}_{p}^{\dagger}\right]_{\ell, \ell} \leq \Gamma \text { for } 1 \leq \ell \leq N_{p}} \tag{4.91}
\end{gather*}
$$

which is a standard linear programming, and the solution is denoted by $P_{\text {sum }}^{*}$. Then, $P_{\text {sum }}^{*}$ is the maximum total transmit power, depending on the channel realizations for each transmission.

Subject to the interference constraints on the primary, the user selection and power allocation are coupled, and a direct analysis is difficult. Instead, we will find an upper bound for $P_{\text {sum }}^{*}$. Notice that the total interference (on all primary users) caused by the secondary user $i$ is $\rho_{i}\left|\mathbf{g}_{p, i}\right|^{2}$, where $\mathbf{g}_{p, i}$ is the vector of channel coefficients from the secondary $i$ to all $N_{p}$ primary users. We relax the set of individual interference constraints in (4.91) with a single sum interference constraint:

$$
\begin{equation*}
\sum_{i \in \mathcal{S}} \rho_{i}\left|\mathbf{g}_{p, i}\right|^{2} \leq N_{p} \Gamma . \tag{4.92}
\end{equation*}
$$

Notice that $\mathbf{g}_{p, i}$ corresponds to a certain column in $\mathbf{G}_{p}$.
Order the cross channel gains $\left\{\left|\mathbf{g}_{p, i}\right|^{2}\right\}_{i=1}^{n}$ of all the secondary users and denote the ordered cross channel gains by

$$
\begin{equation*}
\left|\tilde{\mathbf{g}}_{p, 1}\right|^{2} \leq\left|\tilde{\mathbf{g}}_{p, 2}\right|^{2} \leq \cdots \leq\left|\tilde{\mathbf{g}}_{p, n}\right|^{2} \tag{4.93}
\end{equation*}
$$

Then, we further relax the sum interference constraint (4.92) by replacing $\left\{\left|\mathbf{g}_{p, i}\right|^{2}\right\}_{i \in \mathcal{S}}$ with the first $|\mathcal{S}|$ smallest cross channel gains $\left\{\left|\tilde{\mathbf{g}}_{p, i}\right|^{2}\right\}_{i=1}^{|\mathcal{S}|}$. Thus, we have:

$$
\begin{gather*}
\max _{\mathcal{S},\left\{\rho_{i}\right\}} P_{\text {sum }} \\
\text { subject to: } \sum_{i=1}^{|\mathcal{S}|} \rho_{i}\left|\tilde{\mathbf{g}}_{p, i}\right|^{2} \leq N_{p} \Gamma \\
\rho_{i} \leq \rho_{s} \text { for } 1 \leq i \leq|\mathcal{S}| . \tag{4.94}
\end{gather*}
$$

For any channel realization, the solution for the above problem, denoted by $P_{\text {sum, } 1}^{*}$, is always greater than, or equal to $P_{\text {sum }}^{*}$. Notice that $P_{\text {sum }, 1}^{*}$ is also a random variable. Since $\left\{\left|\tilde{\mathbf{g}}_{p, i}\right|^{2}\right\}$ is non-decreasing in $i$, the set of $\left\{\rho_{i}\right\}$ that achieves $P_{\text {sum }, 1}^{*}$ satisfies $\rho_{i} \geq \rho_{j}$, for $i \leq j$. In other words, we have $\rho_{i}=\rho_{s}$, for $i=1$ to $|\mathcal{S}|-1$, and $\rho_{i} \leq \rho_{s}$, for $i=|\mathcal{S}|$.

Let $S_{\text {max }}$ be the maximum value of $|\mathcal{S}|$ that satisfies the constraint

$$
\begin{equation*}
\rho_{s} \sum_{i=1}^{|\mathcal{S}|-1}\left|\tilde{\mathbf{g}}_{p, i}\right|^{2} \leq N_{p} \Gamma \tag{4.95}
\end{equation*}
$$

We have

$$
\begin{equation*}
P_{\text {sum }, 1}^{*} \leq \rho_{s} S_{\max } \tag{4.96}
\end{equation*}
$$

where in (4.96) we have an inequality because the constraint (4.95) is relaxed by discarding $\rho_{|\mathcal{S}|}$ compared to the interference constraint in (4.94).

Now, we focus on bounding $\rho_{s} S_{\text {max }}$. For any positive integer $k$, we have

$$
\begin{equation*}
P_{r}\left(S_{\max }<k\right) \geq P_{r}\left(\sum_{i=1}^{k-1}\left|\tilde{\mathbf{g}}_{p, i}\right|^{2}>\frac{N_{p} \Gamma}{\rho_{s}}\right) \tag{4.97}
\end{equation*}
$$

which comes from the fact that the event of the right hand side implies the event of the left hand side. Notice that $\sum_{i=1}^{k-1}\left|\tilde{\mathbf{g}}_{p, i}\right|^{2}$ is a sum of least order statistics out of $\left\{\left|\mathbf{g}_{p, i}\right|^{2}\right\}_{i=1}^{n}$ with i.i.d. $\operatorname{Gamma}\left(N_{p}, 1\right)$ distributions. We apply some results in the development of [42, Proposition 12], and obtain ${ }^{7}$

$$
\begin{equation*}
P_{r}\left(\sum_{i=1}^{f(n)-1}\left|\tilde{\mathbf{g}}_{p, i}\right|^{2}>\frac{N_{p} \Gamma}{\rho_{s}}\right)>1-O\left(\frac{1}{f(n)}\right) \tag{4.98}
\end{equation*}
$$

[^11]where $f(n)=c_{0} n^{\frac{1}{N_{p}+1}}$, and $c_{0}=\left(\frac{\Gamma\left(N_{p}+1\right)}{(1-\epsilon) \rho_{s}} N_{p}^{-\frac{1}{N_{p}}}\right)^{\frac{N_{p}}{N_{p}+1}}$. For large $N_{p}$ and small $\epsilon, c_{0} \approx$ $\frac{\Gamma}{\rho_{s}}\left(N_{p}+1\right)$.

Let $k=f(n)$ in (4.97) and combine with (4.98):

$$
\begin{equation*}
P_{r}\left(\rho_{s} S_{\max }<\rho_{s} f(n)\right)>1-O\left(n^{-\frac{1}{N_{p}+1}}\right) \tag{4.99}
\end{equation*}
$$

After characterizing $\rho_{s} S_{\max }$, now we return to $P_{\text {sum }}^{*}$. To simplify notation, we denote

$$
\begin{equation*}
\bar{p}_{\text {sum }}=\rho_{s} f(n) \tag{4.100}
\end{equation*}
$$

Because $P_{\text {sum }}^{*} \leq P_{\text {sum }, 1}^{*} \leq \rho_{s} S_{\text {max }}$ for any channel realizations, from (4.99), we have

$$
\begin{align*}
P_{r}\left(P_{\text {sum }}^{*} \geq \bar{p}_{\text {sum }}\right) & =1-P_{r}\left(P_{\text {sum }}^{*}<\bar{p}_{\text {sum }}\right) \\
& <1-P_{r}\left(\rho_{s} S_{\text {max }}<\bar{p}_{\text {sum }}\right) \\
& <O\left(n^{-\frac{1}{N_{p}+1}}\right) \tag{4.101}
\end{align*}
$$

Now, we complete the analysis of $P_{\text {sum }}^{*}$, and move to $h_{\text {max }}$. Because $\left\{\left|\mathbf{h}_{i}\right|^{2}\right\}_{i=1}^{n}$ have i.i.d. $\operatorname{Gamma}(m, 1)$ distributions, using the similar arguments developed in Lemma 4.4.1, we obtain

$$
\begin{align*}
& P_{r}\left(h_{\max }>\zeta_{n}\right)=O\left(\frac{1}{\log n}\right)  \tag{4.102}\\
& \mathbb{E}\left[h_{\max } \mid h_{\max }>\zeta_{n}\right]<O(n \log n) \tag{4.103}
\end{align*}
$$

where $\zeta_{n}$ is a deterministic sequence satisfying

$$
\begin{equation*}
\zeta_{n}=\log n+m \log \log n+O(\log \log \log n) \tag{4.104}
\end{equation*}
$$

Now we are ready to develop the upper bound for the secondary throughput. Since $P_{\text {sum }} \leq$ $P_{\text {sum }}^{*}$, from (4.90), we have

$$
\begin{align*}
& \mathcal{R}_{\text {mac }} \leq m \mathbb{E}_{\mathbf{H}, P}\left[\log \left(1+\frac{1}{m} h_{\text {max }} P_{\text {sum }}^{*}\right)\right]  \tag{4.105}\\
& =m \mathbb{E}_{\mathbf{H}, P}\left[\left.\log \left(1+\frac{1}{m} h_{\text {max }} P_{\text {sum }}^{*}\right) \right\rvert\, P_{\text {sum }}^{*}<\bar{p}_{\text {sum }}\right] \times P_{r}\left(P_{\text {sum }}^{*}<\bar{p}_{\text {sum }}\right) \\
& +m \mathbb{E}_{\mathbf{H}, P}\left[\left.\log \left(1+\frac{1}{m} h_{\text {max }} P_{\text {sum }}^{*}\right) \right\rvert\, P_{\text {sum }}^{*} \geq \bar{p}_{\text {sum }}\right] \times P_{r}\left(P_{\text {sum }}^{*} \geq \bar{p}_{\text {sum }}\right)  \tag{4.106}\\
& \leq m \mathbb{E}_{\mathbf{H}}\left[\log \left(1+\frac{1}{m} h_{\text {max }} \bar{p}_{\text {sum }}\right)\right] \cdot 1 \\
& +m \mathbb{E}_{\mathbf{H}}\left[\log \left(1+\frac{1}{m} h_{\max } \rho_{s} n\right)\right] \cdot O\left(n^{-\frac{1}{N_{p}+1}}\right)  \tag{4.107}\\
& \leq m \mathbb{E}_{\mathbf{H}}\left[\left.\log \left(1+\frac{1}{m} h_{\max } \bar{p}_{\text {sum }}\right) \right\rvert\, h_{\max } \leq \zeta_{n}\right] \times P_{r}\left(h_{\max } \leq \zeta_{n}\right) \\
& +m \mathbb{E}_{\mathbf{H}}\left[\left.\log \left(1+\frac{1}{m} h_{\max } \bar{p}_{\text {sum }}\right) \right\rvert\, h_{\max }>\zeta_{n}\right] \times P_{r}\left(h_{\max }>\zeta_{n}\right) \\
& +m \mathbb{E}_{\mathbf{H}}\left[\left.\log \left(1+\frac{1}{m} h_{\max } \rho_{s} n\right) \right\rvert\, h_{\max } \leq \zeta_{n}\right] \times P_{r}\left(h_{\max } \leq \zeta_{n}\right) O\left(n^{-\frac{1}{N_{p}+1}}\right) \\
& +m \mathbb{E}_{\mathbf{H}}\left[\left.\log \left(1+\frac{1}{m} h_{\max } \rho_{s} n\right) \right\rvert\, h_{\max }>\zeta_{n}\right] P_{r}\left(h_{\max }>\zeta_{n}\right) O\left(n^{-\frac{1}{N_{p}+1}}\right)  \tag{4.108}\\
& \leq m \log \left(1+\frac{1}{m} \zeta_{n} \bar{p}_{\text {sum }}\right) \cdot 1 \\
& +m \log \left(1+\frac{\bar{p}_{\text {sum }}}{m} \mathbb{E}\left[h_{\max } \mid h_{\max }>\zeta_{n}\right]\right) \times P_{r}\left(h_{\max }>\zeta_{n}\right) \\
& +m \log \left(1+\frac{1}{m} \zeta_{n} \rho_{s} n\right) \cdot 1 \cdot O\left(n^{-\frac{1}{N_{p}+1}}\right) \\
& +m \log \left(1+\frac{\rho_{s} n}{m} \mathbb{E}\left[h_{\max } \mid h_{\max }>\zeta_{n}\right]\right) \times P_{r}\left(h_{\max }>\zeta_{n}\right) O\left(n^{-\frac{1}{N_{p}+1}}\right)  \tag{4.109}\\
& \leq m \log \left(1+\frac{1}{m} \zeta_{n} \bar{p}_{\text {sum }}\right)+m \log \left(1+\frac{\bar{p}_{\text {sum }}}{m} O(n \log n)\right) O\left(\frac{1}{\log n}\right) \\
& +m \log \left(1+\frac{1}{m} \zeta_{n} \rho_{s} n\right) O\left(n^{-\frac{1}{N_{p}+1}}\right) \\
& +m \log \left(1+\frac{\rho_{s} n}{m} O(n \log n)\right) O\left(\frac{1}{\log n}\right) O\left(n^{-\frac{1}{N_{p}+1}}\right), \tag{4.110}
\end{align*}
$$

where the second term in (4.107) comes from using (4.101) as well as the fact that $P_{\text {sum }}^{*}$ is upper bounded by $\rho_{s} n$. In (4.109), we apply the Jensen inequality to obtain the second and
fourth terms. Using (4.102) and (4.103), we have the second and fourth terms in (4.110). Finally, by substituting $\bar{p}_{\text {sum }}$ and $\zeta_{n}$, we obtain

$$
\begin{equation*}
\mathcal{R}_{\text {mac }} \leq \frac{m}{N_{p}+1} \log n+O(\log \log n) \tag{4.111}
\end{equation*}
$$

This concludes the proof of this theorem.

### 4.7.3 Proof of Lemma 4.4.1

First, we prove (4.45). Let $Z=\left|\mathbf{h}_{i}^{\dagger} \phi_{j}\right|^{2}$ and $Y=\theta\left(\sum_{k \neq j}\left|\mathbf{h}_{i}^{\dagger} \phi_{j}\right|^{2}+\left|\mathbf{g}_{s, i}\right|^{2}\right)$. Then, $Z$ has the exponential distribution, and $Y$ has the $\operatorname{Gamma}\left(\left(m+M_{p}-1\right), \theta\right)$ distribution. We can write

$$
\begin{equation*}
L_{i}=\frac{Z}{c+Y} \tag{4.112}
\end{equation*}
$$

where $c=\frac{m}{\rho}$. Conditioned on $Y$, the pdf of $L_{i}$ is given by

$$
\begin{align*}
f_{L}(x) & =\int_{0}^{\infty} f_{L \mid Y}(x \mid y) f_{Y}(y) d y  \tag{4.113}\\
& =\int_{0}^{\infty}(c+y) e^{-(c+y) x} \times \frac{y^{m+M_{p}-1} e^{-y / \theta}}{\left(m+M_{p}-1\right)!\theta^{m+M_{p}}} d y  \tag{4.114}\\
& =\frac{e^{-c x}}{(1+\theta x)^{m+M_{p}}}\left(c(1+\theta x)+\theta\left(m+M_{p}-1\right)\right) \tag{4.115}
\end{align*}
$$

So the cdf of $L_{i}$ is

$$
\begin{align*}
F_{L}(x) & =1-\int_{x}^{\infty} f_{L}(t) d t  \tag{4.116}\\
& =1-\frac{e^{-c x}}{(1+\theta x)^{m+M_{p}-1}} \tag{4.117}
\end{align*}
$$

We define a growth function as

$$
\begin{align*}
g_{L}(x) & =\frac{1-F_{L}(x)}{f_{L}(x)}  \tag{4.118}\\
& =\frac{1+\theta x}{c(1+\theta x)+\theta\left(m+M_{p}-1\right)} \tag{4.119}
\end{align*}
$$

Since $\lim _{x \rightarrow \infty} g_{L}^{\prime}(x)=0$, the limiting distribution of $L_{\max }=\max _{1 \leq i \leq n} L_{i}$ exists [49]:

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(F_{L}\left(b_{n}+a_{n} x\right)\right)^{n}=e^{-e^{-x}} \tag{4.120}
\end{equation*}
$$

where $b_{n}=F_{L}^{-1}(1-1 / n)$ and $a_{n}=g_{L}\left(b_{n}\right)$. In general, an exact closed-form solution for $a_{n}$ and $b_{n}$ is intractable, but an approximation can be obtained, which is sufficient for asymptotic analysis. After manipulating (4.117), we have

$$
\begin{equation*}
b_{n}=\frac{1}{c} \log n-\frac{m+M_{p}-1}{c} \log \log n+O(\log \log \log n) \tag{4.121}
\end{equation*}
$$

and thus

$$
\begin{equation*}
a_{n}=\frac{1}{c}+O\left(\frac{1}{\log n}\right) \tag{4.122}
\end{equation*}
$$

It is straightforward to verify $\lim _{n \rightarrow \infty}\left(n g_{L}^{\prime}\left(b_{n}\right)\right)=\infty$, so we apply the expansion developed in [50, Eq. (22)]

$$
\begin{equation*}
\left(F_{L}\left(b_{n}+a_{n} x\right)\right)^{n}=\exp \left(-\exp \left(-x+\Theta\left(\frac{x^{2}}{\log ^{2} n}\right)\right)\right) \tag{4.123}
\end{equation*}
$$

Let $x=-\log \log n$ in (4.123) we obtain (4.45).
Now, we prove (4.46) and (4.47). Since $U_{i}$ is similar to $L_{i}$, except that the denominator now has the Gamma $\left(M_{p}, \theta\right)$ distribution. Following the same steps of obtaining (4.123), we have the expansion of the cdf of $U_{\max }$ :

$$
\begin{equation*}
\left(F_{U}\left(d_{n}+c_{n} x\right)\right)^{n}=\exp \left(-\exp \left(-x+\Theta\left(\frac{x^{2}}{\log ^{2} n}\right)\right)\right) \tag{4.124}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{n}=\frac{1}{c} \log n-\frac{M_{p}}{c} \log \log n+O(\log \log \log n) \tag{4.125}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{n}=\frac{1}{c}+O\left(\frac{1}{\log n}\right) \tag{4.126}
\end{equation*}
$$

where (4.46) follows by substituting $x=\log \log n$ into (4.124).
Finally, because $\mathbb{E}\left[U_{\max }\right]<n \mathbb{E}\left[U_{i}\right][49]$, we have

$$
\begin{align*}
\mathbb{E}\left[U_{\max } \left\lvert\, U_{\max }>d_{n}+\frac{1}{c} \log \log n\right.\right] & \leq \frac{n \mathbb{E}\left[U_{i}\right]}{P_{r}\left(U_{\max }>d_{n}+\frac{1}{c} \log \log n\right)} \\
& =\Theta(n \log n) \tag{4.127}
\end{align*}
$$

where we use (4.46) in the last equality.

### 4.7.4 Proof of Theorem 4.4.2

We first find a lower bound for the secondary throughput $\mathcal{R}_{b c}$. Conditioned on $P=\rho$, the throughput is denoted $\mathcal{R}_{b c \mid P}(\rho)$. Let $l_{n}=b_{n}-\frac{\rho}{m} \log \log n$, where $b_{n}$ is given by Lemma 4.4.1. Using (4.44), the conditional throughput $\mathcal{R}_{b c \mid P}(\rho)$ can be bounded as

$$
\begin{align*}
\mathcal{R}_{b c \mid P}(\rho) & \geq m \mathbb{E}\left[\log \left(1+L_{\text {max }}\right) \mid P=\rho\right]  \tag{4.128}\\
& \geq m \mathbb{E}\left[\log \left(1+L_{\max }\right) \mid L_{\max } \geq l_{n}, P=\rho\right] \times P_{r}\left(L_{\max } \geq l_{n} \mid P=\rho\right)  \tag{4.129}\\
& >m\left(\log \left(\frac{\rho}{m} \log n\right)+O\left(\frac{\log \log n}{\log n}\right)\right) \times\left(1-\Theta\left(n^{-1}\right)\right)  \tag{4.130}\\
& =m \log \left(\frac{\rho}{m} \log n\right)+O\left(\frac{\log \log n}{\log n}\right) . \tag{4.131}
\end{align*}
$$

From (4.128) to (4.129), we discard the non-negative term associated with the event $\left\{L_{\max }<\right.$ $\left.l_{n}\right\}$. Using (4.45) from Lemma 4.4.1 and the identity $\log (x+y)=\log x+\log (1+y / x)$, for $x, y>0$, we have (4.130).

Now we take the expectation with respect to $P$. From (4.37), we have

$$
\begin{equation*}
P>\frac{m \Gamma}{\max _{1 \leq i \leq N_{p}}\left|\mathbf{g}_{p, i}^{\dagger}\right|^{2}+m \Gamma / P_{s}}, \tag{4.132}
\end{equation*}
$$

where $\mathbf{g}_{p, i}^{\dagger}$ is the $1 \times m$ vector of channel coefficients from the secondary base station to the primary user $i$. Let the pdf of $\max _{1 \leq i \leq N_{p}}\left|\mathbf{g}_{p}(i)\right|^{2}$ be $f_{g_{p}}(x)$. Because (4.132) holds for any channel realization, we have

$$
\begin{align*}
\mathcal{R}_{b c} & >\int_{0}^{\infty} m \log \left(\frac{\Gamma \log n}{x+m \Gamma / P_{s}}\right) f_{g_{p}}(x) d x+O\left(\frac{\log \log n}{\log n}\right)  \tag{4.133}\\
& \geq m \log \left(\frac{\Gamma \log n}{\tilde{\mu}_{1}+m \Gamma / P_{s}}\right)+O\left(\frac{\log \log n}{\log n}\right)  \tag{4.134}\\
& =m \log (\Gamma \log n)-m \log \left(\tilde{\mu}_{1}+m \Gamma / P_{s}\right)+O\left(\frac{\log \log n}{\log n}\right) \tag{4.135}
\end{align*}
$$

where (4.134) comes from the convexity of $\log \left(a+\frac{b}{x+c}\right)$ and

$$
\begin{equation*}
\tilde{\mu}_{1}=\mathbb{E}\left[\max _{1 \leq i \leq N_{p}}\left|\mathbf{g}_{p}(i)\right|^{2}\right] \tag{4.136}
\end{equation*}
$$

To find an upper bound, we still begin with the conditional throughput $\mathcal{R}_{b c \mid P}(\rho)$. Let $u_{n}=d_{n}+\frac{\rho}{m} \log \log n$, where $d_{n}$ is given by Lemma 4.4.1. Then

$$
\begin{align*}
\mathcal{R}_{b c \mid P}(\rho) \leq & m \mathbb{E}\left[\log \left(1+U_{\max }\right) \mid P=\rho\right]  \tag{4.137}\\
\leq & m \mathbb{E}\left[\log \left(1+U_{\max }\right) \mid U_{\max }<u_{n}, P=\rho\right] \times P_{r}\left(U_{\max }<u_{n} \mid P=\rho\right)  \tag{4.138}\\
& +m \mathbb{E}\left[\log \left(1+U_{\max }\right) \mid U_{\max } \geq u_{n}, P=\rho\right] \times P_{r}\left(U_{\max } \geq u_{n} \mid P=\rho\right)  \tag{4.139}\\
< & m \log \left(1+u_{n}\right)\left(1-\Theta\left(\frac{1}{\log n}\right)\right) \\
& +m \log \left(1+\mathbb{E}\left[U_{\max } \mid U_{\max } \geq u_{n}, P=\rho\right]\right) \times \Theta\left(\frac{1}{\log n}\right)  \tag{4.140}\\
< & m \log \left(1+\frac{\rho}{m} \log n\right)+O(1) \tag{4.141}
\end{align*}
$$

where (4.137) comes from (4.44). We apply (4.46) in Lemma 4.4.1 and the Jensen inequality to obtain (4.140). Using (4.47) in Lemma 4.4.1 and substituting $u_{n}$, we obtain (4.141).

After calculating an upper bound for the conditional throughput, we average over $P$. From (4.37), we have

$$
\begin{equation*}
P \leq \frac{m \Gamma}{\max _{1 \leq i \leq N_{p}}\left|\mathbf{g}_{p, i}^{\dagger}\right|^{2}} \tag{4.142}
\end{equation*}
$$

We denote

$$
\begin{equation*}
\frac{1}{\tilde{\mu}_{2}}=\mathbb{E}\left[1 / \max _{1 \leq i \leq N_{p}}\left|\mathbf{g}_{p, i}^{\dagger}\right|^{2}\right] \tag{4.143}
\end{equation*}
$$

Then, by the Jensen inequality, we have

$$
\begin{align*}
\mathcal{R}_{b c} & <m \log \left(1+\frac{\log n}{m} \mathbb{E}[P]\right)+O(1)  \tag{4.144}\\
& <m \log \left(1+\frac{\Gamma}{\tilde{\mu}_{2}} \log n\right)+O(1)  \tag{4.145}\\
& =m \log (\Gamma \log n)-m \log \tilde{\mu}_{2}+O(1) \tag{4.146}
\end{align*}
$$

where (4.145) holds since $\mathbb{E}[P] \leq \frac{m \Gamma}{\tilde{\mu}_{2}}$. The theorem follows.

# CHAPTER 5 <br> HYBRID OPPORTUNISTIC SCHEDULING IN COGNITIVE RADIO NETWORKS 

### 5.1 Introduction

This chapter studies an underlay cognitive multiple-access (MAC) channel with $n$ transmitters, in the presence of a primary system with $M_{p}$ transmitters and $N_{p}$ receivers. The primary and secondary systems are subject to mutual interference, where the secondary must comply with a set of interference power constraints imposed by the primary. The objective is to design a user scheduling method that exploits multiuser diversity in both cross links and secondary links, so that the secondary sum-rate (throughput) is maximized, while the interference induced on the primary is strictly bounded.

A brief overview of the past work is as follows. Zhang et al. [37] studied the power allocation of a secondary system under various power and interference constraints. Multiple antennas at the secondary transmitter were exploited by [36] to balance the secondary throughput and the interference on the primary. Recently, ideas from opportunistic communication [39] have been applied in underlay cognitive radios. Tajer et al. [51] analyzed a parallel cognitive network and found a growth rate of $\Theta(\log \log n)$ for the throughput. The throughput limits of cognitive broadcast and MAC channel were analyzed [52,53] (Chapter 4), where [52] randomly activates multiple secondary transmitters with interference smaller than a threshold. Jamal et al. [41] and Shen et al. [54] found that the secondary throughput can be increased by simultaneously activating as many secondary transmitters as possible. The multiuser diversity gain in cognitive networks was also studied by Hong et al. [55], Zhang et al. [56] and Ban et al. [57], showing that by selecting the secondary user with the highest
signal-to-interference-and-noise ratio (SINR) under the primary interference constraints, the secondary throughput can grow as $\Theta(\log \log n)$.

The main results of this chapter are as follows.

- We propose a two-step (hybrid) opportunistic scheduling that pre-selects a set of secondary transmitters with small interference, and from among them activates multiple transmitters with large secondary-channel gain. The pre-selection step provides cross-link diversity to minimize interference, while the second step provides multi-user diversity to improve the secondary throughput. The result is a throughput growing as $\Theta(\log n)$, which improves on the growth rate of $\Theta(\log \log n)$ in [55-57]. Furthermore, a $20-30 \%$ throughput gain is obtained compared with Chapter 4 for up to 200 secondary users. The proposed scheduling method is shown to be optimal asymptotically, and can reduce the interference on the primary proportionally to $n^{-q}$, while the secondary throughput grows proportionally to $\frac{1-q N_{p}}{N_{p}+1} \log n$, for $0 \leq q \leq \frac{1}{N_{p}}$.
- We characterize the (asymptotically) optimal number of active secondary transmitters as a function of the primary interference constraint, the secondary transmit power and $n$. To achieve the asymptotically optimal secondary throughput, the number of active transmitters must be proportional to $n^{\frac{1}{N_{p}+1}}$.
- The issue of fairness is studied; this issue arises when the node channel statistics are not identical. A method is proposed to ensure user fairness and the effect of a fairness constraint on asymptotic throughput is analyzed. It is shown that the modified scheduling method achieves the same optimal growth rate for the throughput, i.e., the fairness constraint does not affect the growth rate of the throughput for this algorithm.

The following asymptotic notations are used in this chapter. For sufficiently large $n$,

$$
\begin{array}{lll}
f(n)=O(g(n)): & \exists c_{1} & |f(n)|<c_{1}|g(n)| \\
f(n)=\Theta(g(n)): & \exists c_{1}, c_{2} & c_{2}|g(n)|<|f(n)|<c_{1}|g(n)| \\
f(n)=o(g(n)): & \forall \epsilon>0 & |f(n)|<\epsilon|g(n)|
\end{array}
$$



Figure 5.1. Multiple access cognitive radios.

### 5.2 System Model

We consider a multiple-access (MAC) secondary system that coexists with a primary system, as shown in Figure 5.1. The primary system consists of $M_{p}$ transmitters and $N_{p}$ receivers, ${ }^{1}$ where each transmitter communicates with one or more receivers, and vice versa. The primary and secondary are subject to mutual interference from each other which is treated as noise. The interference from the secondary to each primary receiver must be smaller than a pre-defined interference temperature (threshold). For simplicity, all nodes are assumed to be single-antenna.

A block-fading channel model is assumed where all channel coefficients are independent, identically distributed (i.i.d.) circularly-symmetric complex Gaussian with zero mean and unit variance, denoted by $\mathcal{C \mathcal { N }}(0,1)$. For each transmission, a subset of secondary transmitters are activated; the collection of selected (active) transmitters is denoted by $\mathcal{S}$. The signal at the secondary receiver is:

$$
\begin{equation*}
y=\sum_{i \in \mathcal{S}} \sqrt{P_{i}} h_{i} x_{i}+\sum_{\ell=1}^{M_{p}} \sqrt{P_{p}} g_{s, \ell} x_{p, \ell}+w \tag{5.1}
\end{equation*}
$$

where $h_{i}$ is the channel coefficient from the secondary transmitter $i$ to the secondary receiver. The secondary transmitter $i$ sends a signal $x_{i}$ with power $P_{i}$, which is subject to a short term power constraint, i.e., $P_{i} \leq P$ for $1 \leq i \leq n$. The cross-channel coefficient from the primary

[^12]transmitter $\ell$ to the secondary receiver is $g_{s, \ell}$. The primary transmitter $\ell$ sends a signal $x_{p, \ell}$ with power $P_{p}$ for $1 \leq \ell \leq M_{p}$. The additive noise $w$ has the distribution $\mathcal{C N}(0,1)$.

The interference power (caused by the secondary transmitters) on the primary receiver $j$ is

$$
\begin{equation*}
I_{j}=\sum_{i \in \mathcal{S}} P_{i}\left|g_{j i}\right|^{2} \tag{5.2}
\end{equation*}
$$

where $g_{j i}$ is the cross-channel coefficient from the secondary transmitter $i$ to the primary receiver $j$. For clarity of exposition, all the primary receivers are assumed to tolerate a short-term interference power $\Gamma$; the case of unequal tolerances can be studied similarly (see Remark 5.3.1). We have

$$
\begin{equation*}
I_{j} \leq \Gamma, \quad \text { for } \quad 1 \leq j \leq N_{p} \tag{5.3}
\end{equation*}
$$

Throughout this chapter, we assume the secondary receiver knows the secondary-channel coefficients $\left\{h_{i}\right\}$ but does not know any other channels (see Remark 5.3.2 for more details). We refer to the secondary forward channel simply as the secondary-channel, and the secondary cross-channel to the primary receiver as the cross-channel.

### 5.3 Scheduling in Cognitive MAC channel

A scheduling scheme determines a set of active secondary transmitters $\mathcal{S}$ and their power $\left\{P_{i}\right\}_{i \in \mathcal{S}}$. The corresponding average secondary sum-rate (throughput) is given by

$$
\begin{equation*}
R_{\text {mac }}=\mathbb{E}\left[\log \left(1+\frac{G_{\text {sum }}}{1+I_{p}}\right)\right] \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{\text {sum }}=\sum_{i \in \mathcal{S}} P_{i}\left|h_{i}\right|^{2}, \quad I_{p}=P_{p} \sum_{\ell=1}^{M_{p}}\left|g_{s, \ell}\right|^{2} \tag{5.5}
\end{equation*}
$$

The statistics of $G_{\text {sum }}$ depends on the associated scheduling rule, and are independent of $I_{p}$, the interference from the primary.

### 5.3.1 Hybrid Opportunistic Scheduling

A secondary user scheduling should maximize the (average) secondary throughput, while satisfying the primary-imposed interference constraints. However, such two objectives often conflict. To increase the throughput, we want to activate many transmitters with large secondary-channel gains, but these transmissions may violate the interference constraints. Since the interference from various concurrent transmissions will add up, the scheduling of secondary transmitters is interdependent. We may choose many transmitters operating at low power, or a few transmitters at high power. Moreover, even for a fixed number of transmitters, reducing power from one transmitter allows increasing power from other transmitters. In general, the search for the optimal transmitter set and transmit power is a variation of the knapsack problem, which is NP-complete. To simplify the problem, we adopt a decoupling power policy that is shown to be asymptotically optimal later on. This is an on-off power policy where each transmitter either operates at maximum power $P$ or remains silent. Then, the scheduling scheme is as follows:

## Selection of Eligible Transmitters

The scheduling process has two parts. In its first part, we concentrate on limiting the interference, thus favoring transmitters with small cross-channel gains. Specifically, we only allow transmitters that do not violate an interference quota $\alpha$ on each primary receiver. The collection of such transmitters is defined as the eligible transmitter set:

$$
\begin{equation*}
\mathcal{A}=\left\{i: P\left|g_{j i}\right|^{2}<\alpha, \forall 1 \leq j \leq N_{p}\right\} \tag{5.6}
\end{equation*}
$$

This step can be considered as opportunistic interference avoidance. Recall that each primary receiver can tolerate interference power $\Gamma$. Once the maximum interference generated by each secondary transmitter is capped, the total interference at each primary receiver is guaranteed to be tolerable if no more than $k_{s}=\frac{\Gamma}{\alpha}$ eligible secondary transmitters are in operation. ${ }^{2}$
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## Selection of Active Transmitters

Now we choose from among the eligible transmitters those who will actually transmit. Up to $k_{s}$ secondary transmitters will be chosen that have high secondary-channel gains (SNRs), therefore producing multiuser diversity. The ordered channel gains of eligible transmitters are denoted by:

$$
\begin{equation*}
\left|\tilde{h}_{1}\right|^{2} \geq\left|\tilde{h}_{2}\right|^{2} \geq \cdots \geq\left|\tilde{h}_{M}\right|^{2} \tag{5.7}
\end{equation*}
$$

where $\left|\tilde{h}_{i}\right|^{2}$ is the $i$ th largest channel gain of transmitters in $\mathcal{A}$, and $M=|\mathcal{A}|$ is the size of $\mathcal{A}$. Note that $M$ is a random variable. If $M>k_{s}$, the first $k_{s}$ transmitters in the above order will be active simultaneously. If $M \leq k_{s}$, then all the $M$ eligible transmitters will operate.

The above two-step scheme is called Hybrid Opportunistic Scheduling in the sense that it is driven by a hybrid of two criteria: Minimizing interference and maximizing throughput. This selection process requires neither exhaustive search nor joint power control among secondary transmitters, but it still guarantees compliance with the pre-defined interference threshold and captures the multiuser diversity gain. In addition, this scheduling is simple to design; the only parameter to consider is the interference quota $\alpha$ (thus $k_{s}$ ), which will be studied in the sequel.

Remark 5.3.1 Hybrid Opportunistic Scheduling still applies when primary receivers tolerate unequal amounts of interference, e.g., $\Gamma_{j}$ for $1 \leq j \leq N_{p}$. In this case, we design a separate interference quota for each primary receiver, i.e., $\alpha_{j}=\frac{\Gamma_{j}}{k_{s}}$, and re-define the eligible transmitter set as

$$
\begin{equation*}
\mathcal{A}_{n e q}=\left\{i: P\left|g_{j i}\right|^{2}<\alpha_{j}, \forall 1 \leq j \leq N_{p}\right\} \tag{5.8}
\end{equation*}
$$

such that the transmission of any $k_{s}$ eligible secondary transmitters complies with all the interference constraints. Notice that the selection of active transmitters is unaffected. One can show that most of the analysis and results in this chapter still follow in a similar manner.

Remark 5.3.2 We briefly discuss the CSI requirement of the proposed scheme. First, each secondary transmitter compares its cross-channel gains ${ }^{3}$ to a threshold to evaluate its eligibility. Then, only among eligible transmitters each sends 1-bit to inform the secondary receiver. The secondary-channel of eligible transmitters can be directly estimated at the receiver side. Therefore, this scheduling method requires little exchange of CSI. The thresholding operation of our method is essentially a distributed decision making process that significantly reduces the CSI overhead compared with methods that choose the least interfering secondary [41], because ranking is by necessity a centralized process and requires all nodes to communicate their cross-link to the receiver.

### 5.3.2 Throughput Analysis

Now we study the throughput achieved by the proposed Hybrid Opportunistic Scheduling. We first derive the average secondary throughput, and then maximize the throughput over $\alpha$. Under the proposed scheduling, we have

$$
\begin{equation*}
G_{\text {sum }}=P \sum_{i=1}^{\min \left(k_{s}, M\right)}\left|\tilde{h}_{i}\right|^{2}, \tag{5.9}
\end{equation*}
$$

which involves a sum of order statistics whose properties are given by the following lemma.

Lemma 5.3.1 Let $a$ and $b$ be large positive integers with $b \geq a$, and $S_{b}^{a}(\rho)$ be the sum of the highest $a$ order statistics out of $b$ i.i.d. exponentials with mean $\rho$. For any $0<\epsilon<1$,

$$
\begin{aligned}
\mathbb{P}\left(\left|S_{b}^{a}(\rho)-\rho \mu_{b}^{a}\right|<\epsilon \rho \mu_{b}^{a}\right) & >1-O\left(\frac{1}{(\log b)^{2}}\right), \\
\mathbb{E}\left[S_{b}^{a}(\rho)\right] & =\rho \mu_{b}^{a}
\end{aligned}
$$

where $\mu_{b}^{a}=a \log \frac{b}{a}+a+O(1)$.
${ }^{3}$ The primary receiver emits packets for, e.g., handshake or ACK/NACK, which can be overheard by the secondary transmitter and used for cross-channel gain estimation in a TDD system. Also, under the spectrum leasing model [58], the primary receivers can be expected to actively promote spectrum reuse by transmitting pilots that can be used for cross-channel gain estimation. The latter model applies to both TDD and FDD.

## Proof See Section 5.6.1.

Remark 5.3.3 In Lemma 5.3.1, $\mu_{b}^{a}$ can be considered as the multiuser diversity gain achieved by selecting the best $a$ out of $b$ users in i.i.d. Rayleigh fading channels. For $a=1$, it reduces to the case where one transmitter with the highest channel gain is selected, and we have $\mu_{b}^{1} \approx \log b$, a well known result [39, 49]. For $a=b$ (no selection), $S_{b}^{a}(\rho)$ obeys Gamma $(b, \rho)$ distribution, and $\rho \mu_{b}^{b} \approx \rho b$.

Based on Lemma 5.3.1 and recalling that $k_{s}=\frac{\Gamma}{\alpha}$, for sufficiently small $\alpha$ (large $k_{s}$ ), we have the following results.

Theorem 5.3.2 Consider a secondary MAC with $n$ transmitters, each with power $P$. This MAC coexists with a primary system with $N_{p}$ receivers and $M_{p}$ transmitters each with power $P_{p}$. If each primary receiver tolerates interference power $\Gamma$, then the average secondary throughput $R_{\text {mac }}$ satisfies

$$
\begin{align*}
& R_{m a c} \geq \log \frac{\left(\log n-\left(N_{p}+1\right) \log k_{s}+N_{p} \log (\Gamma / P)+1\right)}{1+M_{p} P_{p}}+\log \frac{P k_{s}}{1+M_{p} P_{p}}+O\left(\frac{1}{\log n}\right),  \tag{5.10}\\
& R_{m a c} \leq \log \frac{\left(\log n-\left(N_{p}+1\right) \log k_{s}+N_{p} \log (\Gamma / P)+1\right)}{1+M_{p} P_{p}}+\log \frac{P k_{s}}{1+M_{p} P_{p}}+C_{0}+O\left(\frac{1}{\log n}\right), \tag{5.11}
\end{align*}
$$

for sufficiently large $n$ and $k_{s}$, where $C_{0}=\log \left(\mathbb{E}\left[1 /\left(1+I_{p}\right)\right] \mathbb{E}\left[1+I_{p}\right]\right)$.

Remark 5.3.4 The lower bound (5.10) has only a constant gap $C_{0}$ relative to the upper bound (5.11) for large $n$, therefore, for given $k_{s}, R_{\text {mac }}$ scales as $\log \log n$, similar to the results in [55-57]. To achieve this secondary rate, multiuser decoding is required at the secondary receiver for $k_{s}>1$, which is unlike TDMA scheduling ( $k_{s}=1$ ) where single-user detection is sufficient. Finally, we note that $C_{0}$ depends only on the statistics of $I_{p}$, the interference from the primary to the secondary (see (5.5)).

Now, we design the interference quota $\alpha$ (equivalently $k_{s}$ ) to maximize the secondary throughput. Unlike conventional MAC where $k_{s}=n$ maximizes the sum throughput, in spectrum-sharing networks $k_{s}$ (thus $\alpha$ ) must be carefully designed due to the additional primary interference constraints. If $\alpha$ is very small, the number of eligible transmitters is also small on average, which reduces the multiuser diversity gain achieved by selecting from among the eligible transmitters. If $\alpha$ is very large, $\frac{\Gamma}{\alpha}$ will be small and few transmitters can be activated, thus once again the overall throughput will suffer. Therefore, it is desirable to optimize $\alpha$ (thus $k_{s}$ ), as shown by the following lemma.

Lemma 5.3.3 For sufficiently large $n$ the optimal number of active secondary transmitters $k_{s}^{o p t}$ satisfies

$$
\left|\frac{k_{s}^{o p t}}{k_{s}^{*}}-1\right| \leq \sqrt{1-\xi}
$$

where $k_{s}^{*}=\left(\frac{\Gamma}{P e}\right)^{\frac{N_{p}}{N_{p}+1}} n^{\frac{1}{N_{p}+1}}$ and $\xi$ is given by (5.52).

## Proof See Section 5.6.3.

Lemma 5.3.3 asymptotically bounds the optimal number of active secondary transmitters as a function of $\Gamma, P$ and $n$. It shows that, essentially, $k_{s}^{o p t}$ cannot be too far from $k_{s}^{*}$. Motivated by this lemma, we choose $k_{s}=k_{s}^{*}$ and in the following theorem obtain a throughput growth rate that is later shown to be asymptotically optimal (See Chapter 5.3.3).

Theorem 5.3.4 Consider a secondary MAC with $n$ transmitters each with power $P$. This MAC coexists with a primary system with $N_{p}$ receivers and $M_{p}$ transmitters with power $P_{p}$. If each primary receiver tolerates interference power $\Gamma$, then the average secondary throughput $R_{\text {mac }}$ satisfies

$$
\begin{align*}
R_{m a c} & \geq \frac{1}{N_{p}+1} \log n+C_{1}+O\left(\frac{1}{\log n}\right)  \tag{5.12}\\
R_{m a c} & \leq \frac{1}{N_{p}+1} \log n+C_{1}+C_{0}+O\left(\frac{1}{\log n}\right) \tag{5.13}
\end{align*}
$$

for sufficiently large $n$ by activating $k_{s}^{*}$ transmitters, where $C_{1}=\frac{N_{p}}{N_{p}+1} \log \frac{\Gamma}{P e}+\log \frac{\left(N_{p}+1\right) P}{1+M_{p} P_{p}}$.

Proof Notice that the proof of Theorem 5.3.2 holds for $k_{s}=\Theta\left(n^{1 /\left(N_{p}+1\right)}\right)$. The theorem follows by substituting $k_{s}^{*}$ into (5.10) and (5.11), respectively.

The implications of Theorem 5.3.4 are as follows. Intuitively, the secondary throughput is reduced when the number of primary receivers (constraints) increases. Theorem 5.3.4 explicitly quantifies this: $R_{m a c}=\frac{1}{N_{p}+1} \log n+O(1)$. For small $N_{p}$, Hybrid Opportunistic Scheduling achieves a (significant) fraction of the throughput of an ordinary MAC, if $n$ is large enough. The achieved throughput is proven to be optimal asymptotically (with $n$ ) in the sequel.

So far we have shown that the multiuser nature of a secondary system can improve the secondary throughput. In fact, this multiuser flexibility can also be used to mitigate the interference on the primary. A tradeoff exists between the primary interference reduction and the secondary throughput enhancement under Hybrid Opportunistic Scheduling, which is described as follows.

Corollary 5.3.5 Consider the allowable interference on each primary receiver being bounded as $\Theta\left(n^{-q}\right)$. Then, the average secondary throughput satisfies

$$
\begin{equation*}
R_{m a c}=\frac{1-q N_{p}}{N_{p}+1} \log n+O(1) \tag{5.14}
\end{equation*}
$$

for sufficiently large $n$ under Hybrid Opportunistic Scheduling, where $0 \leq q \leq \frac{1}{N_{p}}$.

Proof Notice that Theorem 5.3.4 holds for $\Gamma=\Theta\left(n^{-q}\right)$. The Corollary follows by substituting $\Gamma$ into the lower and upper bounds given by (5.13).

Based on Corollary 5.3.5, as $n$ increases, Hybrid Opportunistic Scheduling can mitigate interference (to zero) on the primary receivers, while the secondary throughput grows as $\Theta(\log n)$. The allowable interference $\Gamma$ is made to decline as $\Theta\left(n^{-q}\right)$, which leads $R_{\text {mac }}$ to decrease linearly in $q$. If $\Gamma$ is reduced more slowly, e.g., decreasing as $\Theta\left(\frac{1}{\log n}\right)$, the secondary throughput can increase at a rate of $\frac{1}{N_{p}+1} \log n$. If we try to mitigate the primary interference faster than $\Theta\left(n^{-q}\right)$, i.e., $q \geq \frac{1}{N_{p}}$, the secondary throughput only grows as $o(\log n)$. Therefore,
as $N_{p}$ increases, not only the throughput of the secondary decreases, but also its ability of reducing the interference on the primary.

Remark 5.3.5 The key to the secondary growth rate $\Theta(\log n)$ is to activate multiple secondary transmitters while limiting the interference. This approach is in contrast with [55-57] where a single transmitter with the highest SNR was activated. The main questions to be answered in this work have been: how many secondary transmitters we should activate, how to choose the active secondary transmitters in a relatively straight forward fashion, and how much power should the active transmitters emit to achieve the growth rate while satisfying the interference constraint.

### 5.3.3 Optimality of Hybrid Opportunistic Scheduling

We first find an upper bound for the average secondary throughput that applies regardless of transmission strategies.

Theorem 5.3.6 Consider the coexistence of a secondary MAC with $n$ transmitters and $a$ primary system with $N_{p}$ receivers. The maximum average throughput of the secondary, $R_{m a c}^{o p t}$, satisfies

$$
\begin{equation*}
R_{m a c}^{o p t} \leq \frac{1}{N_{p}+1} \log n+O(\log \log n) \tag{5.15}
\end{equation*}
$$

Proof See Section 5.6.4.

The gap between the above upper bound and the throughput attained by Hybrid Opportunistic Scheduling (shown in Theorem 5.3.4) is only on the order of $O(\log \log n)$. This gap is negligible relative to $\Theta(\log n)$ for sufficiently large $n$, therefore, Hybrid Opportunistic Scheduling asymptotically attains the maximum throughput:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{R_{m a c}}{R_{m a c}^{o p t}}=1 \tag{5.16}
\end{equation*}
$$

Remark 5.3.6 The growth rate $\Theta(\log n)$ can also be attained by activating secondary users simply according to the least interference, i.e., only based on cross-channel gains [42,52]. The similarity of growth rates may tempt one to say that there is no gain in utilizing secondary channel information [42]. However, similarity of growth rates hides $o(\log n)$ throughput gains by the two-step (hybrid) approach that are highly nontrivial and practically important. For instance, our results show throughput gains of around 20-30\% over Chapter 4 (see Figure 5.3) by selecting the users with large secondary-channel gain.

### 5.4 Scheduling under non-I.I.D. Link Statistics

In this section, we consider a network where neither the secondary-channels nor crosschannels are identically distributed. This is a practical scenario due to, e.g., different path losses for various links. Assuming that the channel gains obey one out of a finite number of distributions, we enumerate them with the variable $d \in\{1, \ldots, D\}$. Specifically, each user has a secondary-channel gain and cross-channel gain that obeys the exponential distribution with parameter $\rho_{d}$ and $\lambda_{d}$, respectively. The number of users in each of these groups is $\beta_{d} n$, where $\sum_{d=1}^{D} \beta_{d}=1$.

The secondary transmitters that enjoy larger $\rho_{d}$ and smaller $\lambda_{d}$ have a higher probability to be active under Hybrid Opportunistic Scheduling, so user fairness is no longer guaranteed. In the following, we extend Hybrid Opportunistic Scheduling to ensure a (long-term) temporal fairness [59,60] in the sense that each secondary transmitter has equal probability (time fraction) to be active. For clarity of exposition, we consider $M_{p}=N_{p}=1$, i.e., one pair of primary transmitter and receiver.

Our strategy is to design the interference quota for Group $d$ to be proportional to $\lambda_{d}$, such that all transmitters have equal eligible probability. More precisely, the interference quota for Group $d$ is

$$
\begin{equation*}
\alpha_{d}=\frac{\lambda_{d} \Gamma}{k_{s} \sum_{j=1}^{D} \beta_{j} \lambda_{j}}, \quad \text { for } 1 \leq d \leq D \tag{5.17}
\end{equation*}
$$

The corresponding eligible transmitter set for Group $d$ is

$$
\mathcal{A}_{d}=\left\{i: P\left|g_{j i}\right|^{2}<\alpha_{d}, \forall 1 \leq j \leq N_{p}, i \in \text { Group } d\right\} .
$$

Therefore, the eligible probability of any transmitter is

$$
\begin{equation*}
p^{\prime} \approx \frac{\Gamma}{k_{s} P \sum_{d=1}^{D} \beta_{j} \lambda_{j}} . \tag{5.18}
\end{equation*}
$$

Then, we separately select the best (up to) eligible $\beta_{d} k_{s}$ transmitters from among each group. One can verify that the above modifications ensure both the fairness requirement and the primary interference restriction. We have the following lemma:

Lemma 5.4.1 For the network described above, the average secondary throughput $R_{\text {mac }}$ satisfies

$$
\begin{aligned}
& R_{m a c} \geq \log \frac{P k_{s}\left(\log \frac{n p^{\prime}}{k_{s}}+1\right)}{1+P_{p}}+\log \sum_{d=1}^{D} \rho_{d} \beta_{d}+O\left(\frac{1}{\log n}\right) \\
& R_{m a c} \leq \log \frac{P k_{s}\left(\log \frac{n p^{\prime}}{k_{s}}+1\right)}{1+P_{p}}+\log \sum_{d=1}^{D} \rho_{d} \beta_{d}+C_{0}+O\left(\frac{1}{\log n}\right),
\end{aligned}
$$

for sufficiently large $n$ under the modified Hybrid Opportunistic Scheduling.

Proof For brevity we only provide an outline. First, note that the user selection is decoupled among different groups. Let $M_{d}$ be the number of eligible transmitters for Group $d$, then $M_{d}$ is binomially distributed with parameter $\left(\beta_{d} n, p^{\prime}\right)$ (similar to (5.27)). In this case, $G_{\text {sum }}$ is a mixture of sums of order statistics described by Lemma 5.3.1, i.e., $G_{s u m}=\sum_{d=1}^{D} S_{M_{d}}^{\beta_{d} k_{s}}\left(\rho_{d}\right)$ in distribution given $M_{d}$ sufficiently large. The rest of the proof is similar to Theorem 5.3.2.

With slight modification of Lemma 5.3.3, we choose the number of active secondary transmitters as:

$$
\begin{equation*}
k_{s}^{*}=\underbrace{\sqrt{\frac{\Gamma}{e P \sum_{d=1}^{D} \beta_{d} \lambda_{d}}}}_{c^{\prime}}(n)^{\frac{1}{2}} \tag{5.19}
\end{equation*}
$$

The above equation indicates that as the average cross-channel gain $\sum_{d} \beta_{d} \lambda_{d}$ increases, fewer secondary transmitters should be activated simultaneously. Notice that $k_{s}^{*}$ becomes identical
to that given by Lemma 5.3 .3 (with $N_{p}=1$ ) when $\lambda_{d}=1$ for $1 \leq d \leq D$. Based this choice of $k_{s}$ and Lemma 5.4.1, we obtain the following results.

Theorem 5.4.2 For the network described above, the average secondary throughput $R_{\text {mac }}$ satisfies

$$
\begin{align*}
& R_{m a c} \geq \frac{1}{2} \log n+C_{2}+O\left(\frac{1}{\log n}\right)  \tag{5.20}\\
& R_{m a c} \leq \frac{1}{2} \log n+C_{2}+C_{0}+O\left(\frac{1}{\log n}\right) \tag{5.21}
\end{align*}
$$

for sufficiently large $n$ by activating $k_{s}=c^{\prime} \sqrt{n}$ transmitters, where $C_{2}=\log \frac{\sum_{d} \beta_{d} \rho_{d}}{\sqrt{\sum_{d} \beta_{d} \lambda_{d}}}+$ $\log \frac{2}{1+P_{p}} \sqrt{\frac{\Gamma P}{e}}$.

Proof The theorem follows by substituting $k_{s}=c^{\prime} \sqrt{n}$ into Lemma 5.4.1.

Remark 5.4.1 From Theorem 5.4.2, the growth rate of $R_{\text {mac }}$ is $\frac{1}{2} \log n$, which is optimal and thus is unaffected due to the imposition of the fairness constraint. Besides the growth rate, the impact of channel heterogeneity on the secondary throughput can also be seen by inspecting $C_{2}$ : The lower (upper) bound of the throughput increases with the average secondary-channel gain, $\sum_{d} \beta_{d} \rho_{d}$, but decreases with the average cross-channel gain, $\sum_{d} \beta_{d} \lambda_{d}$. Intuitively, as $\sum_{d} \beta_{d} \lambda_{d}$ increases, statistically, the secondary transmitters more easily cause interference on the primary, thus fewer of them can be active simultaneously, which in turn leads to a smaller secondary throughput. Finally, note that Theorem 5.4.2 includes, as a special case, the results of Theorem 5.3.4 when the primary system simply consists of one transmitter-receiver pair.

### 5.5 Numerical Results

In this section, we illustrate our results with simulations. We use $P_{p}=P=10$ and $M_{p}=$ $N_{p}=1$. Unless otherwise specified, the allowable interference power on the primary receiver is $\Gamma=5$. All simulations are averaged over $2 \times 10^{4}$ channel realizations.


Figure 5.2. Optimal number of active secondary transmitters.


Figure 5.3. Throughput of Hybrid Opportunistic Scheduling and other schemes.


Figure 5.4. Throughput versus transmitter number, vanishing $\Gamma$

Figure 5.2 shows the (asymptotically) optimal number of active secondary transmitters characterized by Lemma 5.3.3. The throughput achieved by activating $k_{s}^{*}=\left\lceil\sqrt{\frac{\Gamma}{P e}} n\right\rceil$ transmitters surpasses (or equals) that achieved by activating fixed $k_{s}$ transmitters, for $n$ from 20 to around 400. Although Lemma 5.3.3 only suggests $k_{s}^{\text {opt }}$ cannot be far away from $k_{s}^{*}$, simulations imply that $k_{s}^{*}$ may be indeed optimal. Intuitively, as $n$ increases, the number of secondary transmitters that have desirably small cross-channel gains also increases on average, therefore, more secondary transmitters should be active simultaneously.

Figure 5.3 illustrates Theorem 5.3.4 and compares Hybrid Opportunistic Scheduling with several other schemes. The throughput of the proposed method is bounded by the asymptotic bounds in Theorem 5.3.4, even for small n. Hybrid Opportunistic Scheduling attains a throughput higher than that attained in Chapter 4, where the transmitters are selected only based on cross-channels without considering the secondary-channel conditions. Also, the achieved throughput is higher than that achieved in $[56,57]$ where the (single) secondary


Figure 5.5. Throughput of Hybrid Opportunistic Scheduling under different $M_{p}$ and $N_{p}$.
transmitter with the highest SINR is activated. The throughput of the proposed method scales as $\Theta(\log n)$, which is faster than the $\Theta(\log \log n)$ growth achieved in $[56,57]$.

Figure 5.5 shows the impact on the secondary throughput of the primary network ( $M_{p}$ and $\left.N_{p}\right)$. The dash lines correspond to the asymptotic lower bound derived by Theorem 5.3.4. As $M_{p}$ increases, due to experiencing more interference from the primary, the secondary throughput decreases. As $N_{p}$ increases, due to more constraints imposed by the primary, the secondary throughput again decreases.

The results of Corollary 5.3.5 are illustrated by Figure 5.4. The allowable interference power $\Gamma$ declines (to zero) as $n^{-q}$, while the throughput still grows logarithmically with $n$. In addition, one can see the tradeoff given by Corollary 5.3.5: For larger $q$, the interference power decreases faster but the secondary throughput increases more slowly, and vice versa.


Figure 5.6. Throughput of Hybrid Opportunistic Scheduling under a fairness constraint.

Figure 5.6 and Figure 5.7 show the performance of Hybrid Opportunistic Scheduling under non-i.i.d. links. Here, $n=50$ and $k_{s}=4 ; D=2$ and $\beta_{1}=\beta_{2}=0.5$, i.e., two groups with equal number of transmitters. Figure 5.6 shows the secondary throughput for the case of $\rho_{1}=\lambda_{1}=\lambda_{2}=1$ and $\rho_{2}=2$ (non-i.i.d. secondary-channels), and for the case of $\rho_{1}=\rho_{2}=\lambda_{1}=1$ and $\lambda_{2}=2$ (non-i.i.d. cross channels). With the fairness constraint, the modified Hybrid Opportunistic Scheduling still attains a throughput that is very close to that attained without any fairness restriction.

Figure 5.7 shows the ratio of average portion of active time of Group 1 and Group 2. If this ratio equals 1 , each transmitter has an equal portion of active time and the system is temporally fair [59]. The larger the ratio, the larger portion of active time of Group 2 relative to that of Group 1. One can see that user fairness is ensured under the modified scheduling.


Figure 5.7. Fairness metric for Hybrid Opportunistic Scheduling.

### 5.6 Proof of Theorem and Lemma

### 5.6.1 Proof of Lemma 5.3.1

Proof Let $Z_{1}, \cdots, Z_{b}$ be i.i.d. exponentials with mean $\rho$. From [49], we know that $S_{b}^{a}(\rho)$ has the same distribution as

$$
\begin{equation*}
\sum_{i=1}^{b-a} \frac{a}{b-i+1} Z_{i}+Z_{b-a+1}+\cdots+Z_{b} . \tag{5.22}
\end{equation*}
$$

Therefore we can calculate its expectation:

$$
\begin{equation*}
\mathbb{E}\left[S_{b}^{a}(\rho)\right] \triangleq \rho \mu_{b}^{a}=\rho a\left(\sum_{i=1}^{b} \frac{1}{i}-\sum_{i=1}^{a} \frac{1}{i}\right)+\rho a \tag{5.23}
\end{equation*}
$$

It is known [61] that, for any positive integer $k$,

$$
\begin{equation*}
\log k+\gamma+\frac{1}{2(k+1)}<\sum_{i=1}^{k} \frac{1}{i}<\log k+\gamma+\frac{1}{2 k} \tag{5.24}
\end{equation*}
$$

where $\gamma$ is the Euler constant. Hence, for sufficiently large $b$ and $a(b \geq a)$, we obtain

$$
\begin{equation*}
\mu_{b}^{a}=a \log \frac{b}{a}+a+O(1) \tag{5.25}
\end{equation*}
$$

Now, we calculate the variance of $S_{b}^{a}(\rho)$. From (5.22), we have:

$$
\begin{equation*}
\operatorname{Var}\left[S_{b}^{a}(\rho)\right]<(\rho a)^{2} \sum_{i=a+1}^{b} \frac{1}{(i-1) i}+\rho^{2} a<2 \rho^{2} a \tag{5.26}
\end{equation*}
$$

Applying the Chebyshev inequality, for any $0<\epsilon<1$, we have

$$
\mathbb{P}\left(\left|S_{b}^{a}(\rho)-\rho \mu_{b}^{a}\right|>\epsilon \rho \mu_{b}^{a}\right)<\frac{\operatorname{Var}\left[S_{b}^{a}(\rho)\right]}{\left(\epsilon \rho \mu_{b}^{a}\right)^{2}}<O\left(\frac{1}{(\log b)^{2}}\right)
$$

The above second inequality holds for any $a=O\left(b^{\delta}\right)$ and $\delta<1$. The lemma follows by taking the complement of the random event in inequality.

### 5.6.2 Proof of Theorem 5.3.2

Proof To begin with, note that $M$ (the size of $\mathcal{A}$ ) is binomially distributed with parameter

$$
\begin{equation*}
p=\left(1-e^{-\frac{\alpha}{P}}\right)^{N_{p}} \tag{5.27}
\end{equation*}
$$

since $\left\{\left|g_{j i}\right|^{2}\right\}$ are i.i.d. exponentials with unit mean. For any $0<\epsilon_{1}<1$, we have

$$
\begin{equation*}
\mathbb{P}\left(|M-n p|>\epsilon_{1} n p\right)<\frac{(1-p)}{\epsilon_{1}^{2} p n}=O\left(\frac{1}{n}\right) \tag{5.28}
\end{equation*}
$$

based on the Chebyshev inequality. For convenience, we denote

$$
\begin{equation*}
n_{1}=\left\lfloor\left(1-\epsilon_{1}\right) n p\right\rfloor, \quad n_{2}=\left\lceil\left(1+\epsilon_{1}\right) n p\right\rceil . \tag{5.29}
\end{equation*}
$$

Then, from (5.28), we have

$$
\begin{equation*}
\mathbb{P}\left(M \geq n_{1}\right)>1-O\left(\frac{1}{n}\right), \quad \mathbb{P}\left(M \geq n_{2}\right)<O\left(\frac{1}{n}\right) . \tag{5.30}
\end{equation*}
$$

Now, we establish a lower bound. Based on (5.4), $R_{\text {mac }}$ depends two independent random variables $I_{p}$ and $G_{\text {sum }}$, where $I_{p}$ is distributed as $\operatorname{Gamma}\left(M_{p}, P_{p}\right)$, and given $M=m, G_{\text {sum }}$ has the same distribution as $S_{m}^{k_{s}}(P)$ for $m \geq k_{s}$ (see Lemma 5.3.1). Condition on $I_{p}=x$ and expand the conditional throughput $R_{\text {mac| } I_{p}}(x)$ :

$$
\begin{align*}
R_{\text {mac } \mid I_{p}}(x) & =\sum_{m=1}^{n} \mathbb{E}\left[\left.\log \left(1+\frac{G_{\text {sum }}}{1+x}\right) \right\rvert\, M=m\right] \mathbb{P}(M=m) \\
& \geq \sum_{m=n_{1}}^{n} \mathbb{E}\left[\log \left(1+\frac{S_{m}^{k_{s}}(P)}{1+x}\right)\right] \mathbb{P}(M=m), \tag{5.31}
\end{align*}
$$

where the inequality holds since we discard non-negative terms associated with $m<n_{1}$ in the summation and $n_{1}>k_{s}$ for sufficiently large $n$. For any $0<\epsilon<1$, we further expand (5.31)
by conditioning on the event $\mathcal{C}_{m}=\left\{S_{m}^{k_{s}}(P)>(1-\epsilon) P \mu_{m}^{k_{s}}\right\}$ :

$$
\begin{align*}
R_{m a c \mid I_{p}}(x) & \geq \sum_{m=n_{1}}^{n} \mathbb{E}\left[\left.\log \left(1+\frac{S_{m}^{k_{s}}(P)}{1+x}\right) \right\rvert\, \mathcal{C}_{m}\right] \mathbb{P}(M=m) \mathbb{P}\left(\mathcal{C}_{m}\right) \\
& >\sum_{m=n_{1}}^{n} \log \left(1+\frac{(1-\epsilon) P \mu_{m}^{k_{s}}}{1+x}\right) \mathbb{P}(M=m) \times\left(1-O\left(\frac{1}{(\log n)^{2}}\right)\right)  \tag{5.32}\\
& >\log \left(1+\frac{(1-\epsilon) P \mu_{n_{1}}^{k_{s}}}{1+x}\right) \mathbb{P}\left(M \geq n_{1}\right)\left(1-O\left(\frac{1}{(\log n)^{2}}\right)\right)  \tag{5.33}\\
& >\log \left(1+\frac{(1-\epsilon) P \mu_{n_{1}}^{k_{s}}}{1+x}\right)\left(1-O\left(\frac{1}{n}\right)\right)\left(1-O\left(\frac{1}{(\log n)^{2}}\right)\right) \tag{5.34}
\end{align*}
$$

To obtain (5.32), we use the result from Lemma 5.3 .1 by noting $m=\Theta(n)$ for $m \geq n_{1}$ :

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{C}_{m}\right) \geq 1-O\left(\frac{1}{(\log n)^{2}}\right) \tag{5.35}
\end{equation*}
$$

We have (5.33), since $\mu_{n_{1}}^{k_{s}} \leq \mu_{m}^{k_{s}}, \forall m \geq n_{1}$. Finally, (5.34) uses (5.30).
From Lemma 5.3.1 and the fact that $n_{1}=\Theta(n)$, we have $\mu_{n_{1}}^{k_{s}}=O(\log n)$. Since $\log (1+$ $z)=\log z+\log \left(1+\frac{1}{z}\right)$ for $z>0$, we expand the right hand side of (5.34):

$$
\begin{equation*}
R_{m a c \mid I_{p}}(x)>\log \frac{P(1-\epsilon) \mu_{n_{1}}^{k_{s}}}{1+x}+O\left(\frac{1}{\log n}\right) . \tag{5.36}
\end{equation*}
$$

Take expectation with respect to $I_{p}$ and use the convexity of $h(z)=\log \left(1+\frac{c_{1}}{c_{2}+z}\right)$ :

$$
\begin{align*}
\mathbb{E}\left[R_{m a c \mid I_{p}}(x)\right] & >\log \frac{P(1-\epsilon) \mu_{n_{1}}^{k_{s}}}{1+\mathbb{E}\left[I_{p}\right]}+O\left(\frac{1}{\log n}\right) \\
& =\log \frac{P \mu_{n_{1}}^{k_{s}}}{1+P_{p} M_{p}}+\log (1-\epsilon)+O\left(\frac{1}{\log n}\right) . \tag{5.37}
\end{align*}
$$

Finally, we calculate $\mu_{n_{1}}^{k_{s}}$. Since $\alpha=\frac{\Gamma}{k_{s}}$, from (5.27), we have $p \approx\left(\frac{\Gamma}{k_{s} P}\right)^{N_{p}}$ for large $k_{s}$. From Lemma 5.3.1, we have

$$
\begin{equation*}
\mu_{n_{1}}^{k_{s}}=k_{s}\left(\log \frac{n \Gamma^{N_{p}}}{P^{N_{p}} k_{s}^{N_{p}+1}}+1\right)+O(1) . \tag{5.38}
\end{equation*}
$$

Substituting (5.38) into (5.37), and with some calculation, we have the desired lower bound in (5.10).

Now, we find an upper bound. Let $T=\frac{1}{1+I_{p}}$ and $R_{\text {mac } \mid T}(t)$ be the conditional throughput. Expand $R_{\operatorname{mac} \mid T}(t)$ based on the event $\left\{M \leq n_{2}\right\}$ and its complement:

$$
\begin{align*}
R_{\text {mac } \mid T}(t) & =\mathbb{E}\left[\log \left(1+t G_{\text {sum }}\right) \mid M \leq n_{2}\right] \mathbb{P}\left(M \leq n_{2}\right)+\mathbb{E}\left[\log \left(1+t G_{\text {sum }}\right) \mid M>n_{2}\right] \mathbb{P}\left(M>n_{2}\right) \\
& \leq \log \left(1+t \mathbb{E}\left[G_{\text {sum }} \mid M \leq n_{2}\right]\right)+\log \left(1+t \mathbb{E}\left[G_{\text {sum }} \mid M>n_{2}\right]\right) \mathbb{P}\left(M>n_{2}\right) \tag{5.39}
\end{align*}
$$

where (5.39) uses the Jensen inequality. Since $\mathbb{E}\left[G_{\text {sum }} \mid M=i\right]$ is a non-decreasing function of $i$, we have

$$
\begin{align*}
R_{\operatorname{mac} \mid T}(t) & \leq \log \left(1+t \mathbb{E}\left[S_{n_{2}}^{k_{s}}(P)\right]\right)+\log \left(1+t \mathbb{E}\left[S_{n}^{k_{s}}(P)\right]\right) \mathbb{P}\left(M>n_{2}\right) \\
& <\log \left(1+t P \mu_{n_{2}}^{k_{s}}\right)+\log \left(1+t P \mu_{n}^{k_{s}}\right) O\left(\frac{1}{n}\right) \tag{5.40}
\end{align*}
$$

where (5.40) uses (5.30). Take expectation with respect to $T$.

$$
\begin{align*}
\mathbb{E}\left[R_{m a c \mid T}(t)\right] & \leq \log \left(1+P \mu_{n_{2}}^{k_{s}} \mathbb{E}[T]\right)+\log \left(1+P \mu_{n}^{k_{s}} \mathbb{E}[T]\right) O\left(\frac{1}{n}\right)  \tag{5.41}\\
& <\log \left(1+P \mu_{n_{2}}^{k_{s}} \mu_{T}\right)+O\left(\frac{\log \log n}{n}\right)  \tag{5.42}\\
& =\log P \mu_{n_{2}}^{k_{s}}+\log \mu_{T}+\log \left(1+O\left(1 / \mu_{n_{2}}^{k_{s}}\right)\right)+O\left(\frac{\log \log n}{n}\right) \tag{5.43}
\end{align*}
$$

where $\mu_{T}=\mathbb{E}[T]$. The Jensen inequality is used in (5.41) and the identity $\log (1+z)=$ $\log z+\log \left(1+\frac{1}{z}\right)$ for $z>0$ is used in (5.43). Similar to (5.38), we have

$$
\begin{equation*}
\mu_{n_{2}}^{k_{s}}=k_{s}\left(\log \frac{n \Gamma^{N_{p}}}{P^{N_{p}} k_{s}^{N_{p}+1}}+1\right)+O(1) . \tag{5.44}
\end{equation*}
$$

Substituting (5.44) into (5.43), we obtain the desired upper bound in (5.11) with $C_{0}=$ $\log \left(\mu_{T}\left(1+M_{p} P_{p}\right)\right)$. Notice that $C_{0} \geq 0$, because

$$
\begin{equation*}
\mu_{T}\left(1+M_{p} P_{p}\right)=\mathbb{E}\left[1 /\left(1+I_{p}\right)\right] \mathbb{E}\left[1+I_{p}\right] \geq 1 \tag{5.45}
\end{equation*}
$$

where the equality holds if and only if $I_{p}$ is a constant.

### 5.6.3 Proof of Lemma 5.3.3

Proof The exact expression of $R_{\text {mac }}$ as a function of $k_{s}$ is unknown in Theorem 5.3.2, thus a direct maximization of $R_{\text {mac }}\left(k_{s}\right)$ is impossible. The idea of this proof is to (approximately)
optimize bounds on $R_{m a c}$ and show that the resulting answer is sufficient for our purposes. We begin with the lower and upper bounds in Theorem 5.3.2, denoted as $L\left(k_{s}\right)$ and $U\left(k_{s}\right)$, which can be written as (ignoring vanishing terms):

$$
\begin{align*}
L\left(k_{s}\right) & =\log r\left(k_{s}\right)+\log \frac{P}{1+M_{p} P_{p}}  \tag{5.46}\\
U\left(k_{s}\right) & =\log r\left(k_{s}\right)+\log \frac{P}{1+M_{p} P_{p}}+C_{0} \tag{5.47}
\end{align*}
$$

where

$$
\begin{equation*}
r\left(k_{s}\right)=k_{s}\left(-\left(N_{p}+1\right) \log k_{s}+\log n(\Gamma / P)^{N_{p}}+1\right) \tag{5.48}
\end{equation*}
$$

Notice that $L\left(k_{s}\right)$ and $U\left(k_{s}\right)$ are identical function of $k_{s}$ except a constant gap $C_{0}$. Intuitively, the value of $k_{s}$ that maximizes $L\left(k_{s}\right)$ (or $U\left(k_{s}\right)$ ), denoted by $k_{s}^{*}$, should also (almost) maximize $R_{m a c}\left(k_{s}\right)$. We justify this intuition in the rest of the proof.

First, we find $k_{s}^{*}$. Since $\log (\cdot)$ is a monotonic-increasing function, we maximize $r\left(k_{s}\right)$ instead. For the asymptotic analysis, $k_{s}$ can be considered as a continuous variable. So, solving $r^{\prime}(\cdot)=0$, we obtain:

$$
\begin{equation*}
k_{s}^{*}=\left(\frac{\Gamma}{P e}\right)^{\frac{N_{p}}{N_{p}+1}} n^{\frac{1}{N_{p}+1}} . \tag{5.49}
\end{equation*}
$$

Now, consider $k_{s}=k_{s}^{1}$ such that $\log r\left(k_{s}^{1}\right)+C_{0}<\log r\left(k_{s}^{*}\right)$. Then, $k_{s}^{1}$ is not the maximizer of $R_{\text {mac }}\left(k_{s}\right)$, because in this case $U\left(k_{s}^{1}\right)<L\left(k_{s}^{*}\right)$, which implies $R_{\text {mac }}\left(k_{s}^{1}\right)<R_{\text {mac }}\left(k_{s}^{*}\right)$. Therefore, $k_{s}^{\text {opt }}$, the true maximizer of $R_{\text {mac }}\left(k_{s}\right)$, must satisfy

$$
\begin{equation*}
\log r\left(k_{s}^{o p t}\right)+C_{0} \geq \log r\left(k_{s}^{*}\right) \tag{5.50}
\end{equation*}
$$

Let $k_{s}^{o p t}=k_{s}^{*}+\Delta k$. From (5.50), with some algebra, we have:

$$
\begin{equation*}
|\Delta k| \leq \sqrt{1-\xi} k_{s}^{*} \tag{5.51}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi=\exp \left(-C_{0}\right)=\left(\mu_{T}\left(1+P_{p} M_{p}\right)\right)^{-1} \tag{5.52}
\end{equation*}
$$

Numerically, one can see that $\xi \approx 1$ and thus $\Delta k \approx 0$. For example, if $P_{p}=10, \xi \approx 0.8$ for $M_{p}=4$ and $\xi \approx 0.9$ for $M_{p}=8$.

### 5.6.4 Proof of Theorem 5.3.6

Proof Consider an arbitrary $\mathcal{S}$ and $\left\{P_{i}\right\}_{i \in \mathcal{S}}$ that comply with the interference constraints imposed by the primary. We first enlarge the secondary throughput by assuming zero interference from the primary:

$$
\begin{align*}
R_{m a c} & \leq \log \left(1+\sum_{i \in \mathcal{S}} P_{i}\left|h_{i}\right|^{2}\right)  \tag{5.53}\\
& \leq \log \left(1+G_{\max } P_{\text {sum }}\right) \tag{5.54}
\end{align*}
$$

where

$$
\begin{equation*}
P_{\text {sum }}=\sum_{i \in \mathcal{S}} P_{i}, \quad G_{\max }=\max _{1 \leq i \leq n}\left|h_{i}\right|^{2} \tag{5.55}
\end{equation*}
$$

Now we find an upper bound for $R_{\text {mac }}$ regardless of transmission strategies. First, we bound $P_{\text {sum }}$ and formulate an optimization problem:

$$
\begin{align*}
& \max _{\mathcal{S},\left\{P_{i}\right\}} P_{\text {sum }} \\
& \text { s.t. }: \sum_{i \in \mathcal{S}} P_{i}\left|g_{j i}\right|^{2} \leq \Gamma \text { for } 1 \leq j \leq N_{p}, \text { and } P_{i} \leq P . \tag{5.56}
\end{align*}
$$

which is a standard linear programming whose solution is denoted by $P_{\text {sum }}^{*}$. Here, $P_{\text {sum }}^{*}$ is a random variable depending on the channel realizations. A direct solution requires joint optimization over $\mathcal{S}$ and $\left\{P_{i}\right\}$, but a simpler analysis exists for upper bounds. We relax the set of interference constraints in (5.56) to a single sum constraint, which never decreases $P_{\text {sum }}^{*}$ :

$$
\begin{equation*}
\sum_{i \in \mathcal{S}} P_{i} I_{\text {sum }, i} \leq N_{p} \Gamma, \tag{5.57}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{s u m, i}=\sum_{j=1}^{N_{p}}\left|g_{j i}\right|^{2} \tag{5.58}
\end{equation*}
$$

is the total cross-channel gains from the secondary transmitter $i$ to all the primary receivers. Thus, $\left\{I_{\text {sum }, i}\right\}_{i=1}^{n}$ are i.i.d. $\operatorname{Gamma}\left(N_{p}, 1\right)$. We order $I_{\text {sum }, i}$ among all the secondary transmitters:

$$
\begin{equation*}
\tilde{I}_{s u m, 1} \leq \cdots \leq \tilde{I}_{s u m, n} \tag{5.59}
\end{equation*}
$$

Then, we construct the following problem by further relaxing the constraint of (5.57):

$$
\begin{align*}
& \max _{\mathcal{S},\left\{P_{i}\right\}} P_{\text {sum }} \\
\text { s.t. }: & \sum_{i=1}^{|\mathcal{S}|} P_{i} \tilde{I}_{\text {sum }, i} \leq N_{p} \Gamma \text { and } P_{i} \leq P . \tag{5.60}
\end{align*}
$$

The solution for the above problem, denoted by $P_{\text {sum, }}^{*}$, is always greater than or equal to $P_{\text {sum }}^{*}$. The corresponding $\left\{P_{i}\right\}$ achieves $P_{\text {sum }, 1}^{*}$ are in form of $P_{i} \geq P_{j}$ for $i \leq j$. Thus, we have

$$
\begin{equation*}
P_{\text {sum }, 1}^{*} \leq P N_{\text {smax }} \tag{5.61}
\end{equation*}
$$

where $N_{s m a x}$ is the maximum possible value of $|\mathcal{S}|$ that satisfies

$$
\begin{equation*}
P \sum_{i=1}^{|\mathcal{S}|-1} \tilde{I}_{\text {sum }, i} \leq N_{p} \Gamma \tag{5.62}
\end{equation*}
$$

For brevity, we outline the rest of the proof. It can be shown that $N_{\text {smax }}$ converges to $\Theta\left(n^{\frac{1}{N_{p}+1}}\right)$ in probability. Because $P_{\text {sum }}^{*} \leq P N_{s}$ and $G_{\max }$ (the maxima of $n$ i.i.d. exponentials) scales as $\log n[39,49]$, we have (see (5.54)):

$$
\begin{align*}
R_{m a c}^{o p t} & \leq \log \left(\Theta\left(n^{\frac{1}{N_{p}+1}}\right) \log n\right)  \tag{5.63}\\
& =\frac{1}{N_{p}+1} \log n+O(\log \log n) \tag{5.64}
\end{align*}
$$

## CHAPTER 6 SPECTRUM SHARING WITH DISTRIBUTED RELAY SELECTION AND CLUSTERING

### 6.1 Introduction

Spectrum-sharing [35,38] allows unlicensed (secondary) users to share the spectrum of licensed (primary) users as long as the interference caused on the primary is tolerable. This problem is often formulated as maximizing the secondary rate subject to interference constraints on the primary, or as the dual problem of minimizing the interference on the primary subject to a fixed rate for the secondary. Thus, reducing the interference footprint of the secondary is of paramount interest in spectrum sharing. Multihop relaying and cooperative communication is known to significantly mitigate interference and increase the sum-throughput in many multi-user scenarios [2], among others in broadcast channels [3], multiple access channels [4] and interference channels [5]. This has motivated the use of relays in spectrum sharing networks [6-12].

This chapter studies a spectrum sharing network consisting of multiple primary nodes and a secondary system with $M$-antenna source and destination, and $n$ half-duplex relays. Unlike conventional relay networks [45,62], the secondary relays must not only maximize the secondary rate but also control the interference on the primary, thus new cooperative algorithms are called for. To achieve this goal we propose and investigate an approach involving amplify-and-forward (AF) relaying as well as relay selection. Under the proposed framework a closed-form expression is derived for the secondary rate, showing that it increases as $(M \log n) / 2$. Furthermore, we propose an augmented scheduling algorithm that recovers the half-duplex loss and improves the constant factor in the throughput growth rate. Finally, we characterize the trade-off between the secondary rate and the primary interference,
showing that the interference on the primary can be reduced asymptotically to zero while the secondary rate still grows logarithmically with $n$. Our results suggest that to maximize the secondary rate subject to primary interference constraints, one must activate a subset of relays that are chosen based on their interference profile on the primary, each of the relays transmit with power inversely proportional to $n$, and the secondary source must operate at a power level potentially below its maximum available power. These outcomes are unique to the cognitive relay networks and are distinct from the conventional relay networks, e.g., [45].

Some of the related work is as follows. Zhang et al. [37] studied the secondary power allocation under various power and interference constraints. The throughput limits of spectrum-sharing broadcast and MAC were analyzed in [52] (Chapter 4). Recently, relaying in spectrum sharing networks has attracted attention. For secondary outage probability Zou et al. [11] and Lee et al. [12] proved that the relay selection in spectrum-sharing achieved the same diversity as conventional relay networks. For decode-and-forward (DF) relaying, Mietzner et al. [7] studied power allocation subject to a desired secondary rate, and Asghari and Aissa [8] analyzed symbol error rate with relay selection. For AF-relaying, Li et al. [9] selected a single relay to maximize the secondary rate, and Naeem et al. [10] numerically analyzed a greedy relay selection algorithm.

### 6.2 System Model

We consider a spectrum sharing network consists of $N_{p}$ primary nodes and a secondary system with an $M$-antenna source, an $M$-antenna destination and $n$ single-antenna half-duplex relays, as shown in Figure 6.1. The average interference power caused by the secondary on each of the primary nodes must be less than $\gamma[63]$. Let $\mathbf{H} \in \mathcal{C}^{M \times n}$ be the channel coefficient matrix from the source to the relays, and $\mathbf{F} \in \mathcal{C}^{n \times M}$ and $\mathbf{G} \in \mathcal{C}^{n \times N_{p}}$ be the channel coefficient matrices from the relays to the destination and the primary nodes, respectively. Denote $\mathbf{h}_{p, \ell} \in \mathcal{C}^{M \times 1}$ as the channel vector from the source to the primary node $\ell, 1 \leq \ell \leq N_{p}$. The source has no direct link to the destination, a widely used model $[8,45,64]$ appropriate for geometries where the relays are roughly located in the middle of the source and destination.


Figure 6.1. System model of Chapter 6

A block-fading model is considered where all entries of $\mathbf{H}, \mathbf{F}, \mathbf{G}$ and $\mathbf{h}_{p, \ell}$ are zero-mean i.i.d. circular symmetric complex Gaussian $(\mathcal{C N})$ with variance $\sigma_{s}^{2}, \sigma_{d}^{2}, \sigma_{p}^{2}$ and $\sigma_{s p}^{2}$, respectively.

The source communicates with the destination via two hops, which in general lowers the required transmit power and thus reduces the interference on the primary. In the first hop, the source sends $M$ independent data streams across $M$ antennas with equal power. The relay $i$ receives

$$
\begin{equation*}
r_{i}=\sqrt{\frac{P_{s}}{M}} \mathbf{h}_{i}^{t} \mathbf{s}+n_{i} \tag{6.1}
\end{equation*}
$$

where $P_{s}$ is the source transmit power, which must be less than a power constraint $\bar{P}_{s}$, $\mathbf{s} \in \mathcal{C}^{M \times 1}$ is i.i.d. Gaussian signals, $\mathbf{h}_{i}^{t} \in \mathcal{C}^{1 \times M}$ is the row $i$ of $\mathbf{H}$, namely the channel vector between the relay $i$ and the source, and $n_{i}$ is additive noise with distribution $\mathcal{C N}(0,1)$.

In the second hop, a subset of the relays is selected to transmit to the destination. We define a random variable $T_{i}$ to indicate whether the relay $i$ is selected (eligible):

$$
T_{i}= \begin{cases}1, & \text { the relay } i \text { is eligible }  \tag{6.2}\\ 0, & \text { otherwise }\end{cases}
$$

No cooperation among the relays is allowed due to their distributed nature. Each relay rotates and scales $r_{i}$ by

$$
\begin{equation*}
c_{i}=e^{j \theta_{i}} \sqrt{\frac{P_{r}}{\mathbb{E}\left[T_{i}\right]\left(P_{s} \sigma_{s}^{2}+1\right)}} \tag{6.3}
\end{equation*}
$$

where $P_{r}$ is the average relay power and $\theta_{i}$ is the rotation angle, which are designed in the sequel. Therefore, the signal transmitted by the relay $i$ is $T_{i} c_{i} r_{i}$.

After the relay forwarding, the received signal vector at the destination is

$$
\begin{equation*}
\mathbf{y}=\sqrt{\frac{P_{s}}{M}} \underbrace{\mathrm{FDH}}_{\tilde{\mathbf{H}}} \mathrm{s}+\underbrace{\mathrm{FDn}+\mathbf{w}}_{\tilde{\mathbf{w}}}, \tag{6.4}
\end{equation*}
$$

where $\mathbf{D}=\operatorname{diag}\left(T_{1} c_{1}, \cdots, T_{n} c_{n}\right)$ is the relay processing matrix and $\tilde{\mathbf{w}}$ is the equivalent additive noise. The equivalent channel matrix $\tilde{\mathbf{H}}$ has entries

$$
\begin{equation*}
[\tilde{\mathbf{H}}]_{m q}=\sum_{i=1}^{n} T_{i} c_{i} f_{m i} h_{i q}, \tag{6.5}
\end{equation*}
$$

where $f_{m i}$ and $h_{i q}$ are $[\mathbf{F}]_{m i}$ and $[\mathbf{H}]_{i q}$, respectively.
In this chapter, we focus on the effect of the number of relays on the secondary rate, i.e., the so-called "scaling laws" for the relays in a spectrum-sharing system. Thus, we allow $n$ to increase while $N_{p}$ remains bounded. Analysis of scaling laws has a long and established history in wireless communications. Among the many examples we mention a few, e.g., [34, 45, 65].

We refer to cross channels between secondary transmitters and primary receivers as interference links. We assume the destination knows $\mathbf{F}, \mathbf{D}$ and $\mathbf{H}$, and the relays only know the instantaneous channel gains to which they directly connect, i.e., $\mathbf{h}_{i}$ and the column $i$ of F. The interference (thus the channels) from the primary to the secondary is not explicitly modeled for brevity, because its impact can be absorbed into the noise term $\tilde{\mathbf{w}}$.

The cross-channel CSI requirements in a TDD system can be met by the secondary nodes detecting packets emitted from the primary nodes. Otherwise, under the spectrum leasing model [58], the primary nodes can be expected to actively promote spectrum reuse by transmitting pilots that can be used for cross-channel gain estimation. The latter model applies to both TDD and FDD. Regarding the precision of cross-channel CSI, only the magnitude of the channel gains are needed, and the system can be made robust to imperfections in the cross-channel CSI to the relays, as shown in subsequent discussions (see Remark 6.3.1).

### 6.3 Spectrum-Sharing with relay selection and clustering

Relays that have weak interference links but strong secondary links are useful for spectrum sharing, while relays that produce a strong interference on the primary may do more harm than good. Therefore we use relay selection. In spectrum sharing, relay selection and allocation of transmit powers are coupled through the interference constraint, an issue that is not encountered in conventional (non-spectrum sharing) relaying. To make the problem tractable, we propose a two-step approach: first the allowable interference per relay is bounded, leading to the creation of an eligible relay set. Then the secondary rate is maximized by selecting appropriate relays from among the eligible set and coordinating their transmissions in a manner shown in the sequel.

### 6.3.1 Eligible Relay Selection

The interference on the primary nodes is controlled by activating only the relays with weak interference links. We design the relay selection in a distributed manner that does not require CSI exchange among the relays. A relay is eligible if and only if all of its own interference link gains are less than a pre-designed threshold $\alpha$. So from (6.2)

$$
T_{i}= \begin{cases}1, & \left|g_{\ell i}\right|^{2} \leq \alpha \text { for } \ell=1, \cdots, N_{p}  \tag{6.6}\\ 0, & \text { otherwise }\end{cases}
$$

where $\left|g_{\ell i}\right|^{2}$ is the channel gain between the relay $i$ and the primary node $\ell$. Note that $\left\{\left|g_{\ell i}\right|^{2}\right\}_{\ell, i}$ are i.i.d. exponentials with mean $\sigma_{p}^{2}$, so $\left\{T_{i}\right\}_{i}$ are i.i.d. Bernoulli random variables with success probability

$$
\begin{equation*}
p=\left(1-e^{-\alpha / \sigma_{p}^{2}}\right)^{N_{p}} . \tag{6.7}
\end{equation*}
$$

Since each relay determines eligibility based on its own interference links, the eligible relay selection is independent across the relays. The average interference from the secondary
system to the primary node $\ell$ is

$$
\begin{align*}
\gamma_{\ell} & =\frac{1}{2} \mathbb{E}\left[\left(\sum_{i=1}^{n} g_{\ell i} t_{i}\right)\left(\sum_{i=1}^{n} g_{\ell i}^{*} t_{i}^{*}\right)\right]+\frac{P_{s}}{2 M} \mathbb{E}\left[\left|\mathbf{h}_{p, \ell}\right|^{2}\right]  \tag{6.8}\\
& =\frac{P_{r}}{2} \sum_{i=1}^{n} \mathbb{E}\left[\left|g_{\ell i}\right|^{2} \mid T_{i}=1\right]+\frac{\sigma_{s p}^{2} P_{s}}{2} \tag{6.9}
\end{align*}
$$

where the factor $\frac{1}{2}$ is due to the fact that the relays and the source only transmit during half of the time. The second equality holds since the design of $\theta_{i}$ is independent of interference links, as shown soon. Since $T_{i}=1$ implies $\left|g_{\ell i}\right|^{2} \leq \alpha \forall \ell$, we have

$$
\begin{align*}
\mathbb{E}\left[\left|g_{\ell i}\right|^{2} \mid T_{i}=1\right] & <\int_{0}^{\alpha} \frac{x e^{-x / \sigma_{p}^{2}}}{\sigma_{p}^{2}} d x=\sigma_{p}^{2}-e^{-\alpha / \sigma_{p}^{2}}\left(\alpha+\sigma_{p}^{2}\right)  \tag{6.10}\\
& \triangleq f(\alpha) \tag{6.11}
\end{align*}
$$

Combining (6.9) and (6.11), we have $\forall \ell, \gamma_{\ell} \leq \gamma$ if $\alpha$ and $P_{r}$ satisfy

$$
\begin{equation*}
n P_{r} f(\alpha) \leq \max \left(\gamma_{r}, 0\right) \tag{6.12}
\end{equation*}
$$

where $\gamma_{r}=2 \gamma-\sigma_{s p}^{2} P_{s}$. As long as (6.12) holds, the interference on all the primary nodes is ensured to be less than $\gamma$, although the relays are selected distributedly. In our two-hop communication the source power $P_{s}$ is chosen so that $\gamma_{r}>0$, and otherwise the secondary rate is zero.

Remark 6.3.1 We briefly discuss CSI uncertainty in the CSI of relay cross-channel gains. Denote the (relay) estimated cross channel gain as $\left|\hat{g}_{\ell i}\right|^{2}$. For simplicity, consider $\left|\hat{g}_{\ell i}\right|^{2}$ has the same exponential distribution as the true channel gain $\left|g_{\ell i}\right|^{2}$. Assume uncertainty can be modeled as an interval, e.g., that the true cross-channel gain is in the interval $\left[0,(1+\epsilon)\left|\hat{g}_{\ell i}\right|^{2}\right]$ for some known and fixed $\epsilon$. In this case, if $\alpha$ and $P_{r}$ satisfy

$$
n P_{r} f(\alpha+\epsilon) \leq \max \left(\gamma_{r}, 0\right),
$$

the interference constraints on the primary will still be ensured. Since $f(\cdot)$ is an increasing and bounded function, the impact of uncertainty $\epsilon$ is to reduce the transmit power at the relays.

### 6.3.2 Distributed Relay Clustering

The second part of the proposed method aims to maximize the secondary rate. Recall that the source and destination have $M$ antennas each; the relays are divided correspondingly into $M$ groups $\left\{\mathcal{G}_{m}, 1 \leq m \leq M\right\}$, where each group of relays aims to provide a virtual pipe between one of the source antennas and the corresponding destination antenna. This channel-diagonalization approach is reminiscent of [45] but requires more sophisticated analysis because the (eligible) relay set is random, as shown in the sequel.

The relay $i \in \mathcal{G}_{m}$ rotates the received signal by $\theta_{i}$ such that

$$
\begin{equation*}
e^{j \theta_{i}} f_{m i} h_{i m}=\left|f_{m i}\right|\left|h_{i m}\right| . \tag{6.13}
\end{equation*}
$$

In this case, all the relays in $\mathcal{G}_{m}$ forward the signal sent by the source-antenna $m$ coherently to the destination-antenna $m$.

Now, the challenge is to decide the assignment of relays to the group $\mathcal{G}_{m}$, for $1 \leq m \leq M$. We focus on distributed methods so that the coordination among relays is reduced. In addition, we decouple the relay clustering from the relay selection: the relays decide their groups according to their source-relay and relay-destination channels but independent of the interference links. Therefore, under this framework, $\left\{\theta_{i}\right\}_{i=1}^{n}$ and $\left\{T_{i}\right\}_{i=1}^{n}$ are mutually independent. This decoupling allows us to leverage existing relaying methods to enhance the secondary rate while bounding the primary interference. It also greatly simplifies the analysis.

We shall consider two clustering schemes:

## Fixed Clustering

Here, each of the groups has $n / M$ relays. ${ }^{1}$ Subject to this condition, the relays are assigned to the groups in a pre-defined manner. Without loss of generality, we assume:

$$
\mathcal{G}_{m}=\left\{i: \frac{(m-1) n}{M}+1 \leq i \leq \frac{m n}{M}, 1 \leq m \leq M .\right\} .
$$

[^14]
## Gain Clustering

In this clustering we have

$$
\mathcal{G}_{m}=\left\{i:\left|h_{i m}\right|>\left|h_{i q}\right|, \quad q \neq m, 1 \leq q \leq M\right\}
$$

In other words, the groups are assigned based on the relays' channel gain to source antennas. A relay (distributedly) decides to join in the group $m$ if its gain to the $m$-th source antenna is the stronger than any other channel gains. The group assignment of relays is independent from each other and is also independent of relay eligibility. Note that $\mathcal{G}_{m}$ is no longer fixed but depends on the source-relay channels. Because all channels are i.i.d., a relay has equal probability of choosing any of the groups. Therefore $\left|\mathcal{G}_{m}\right|$ (the cardinality of $\mathcal{G}_{m}$ ) is binomially distributed with parameters $\left(n, \frac{1}{M}\right)$.

### 6.4 Secondary Rate in Spectrum-sharing with Relays

We first derive a general closed-form expression for the secondary rate under the proposed framework, and then evaluate the achievable rate for specific methods.

### 6.4.1 Calculation of Secondary Rate

From (6.4), conditioned on $\mathbf{F}, \mathbf{D}$ and $\mathbf{H}, \tilde{\mathbf{w}}$ is a Gaussian vector with autocorrelation

$$
\begin{equation*}
\mathbf{W}=\mathbf{I}+\mathbf{F D D}^{\dagger} \mathbf{F}^{\dagger} . \tag{6.14}
\end{equation*}
$$

The secondary rate in the presence of $n$ relays is denoted with $R_{n}$ and is given by:

$$
\begin{equation*}
R_{n}=\frac{1}{2} \log \operatorname{det}\left(\mathbf{I}+\frac{P_{s}}{M} \tilde{\mathbf{H}} \tilde{\mathbf{H}}^{\dagger} \mathbf{W}^{-1}\right) \tag{6.15}
\end{equation*}
$$

where $\frac{1}{2}$ is due to the half-duplex relay constraint.
Now, we find $R_{n}$ for large $n$. First, from (6.5) and (6.13), the entry of $\tilde{\mathbf{H}}$ is

$$
[\tilde{\mathbf{H}}]_{m q}= \begin{cases}A_{m m}+B_{m m}, & q=m  \tag{6.16}\\ C_{m q}, & q \neq m\end{cases}
$$

where

$$
\begin{align*}
A_{m m} & =\sqrt{\frac{P_{r}}{p\left(\sigma_{s}^{2} P_{s}+1\right)}} \sum_{i \in \mathcal{G}_{m}} T_{i}\left|f_{m i}\right|\left|h_{i m}\right|, \\
B_{m m} & =\sqrt{\frac{P_{r}}{p\left(\sigma_{s}^{2} P_{s}+1\right)}} \sum_{i \notin \mathcal{G}_{m}} T_{i} f_{m i} h_{i m} e^{j \theta_{i}}, \\
C_{m q} & =\sqrt{\frac{P_{r}}{p\left(\sigma_{s}^{2} P_{s}+1\right)}} \sum_{i=1}^{n} T_{i} f_{m i} h_{i q} e^{j \theta_{i}} . \tag{6.17}
\end{align*}
$$

The terms in $A_{m m}, B_{m m}$ and $C_{m q}$ are mutually independent, because $\left\{T_{i}\right\}_{i=1}^{n}$ and $\left\{\theta_{i}\right\}_{i=1}^{n}$ are independent from each other. So we have the following lemma.

Lemma 6.4.1 If $\min _{1 \leq m \leq M}\left|\mathcal{G}_{m}\right| \xrightarrow{\text { w.p. }} \infty$ as $n \rightarrow \infty$, we have

$$
\begin{gather*}
\quad \frac{A_{m m}}{n}-\frac{1}{n} \sqrt{\frac{p P_{r}}{\sigma_{s}^{2} P_{s}+1}} \sum_{i \in \mathcal{G}_{m}} \mathbb{E}\left[\left|f_{m i}\right|\left|h_{i m}\right|\right] \xrightarrow{w . p .1} 0  \tag{6.18}\\
\frac{B_{m m}}{n}-\frac{1}{n} \sqrt{\frac{p P_{r}}{\sigma_{s}^{2} P_{s}+1}} \sum_{i \notin \mathcal{G}_{m}} \mathbb{E}\left[f_{m i} h_{i m} e^{-j \theta_{i}}\right] \xrightarrow{w . p .1} 0  \tag{6.19}\\
\quad \frac{C_{m q}}{n}-\frac{1}{n} \sqrt{\frac{p P_{r}}{\sigma_{s}^{2} P_{s}+1}} \sum_{i=1}^{n} \mathbb{E}\left[f_{m i} h_{i q} e^{-j \theta_{i}}\right] \xrightarrow{w . p .1} 0 \tag{6.20}
\end{gather*}
$$

Proof The proof follows from [66, Theorem 2.1] and [43, Theorem 1.8.D], and is omitted here.

From Lemma 6.4.1, given $\left|\mathcal{G}_{m}\right| \xrightarrow{\text { w.p. } 1} \infty \forall m$, we have:

$$
\begin{equation*}
\frac{\tilde{\mathbf{H}}}{n}-\operatorname{diag}\left(a_{1}, \cdots, a_{M}\right) \xrightarrow{w . p .1} 0 \tag{6.21}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{m}=\frac{1}{n} \sqrt{\frac{p P_{r}}{\left(\sigma_{s}^{2} P_{s}+1\right)}} \sum_{i \in \mathcal{G}_{m}} \mathbb{E}\left[\left|f_{m i}\right|\left|h_{i m}\right|\right] . \tag{6.22}
\end{equation*}
$$

The above analysis indicates that $\tilde{\mathbf{H}}$ converges to a diagonal matrix for large $n$ (with probability 1 ). We now show that $\mathbf{W}$ is also diagonalized as $n$ increases. From (6.14), we have

$$
\begin{equation*}
[\mathbf{W}]_{m q}=\sum_{i=1}^{n} \frac{T_{i} P_{r} f_{m i} f_{i q}^{*}}{p\left(P_{s} \sigma_{s}^{2}+1\right)}+\delta_{m q} \tag{6.23}
\end{equation*}
$$

where $\delta_{m q}=1$ if $m=q$ and $\delta_{m q}=0$ if $m \neq q$. One can verify Kolmogorov conditions [43, Theorem 1.8.D], and therefore obtain

$$
\begin{equation*}
\frac{[\mathbf{W}]_{m q}}{n}-\frac{1}{n}\left(\sum_{i=1}^{n} \frac{P_{r} \mathbb{E}\left[f_{m i} f_{i q}^{*}\right]}{P_{s} \sigma_{s}^{2}+1}+\delta_{m q}\right) \xrightarrow{w . p .1} 0 \tag{6.24}
\end{equation*}
$$

where

$$
\mathbb{E}\left[f_{m i} f_{i q}^{*}\right]= \begin{cases}\mathbb{E}\left[\left|f_{m i}\right|^{2}\right], & m=q  \tag{6.25}\\ 0, & m \neq q\end{cases}
$$

Therefore, we have

$$
\begin{equation*}
\frac{\mathbf{W}}{n}-\operatorname{diag}\left(b_{1}, \cdots, b_{M}\right) \xrightarrow{w . p .1} 0 \tag{6.26}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{m}=\frac{P_{r} \sum_{i=1}^{n} \mathbb{E}\left[\left|f_{m i}\right|^{2}\right]}{n\left(P_{s} \sigma_{s}^{2}+1\right)}+\frac{1}{n} \tag{6.27}
\end{equation*}
$$

From (6.21) and (6.26), for large $n$, the end-to-end channel between the source and the destination is approximately decoupled into $M$ parallel channels under the proposed framework, where the channel coefficient $m$ is $a_{m}$ and the received noise has variance $b_{m}$. The capacity of this parallel channel is

$$
\begin{equation*}
\bar{R}=\frac{1}{2} \sum_{m=1}^{M} \log \left(1+\frac{n P_{s} a_{m}^{2}}{M b_{m}}\right) \tag{6.28}
\end{equation*}
$$

Therefore, it is reasonable to expect that $R_{n} \approx \bar{R}$ for large $n$. After some calculation (omitted for brevity), we obtain the following result.

Theorem 6.4.2 Consider a secondary system with an $M$-antenna source, an M-antenna destination, and $n$ single-antenna relays, in the presence of $N$ primary nodes each tolerating interference no more than $\gamma$. The secondary rate satisfies

$$
\begin{equation*}
R_{n}-\bar{R} \xrightarrow{w . p .1} 0, \quad n \rightarrow \infty, \tag{6.29}
\end{equation*}
$$

under the proposed relay selection and clustering framework.

### 6.4.2 Achievable Rate under Specific Clustering Schemes

We apply Theorem 6.4.2 to fixed clustering and gain clustering.

## Fixed Clustering

In this scheme, $\left|\mathcal{G}_{m}\right|=\frac{n}{M}$ (so Lemma 6.4.1 is applicable), and $\left|f_{m i}\right|$ and $\left|h_{i m}\right|$ are i.i.d. Rayleigh random variables with mean $\frac{\sigma_{d} \sqrt{\pi}}{2}$ and $\frac{\sigma_{s} \sqrt{\pi}}{2}$, respectively. Therefore, from (6.22), $a_{m}=\frac{\pi \sigma_{s} \sigma_{d}}{4 M} \sqrt{\frac{p P_{r}}{\sigma_{s}^{2} P_{s}+1}}$, for $1 \leq m \leq M$. Under this clustering, $\left|f_{m i}\right|^{2}$ is i.i.d. exponential with mean $\sigma_{d}^{2}$, and we have $b_{m}=\frac{\sigma_{d}^{2} P_{r}}{\sigma_{s}^{2} P_{s}+1}+\frac{1}{n}$, for $1 \leq m \leq M$. Substituting $a_{m}$ and $b_{m}$ into (6.28), $\bar{R}$ becomes

$$
\begin{equation*}
R^{(f)}=\frac{M}{2} \log \left(1+\frac{n p \pi^{2} \sigma_{s}^{2} \sigma_{d}^{2} P_{r} P_{s}}{16 M^{3}\left(\sigma_{d}^{2} P_{r}+n^{-1}\left(\sigma_{s}^{2} P_{s}+1\right)\right)}\right) . \tag{6.30}
\end{equation*}
$$

From Theorem 6.4.2, under fixed clustering, we have: $R_{n}-R^{(f)} \xrightarrow{\text { w.p.1 }} 0$.

## Gain Clustering

Since $\left|\mathcal{G}_{m}\right|$ is binomially distributed with parameters $\left(n, \frac{1}{M}\right)$, we have $\left|\mathcal{G}_{m}\right| / n \xrightarrow{\text { w.p.1 }} 1 / M$, and Lemma 6.4.1 is again applicable. Due to the independence of $\left|f_{m i}\right|$ and $\left|h_{i m}\right|$, from (6.22), we have

$$
\begin{equation*}
a_{m}=\frac{1}{n} \sqrt{\frac{p P_{r}}{\left(\sigma_{s}^{2} P_{s}+1\right)}} \sum_{i \in \mathcal{G}_{m}} \mathbb{E}\left[\left|f_{m i}\right|\right] \mathbb{E}\left[\left|h_{i m}\right|\right] . \tag{6.31}
\end{equation*}
$$

where $\mathbb{E}\left[\left|f_{m i}\right|\right]=\frac{\sigma_{d} \sqrt{\pi}}{2}$ (i.i.d. Rayleigh) and $\mathbb{E}\left[\left|h_{i m}\right|\right]=\max _{1 \leq m \leq M}\left|h_{m i}\right|$, which is the maximum of $M$ i.i.d. Rayleigh random variables. We have

$$
\begin{align*}
\mu_{h} & =\mathbb{E}\left[\max _{1 \leq m \leq M}\left|h_{i m}\right|\right] \\
& =\int_{0}^{\infty} \frac{2 M x^{2}}{\sigma_{s}^{2}} e^{-x^{2} / \sigma_{s}^{2}}\left(1-e^{-x^{2} / \sigma_{s}^{2}}\right)^{M-1} d x  \tag{6.32}\\
& =\sum_{m=0}^{M-1}(-1)^{M-m-1}\binom{M-1}{m} \frac{\sigma_{s} M \Gamma\left(\frac{3}{2}\right)}{(M-m)^{3 / 2}} . \tag{6.33}
\end{align*}
$$

Note that $\mu_{h}=\frac{\sigma_{s} \sqrt{\pi}}{2}$ for $M=1$ (no selection is needed), which is identical to the fixed clustering. Based on (6.31) and $\left|\mathcal{G}_{m}\right| / n \xrightarrow{w . p .1} 1 / M$, we have $a_{m}-\frac{\sigma_{\alpha} \mu_{h}}{2 M} \sqrt{\frac{p \pi P_{r}}{\left(\sigma_{s}^{2} P_{s}+1\right)}} \xrightarrow{w . p .1} 0$.

Under this clustering, $b_{m}$ remains the same as the fixed clustering case, since $\left|f_{m i}\right|$ is still i.i.d. Rayleigh for $i \in \mathcal{G}_{m}, \forall m$. Substituting $a_{m}$ and $b_{m}$ into (6.28), we have

$$
\begin{equation*}
R^{(g)}=\frac{M}{2} \log \left(1+\frac{n p \pi \mu_{h}^{2} \sigma_{d}^{2} P_{r} P_{s}}{4 M^{3}\left(\sigma_{d}^{2} P_{r}+n^{-1}\left(\sigma_{s}^{2} P_{s}+1\right)\right)}\right) \tag{6.34}
\end{equation*}
$$

then: $R_{n}-R^{(g)} \xrightarrow{w \cdot p .1} 0$.

### 6.5 Optimal Power Strategy for Spectrum-sharing with relays

In general, one may envision two competing philosophies for relay selection: (1) Allow only relays that have extremely weak interference links to the primary. Only very few relays will qualify but each of them can transmit at high power. (2) Allow a large number of relays to be activated. In this case the relay powers must be lowered because not all interference links are as "good" as the previous case.

The key question is: which approach is better? Should we use a few select relays with excellent interference profiles, or more relays operating at lower power? In this section, we optimize the threshold $\alpha$, the relay power $P_{r}$ and the source power $P_{s}$, while bounding the primary interference. The results of this section show that in general the balance tips in favor of having more eligible relays operating at low power.

### 6.5.1 Optimal Design of $\alpha$ and $P_{r}$

Consider a fixed $P_{s}$. Since $\alpha$ and $P_{r}$ depend on each other via (6.12), given $\alpha$ the maximum $P_{r}$ is

$$
\begin{equation*}
P_{r}=\frac{\gamma_{r}}{n f(\alpha)} \tag{6.35}
\end{equation*}
$$

Substituting (6.35) and (6.7) into (6.30) and (6.34) shows that $R^{(f)}$ and $R^{(g)}$ attain their maxima (as a function of $\alpha$ ) at $\alpha=\alpha_{0}$ where:

$$
\begin{equation*}
\alpha_{o}=\arg \max _{\alpha} \frac{\gamma_{r} P_{s}\left(1-e^{-\alpha / \sigma_{p}^{2}}\right)^{N_{p}}}{\gamma_{r} \sigma_{d}^{2}+\left(\sigma_{s}^{2} P_{s}+1\right) f(\alpha)} \tag{6.36}
\end{equation*}
$$



Figure 6.2. Optimal value of selection threshold $\alpha$ under $P_{s}=5, n=100$

A closed-form solution for $\alpha_{o}$ is unavailable but numerical solution can be easily obtained. Figure 6.2 shows the optimal design of $\alpha$ based on (6.36). For both fixed clustering and gain clustering, according to (6.36), $\alpha_{o}=1.7$ maximizes the secondary rate.

Now, we characterize the asymptotic behavior of $\alpha_{o}$, equivalently the optimal $P_{r}$. Because (6.36) is independent of $n$, the optimal threshold $\alpha$ is not a function of $n$. So from (6.35) the optimal average transmit power ${ }^{2}$ is $P_{r}=\Theta\left(n^{-1}\right)$, i.e., there exist real constants $d_{1}, d_{2}>0$ so that $d_{1} n^{-1} \leq P_{r} \leq d_{2} n^{-1}$. This implies that the secondary system should on average allow many relays to operate at low power. One may intuitively interpret this result as follows. To comply with the primary interference constraints, the sum power of relays must be bounded, and by spreading the total power among more relays better beamforming gain is achieved via coherent transmission.

Now, we study the scaling of the secondary rate. Consider examples with fixed clustering (Eq. (6.30)) and gain clustering (Eq. (6.34)). If $P_{r}=\Theta\left(n^{-1}\right)$, for fixed $\alpha$ (not necessarily

[^15]optimal), we have
\[

$$
\begin{equation*}
R^{(f)}=\frac{M}{2} \log n+C_{1}, \quad R^{(g)}=\frac{M}{2} \log n+C_{1}+C_{2}, \tag{6.37}
\end{equation*}
$$

\]

where

$$
C_{1}=\frac{M}{2} \log \frac{p \pi^{2} \sigma_{s}^{2} \sigma_{d}^{2} \gamma_{r} P_{s}}{16 M^{3}\left(\sigma_{s}^{2} P_{s}+1\right)\left(\sigma_{p}^{2} \gamma_{r}+f(\alpha)\right)}
$$

and $C_{2}=\log \frac{4 \mu_{h}^{2}}{\pi \sigma_{s}^{2}}$. One can view $C_{2}$ as multi-antenna diversity gain by selecting over sourcerelay channels. From (6.37), the secondary rate increases as $(M \log n) / 2$, which is summarized in the next theorem.

Theorem 6.5.1 Consider a secondary system with an $M$-antenna source, an $M$-antenna destination, and $n$ single-antenna relays, in the presence of $N$ primary nodes each tolerating interference no more than $\gamma$. For $P_{r}=\Theta\left(n^{-1}\right)$ and fixed $\alpha$, the secondary rate satisfies

$$
\begin{equation*}
\frac{R_{n}}{\frac{M}{2} \log n} \xrightarrow{w . p .1} 1, \tag{6.38}
\end{equation*}
$$

under the proposed framework with both fixed clustering and gain clustering.
Theorem 6.5.1 holds for a broad class of clustering schemes, as long as the corresponding $a_{m}$ and $b_{m}$ are bounded but non-zero, i.e., the secondary end-to-end equivalent channel is diagonalized with probability 1 as $n$ grows.

Remark 6.5.1 It is possible to extend our results to the case of peak interference constraint $\gamma$. The secondary source will manage its instantaneous interference to be smaller than $\gamma_{s}$ on all primary nodes by adjusting its transmit power according to the largest cross-channel gain to the primaries. Then, the sum interference from all the relays must be smaller than $\gamma_{r}=\gamma-\gamma_{s}$. Let $P_{r}=\xi / n$ where $\xi$ is a positive constant. The instantaneous interference from all the relays to the primary node $\ell$ is $\gamma_{\ell}=\xi \sum_{i=1}^{n} T_{i}\left|g_{\ell i}\right|^{2} / n$. This implies that

$$
\gamma_{\ell}-\xi \mathbb{E}\left[T_{i}\left|g_{\ell i}\right|^{2}\right] \xrightarrow{w . p .1} 1
$$

for an arbitrary $i \in\{1, \ldots, n\}$, where we have used the fact that $T_{i}$ and $g_{\ell i}$ for all $i$ have identical distributions. Therefore, $\xi=\gamma_{r}\left(\mathbb{E}\left[T_{i}\left|g_{\ell i}\right|^{2}\right]\right)^{-1}$ ensures the instantaneous interference on all the primary nodes to be smaller than $\gamma$ with probability 1.

### 6.5.2 Optimal Source Power

Due to the primary interference constraints, for any chosen $\alpha$ the higher the source power $P_{s}$, the lower the relay power $P_{r}$, and vice versa. From (6.30) and (6.34), the rate-maximizing $P_{s}$ is

$$
\begin{equation*}
P_{s}^{*}=\arg \max _{0<P_{s}<\min \left(\bar{P}_{s}, 2 \gamma\right)} \frac{\left(2 \gamma-\sigma_{s p}^{2} P_{s}\right) P_{s}}{\left(2 \gamma-\sigma_{s p}^{2} P_{s}\right) \sigma_{d}^{2}+\left(\sigma_{s}^{2} P_{s}+1\right) f(\alpha)} \tag{6.39}
\end{equation*}
$$

The unique solution of the above optimization problem is

$$
\begin{equation*}
P_{s}^{*}=\min \left(P_{o}, \bar{P}_{s}\right), \tag{6.40}
\end{equation*}
$$

where $P_{0}=\frac{\gamma}{\sigma_{s p}^{2}}$ if $\sigma_{s p}^{2} \sigma_{d}^{2}=\sigma_{s}^{2} f(\alpha)$, otherwise:

$$
\begin{equation*}
P_{o}=\frac{2 \gamma \sigma_{d}^{2}}{\sigma_{s p}^{2} \sigma_{d}^{2}-\sigma_{s}^{2} f(\alpha)}-\frac{\sqrt{\left(2 \gamma \sigma_{d}^{2} f(\alpha)+f^{2}(\alpha)\right)\left(\sigma_{s p}^{2}+2 \gamma \sigma_{s}^{2}\right)}}{\sigma_{s p}\left(\sigma_{s p}^{2} \sigma_{d}^{2}-\sigma_{s}^{2} f(\alpha)\right)} \tag{6.41}
\end{equation*}
$$

Figure 6.3 demonstrates the optimal source power as a function of three channel parameters $\sigma_{s p}^{2}, \sigma_{s}^{2}$ and $\sigma_{d}^{2}$. Three curves are shown, in each case one parameter varies while the other two are held constant (at unity). In this Figure $\bar{P}_{s}=10, \gamma=5$ and $f(\alpha)=0.8$. As the source-primary channels become stronger, the source needs to reduce power; otherwise, the relay power must decrease to comply with the primary interference constraints, which curbs the rate achieved by the second hop. If the source-relay channels become stronger, the relay-destination links is the bottleneck and the relays need to transmit at higher power, thus once again the source needs to reduce power. In contrast, when the relay-destination channels become better, the source-relay channels are the bottleneck so the source needs to increase power.

### 6.5.3 Asymptotic Reduction of Interference on Primary

Multiple relays produce opportunities not only to enhance the secondary rate but also to reduce the interference on the primary. Suppose the interference on the primary nodes to be bounded as $\gamma=O\left(n^{-\delta}\right)$, which goes to zero as $n \rightarrow \infty$. From (6.12), it is sufficient to comply with this constraint if $P_{r}$ decreases as $\Theta\left(n^{-(1+\delta)}\right)$ and $P_{s}$ decreases as $\Theta\left(n^{-\delta}\right)$.


Figure 6.3. Optimal source power with $\gamma=5, f(\alpha)=0.8$

Substituting $P_{r}$ and $P_{s}$ into the expression of $R^{(f)}$ given by (6.30) and following some order calculation (the analysis of $R^{(g)}$ is the same thus omitted), we have

$$
R^{(f)}= \begin{cases}\frac{M(1-2 \delta)}{2} \log n+O(1) & \delta<\frac{1}{2}  \tag{6.42}\\ O(1) & \delta \geq \frac{1}{2}\end{cases}
$$

The above equation characterizes the trade-off between the secondary rate and the interference on the primary: the faster of the interference reduction, the slower of the rate growth. It also shows that the interference on the primary nodes may be mitigated (to zero asymptotically), while the secondary rate maintains to increase as $\Theta(\log n)$.

Remark 6.5.2 In the above, the allowable interference $\gamma$ is made to decline as $\Theta\left(n^{-\delta}\right)$, which leads the growth rate to decrease linearly in $\delta$. If $\gamma$ is reduced more slowly, e.g., decreasing as $\Theta\left(\frac{1}{\log n}\right)$, the secondary rate can increase at a rate of $\frac{M}{2} \log n$. If we try to mitigate the primary interference faster than $\Theta(1 / \sqrt{n})$, the secondary rate will not increase logarithmically with $n$.

### 6.6 Spectrum-sharing with Alternating Relay Protocol

In this section we consider issues raised by the relay half-duplex constraint, i.e., limitations that arise because relays cannot listen to the source at the same time as they are transmitting. When a subset of relays are activated for relaying the previously received information, the inactive relays are able to listen and receive information from the source, thus in principle the source can transmit continually and the half-duplex loss can be mitigated. This is the basic idea of spectrum sharing with Alternating Relay Protocol, which is the subject of this section.

The protocol consists of $L$ transmission frames, as shown in Figure 6.4. It is assumed the channel coefficient remains constant during each frame, but varies independently from frame to frame. The source transmits during frames 1 through $L-1$, and remains silent during frame $L$. Since the source transmits $L-1$ data segments during $L$ time intervals, the rate loss induced by the half-duplex relaying is a factor of $\frac{L-1}{L}$. The relays are partitioned into two groups $\mathcal{G}_{1}=\left\{1 \leq i \leq \frac{n}{2}\right\}$ and $\mathcal{G}_{2}=\left\{\frac{n}{2}+1 \leq i \leq n\right\}$. During even-numbered transmission frames a subset of the relays in $\mathcal{G}_{1}$ transmit to the destination, while the relays in $\mathcal{G}_{2}$ listen to the source. During odd-numbered transmission frames, a subset of the relays in $\mathcal{G}_{2}$ transmit, while the relays in $\mathcal{G}_{1}$ listen. As shown later, each of the two relay groups asymptotically achieves a rate that grows as $\frac{M}{2} \frac{L-1}{L} \log n$, thus the overall system has a rate that grows proportionally to $M \frac{L-1}{L} \log n$. Therefore a good part of the half-duplex rate loss can be recovered.

When either group $\mathcal{G}_{1}$ or group $\mathcal{G}_{2}$ is in the transmit mode, a subset of relays in the corresponding group is selected to transmit. A relay is selected (eligible) if its interference links satisfy (6.6), similar to Section 6.3.1. The average interference power on the primary node $\ell$ takes slightly different forms depending on whether $L$ is even or odd. When $L$ is even:

$$
\begin{equation*}
\gamma_{\ell}=\frac{(L-1) \sigma_{s p}^{2} P_{s}}{L}+\frac{P_{r}}{2} \sum_{i \in \mathcal{G}_{1}} \mathbb{E}\left[\left|g_{\ell i}\right|^{2} \mid T_{i}=1\right]+\frac{(L-2) P_{r}}{2 L} \sum_{i \in \mathcal{G}_{2}} \mathbb{E}\left[\left|g_{\ell i}\right|^{2} \mid T_{i}=1\right] \tag{6.43}
\end{equation*}
$$



Figure 6.4. Transmission schedule in the alternating relay protocol (ARP)
and when $L$ is odd:

$$
\begin{equation*}
\gamma_{\ell}=\frac{(L-1) \sigma_{s p}^{2} P_{s}}{L}+\frac{(L-1) P_{r}}{2 L}\left(\sum_{i \in \mathcal{G}_{1}} \mathbb{E}\left[\left|g_{\ell i}\right|^{2} \mid T_{i}=1\right]+\sum_{i \in \mathcal{G}_{2}} \mathbb{E}\left[\left|g_{\ell i}\right|^{2} \mid T_{i}=1\right]\right) \tag{6.44}
\end{equation*}
$$

To comply with the interference constraints on the primary nodes, the threshold $\alpha$ and the relay power $P_{r}$ shall satisfy

$$
\begin{equation*}
n P_{r} f(\alpha) \leq \max \left(\gamma_{L}, 0\right) \tag{6.45}
\end{equation*}
$$

where $\gamma_{L}=\frac{2 L}{L-1} \gamma-2 \sigma_{s p}^{2} P_{s}$ with $P_{s}$ so that $\gamma_{L}>0$, and we use the fact that $\mathbb{E}\left[\left|g_{\ell i}\right|^{2} \mid T_{i}=\right.$ $1]=f(\alpha)$. Since from Section 6.5 the optimal $P_{r}$ is proportional to $n^{-1}$, we let $P_{r}=\eta / n$, and re-write (6.45) as

$$
\begin{equation*}
\eta f(\alpha) \leq \max \left(\gamma_{L}, 0\right) \tag{6.46}
\end{equation*}
$$

For the Alternating Relay Protocol, relay clustering is accomplished in a manner similar to Section 6.3.2, therefore the details are omitted. During frame $2 k$ (or $2 k+1$ ), let $\mathcal{G}_{m, k}^{(1)} \subset \mathcal{G}_{1}$ (or $\mathcal{G}_{m, k}^{(2)} \subset \mathcal{G}_{2}$ ) be the set of relays that assists the antenna pair $m$. As long as $\min _{m, k, d}\left|\mathcal{G}_{m, k}^{(d)}\right| \rightarrow$ $\infty$, the secondary rate will be obtained following the analysis similar to Section 6.4.

Remark 6.6.1 At any point in time, it is possible to allow all non-transmitting relays to listen to the source, and be eligible to transmit in the next frame. This may give some gains, however, it also complicates the relay selection by introducing dependence between not only
interference links but also other links such as source-relay and relay-relay links. It may be better for a relay even with a small interference on primary to remain inactive if it has also a weak channel to destination (therefore it cannot help much) but has a strong channel to the source (therefore it can listen well for the next round). Thus, any gains will come with a loss of elegance and tractability, and therefore this approach is not considered in this chapter.

### 6.6.1 A Simple Example: $L=3$

For illustration purposes, we consider $L=3$, where $\mathcal{G}_{1}\left(\mathcal{G}_{2}\right)$ listen to the source during frame 1 , and then transmit to the destination during frame 2 (frame 3). We assume fixed clustering is used with $\left|\mathcal{G}_{m, 1}^{(d)}\right|=n /(2 M)$, for $1 \leq m \leq M$ and $1 \leq d \leq 2$. Let $\mathbf{H}_{d}\left(\mathbf{F}_{d}\right)$ be the channel coefficient matrix between the relays in $\mathcal{G}_{d}$ and the source (the destination), and $\mathbf{H}_{r}$ be the channel coefficient matrix between $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ with i.i.d. $\mathcal{C N}\left(0, \sigma_{r}^{2}\right)$ entries.

We now analyze the rate achieved under Alternating Relay Protocol. The optimization of the threshold and the source power follows in a manner similar to Section 6.5 and thus is omitted here.

## Rate Achieved by $\mathcal{G}_{1}$

After listening to the source at frame 1, $\mathcal{G}_{1}$ relays to the destination at frame 2. At the end of frame 2, similar to (6.4) the received signal at the destination is

$$
\begin{equation*}
\mathbf{y}_{1}=\sqrt{\frac{P_{s}}{M}} \underbrace{\mathbf{F}_{1} \mathbf{D}_{1} \mathbf{H}_{1} \mathbf{s}_{1}}_{\tilde{\mathbf{H}}_{1}}+\underbrace{\mathbf{F}_{1} \mathbf{D}_{1} \mathbf{n}_{1}+\mathbf{w}_{1}}_{\tilde{\mathbf{w}}_{1}} \tag{6.47}
\end{equation*}
$$

where $\mathbf{s}_{1}$ is the signal sent by the source during frame $1, \mathbf{n}_{1}$ is the noise forwarded by the group $\mathcal{G}_{1}$ of relays, $\mathbf{w}_{1}$ is the destination noise. For the group $\mathcal{G}_{1}$ the relay gains are collected into the relay processing matrix

$$
\begin{equation*}
\mathbf{D}_{1}=\operatorname{diag}\left(T_{1} c_{1}, \cdots, T_{\frac{n}{2}} c_{\frac{n}{2}}\right) \tag{6.48}
\end{equation*}
$$

where $c_{i}$ is given by (6.3) so that the average relay power constraints are satisfied. One can verify that the equivalent channel $\tilde{\mathbf{H}}_{1}$

$$
\begin{equation*}
\frac{\tilde{\mathbf{H}}_{1}}{\sqrt{n}} \xrightarrow{w . p .1} \rho_{1} \mathbf{I}, \tag{6.49}
\end{equation*}
$$

where $\rho_{1}=\frac{\pi \sigma_{s} \sigma_{d}}{8 M} \sqrt{\frac{p \eta}{\sigma_{s}^{2} P_{s}+1}}$. The auto-covariance of equivalent noise $\tilde{\mathbf{w}}_{1}$ is

$$
\begin{equation*}
\frac{1}{n} \mathbf{W}_{1} \xrightarrow{w \cdot p .1} \lambda_{1} \mathbf{I}, \tag{6.50}
\end{equation*}
$$

where $\lambda_{1}=\frac{\eta \sigma_{d}^{2}}{2\left(\sigma_{s}^{2} P_{s}+1\right)}+1$. Therefore, the end-to-end channel is diagonalized for large $n$, and similar to the results in Theorem 6.4.2, the rate achieved $R^{(1)}$ during frame 2 satisfies:

$$
\begin{equation*}
R^{(1)}-M \log \left(1+\frac{n p \pi^{2} \sigma_{s}^{2} \sigma_{d}^{2} \eta P_{s}}{32 M^{3}\left(\eta \sigma_{d}^{2}+2 \sigma_{s}^{2} P_{s}+2\right)}\right) \xrightarrow{w . p .1} 0 . \tag{6.51}
\end{equation*}
$$

## Rate Achieved by $\mathcal{G}_{2}$

During frame 2 , the relays in $\mathcal{G}_{2}$ receive the signal vector:

$$
\begin{equation*}
\mathbf{r}_{2}=\sqrt{\frac{P_{s}}{M}} \mathbf{H}_{2} \mathbf{s}_{2}+\mathbf{H}_{r} \mathbf{D}_{1}\left(\sqrt{\frac{P_{s}}{M}} \mathbf{H}_{1} \mathbf{s}_{1}+\mathbf{n}_{1}\right)+\mathbf{n}_{2} \tag{6.52}
\end{equation*}
$$

where $\mathbf{s}_{2}$ is the signal sent by the source during frame 2 , and the second term corresponds to the interference from the transmission of $\mathcal{G}_{1}$. During frame 3 the relays in $\mathcal{G}_{2}$ transmit to the destination with a processing matrix

$$
\begin{equation*}
\mathbf{D}_{2}=\operatorname{diag}\left(T_{\frac{n}{2}+1} c_{\frac{n}{2}+1}, \cdots, T_{n} c_{n}\right) \tag{6.53}
\end{equation*}
$$

where, to satisfy the power constraints, for $\frac{n}{2}+1 \leq i \leq n$

$$
\begin{equation*}
c_{i}=e^{j \theta_{i}} \sqrt{\frac{\eta}{n p\left(P_{s} \sigma_{s}^{2}+\eta \sigma_{r}^{2} / 2+1\right)}} \tag{6.54}
\end{equation*}
$$

At the end of frame 3, the received signal at the destination is

$$
\begin{align*}
\mathbf{y}_{2} & =\mathbf{F}_{2} \mathbf{D}_{2} \mathbf{r}_{2}+\mathbf{w}_{2} \\
& =\sqrt{\frac{P_{s}}{M}} \underbrace{\mathbf{F}_{2} \mathbf{D}_{2} \mathbf{H}_{2} \mathbf{s}_{2}}_{\tilde{\mathbf{H}}_{2}}+\sqrt{\frac{P_{s}}{M}} \mathbf{F}_{2} \mathbf{D}_{2} \mathbf{H}_{r} \mathbf{D}_{1} \mathbf{H}_{1} \mathbf{s}_{1}+\underbrace{\mathbf{F}_{2} \mathbf{D}_{2} \mathbf{H}_{r} \mathbf{D}_{1} \mathbf{n}_{1}+\mathbf{F}_{2} \mathbf{D}_{2} \mathbf{n}_{2}+\mathbf{w}_{2}}_{\tilde{\mathbf{w}}_{2}} . \tag{6.55}
\end{align*}
$$

After correctly decoding $\mathbf{s}_{1}$, the destination cancels the inter-relay interference, ${ }^{3}$ i.e., the second term in (6.55). After eliminating the inter-relay interference, we have an equivalent channel:

$$
\begin{equation*}
\mathbf{y}_{2}=\sqrt{\frac{P_{s}}{M}} \tilde{\mathbf{H}}_{2} \mathbf{s}_{2}+\tilde{\mathbf{w}}_{2} \tag{6.56}
\end{equation*}
$$

Following steps similar to (6.21) and (6.22), we have

$$
\begin{equation*}
\frac{\tilde{\mathbf{H}}_{2}}{\sqrt{n}} \xrightarrow{w . p .1} \rho_{2} \mathbf{I}, \tag{6.57}
\end{equation*}
$$

where $\rho_{2}=\frac{\pi \sigma_{s} \sigma_{d}}{8 M} \sqrt{\frac{p \eta}{\sigma_{s}^{2} P_{s}+\eta \sigma_{r}^{2} / 2+1}}$. Note that $\tilde{\mathbf{w}}_{2}$ is still a zero-mean Gaussian vector with auto-covariance

$$
\begin{equation*}
\frac{1}{n} \mathbf{W}_{2}=\mathbf{F}_{2} \mathbf{D}_{2} \mathbf{H}_{r} \mathbf{D}_{1} \mathbf{D}_{1}^{\dagger} \mathbf{H}_{r}^{\dagger} \mathbf{D}_{2}^{\dagger} \mathbf{F}_{2}^{\dagger}+\mathbf{F}_{2} \mathbf{D}_{2} \mathbf{D}_{2}^{\dagger} \mathbf{F}_{2}^{\dagger}+\mathbf{I} \tag{6.58}
\end{equation*}
$$

In the right hand side of the above equation, we have

$$
\begin{align*}
\mathbf{H}_{r} \mathbf{D}_{1} \mathbf{D}_{1}^{\dagger} \mathbf{H}_{r}^{\dagger} & =\frac{\eta}{n p\left(P_{s} \sigma_{s}^{2}+1\right)} \mathbf{H}_{r} \operatorname{diag}\left(T_{1}, \cdots, T_{\frac{n}{2}}\right) \mathbf{H}_{r}^{\dagger} \\
& \xrightarrow{w . p .1} \frac{\eta \sigma_{r}^{2}}{2\left(P_{s} \sigma_{s}^{2}+1\right)} \mathbf{I} . \tag{6.59}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\mathbf{W}_{2} \xrightarrow{w \cdot p .1} \lambda_{2} \mathbf{I} \tag{6.60}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{2}=\frac{1}{2\left(P_{s} \sigma_{s}^{2}+\eta \sigma_{r}^{2} / 2+1\right)}\left[\frac{\eta^{2} \sigma_{d}^{2} \sigma_{r}^{2}}{2\left(P_{s} \sigma_{s}^{2}+1\right)}+\eta \sigma_{d}^{2}\right]+1 \tag{6.61}
\end{equation*}
$$

Combining (6.57) and (6.58), the rate achieved by $\mathcal{G}_{2}$ is $R^{(2)}$ where

$$
\begin{equation*}
R^{(2)}-M \log \left(1+\frac{n P_{s} \rho_{2}^{2}}{M \lambda_{2}}\right) \xrightarrow{w \cdot p .1} 0 . \tag{6.62}
\end{equation*}
$$

The overall rate is given by the following theorem.

[^16]Theorem 6.6.1 Consider a secondary system with an $M$-antenna source, an $M$-antenna destination, and $n$ single-antenna relays, in the presence of $N$ primary nodes each tolerating interference no more than $\gamma$. The secondary rate satisfies

$$
\begin{equation*}
\bar{R}-\left(R^{(1)}+R^{(2)}\right) / 3 \xrightarrow{w . p .1} 0, \tag{6.63}
\end{equation*}
$$

under the Alternating Relaying Protocol with $L=3$ and fixed clustering.

From Theorem 6.6.1, the growth rate of $\bar{R}$ is

$$
\begin{equation*}
\frac{\bar{R}}{\frac{2 M}{3} \log n} \xrightarrow{w \cdot p .1} 1 . \tag{6.64}
\end{equation*}
$$

Remark 6.6.2 Theorem 6.6.1 can be generalized to an arbitrary number of transmission blocks L. For general L we can conclude:

$$
\frac{\bar{R}}{\frac{(L-1) M}{L} \log n} \xrightarrow{w . p .1} 1 .
$$

As $L$ increases, the growth rate of $\bar{R}$ approaches the maximum value of $M \log n$.

### 6.7 Numerical Results

Unless otherwise specified, we use parameters $\bar{P}_{s}=10, M=2, N=1, \gamma=5$ and $\sigma_{s}^{2}=\sigma_{d}^{2}=$ 1.

The secondary rates as a function of source transmit power are presented by Figure 6.5. The theoretical rate under various $P_{s}$ is calculated according to (6.30) and (6.34). Recall that the theoretically optimal $P_{s}$ given by (6.40) is obtained by (6.30) and (6.34). When the source interference links are very weak, e.g., $\sigma_{s p}^{2}=0.1$, maximizing the source power is optimal, which is similar to non-spectrum-sharing networks. When the source interference links is strong, e.g., $\sigma_{s p}^{2}=1,2$, unlike non-spectrum-sharing networks, the secondary achieves higher rate if the source transmit at power lower than the maximum value. This is because the source needs to ensure the relays can operate with sufficient power, subject to the total interference constraints on the primary nodes.


Figure 6.5. Throughput as a function of source power when $n=100, \sigma_{2}=\sigma_{d}=\sigma_{p}=1$

Figure 6.6 verifies Theorem 6.4.2 under fixed clustering and gain clustering. Here, $\alpha=\gamma$, $\sigma_{s p}^{2}=1, P_{r}$ is given by (6.35) and $P_{s}=5$, which is almost optimal as shown in Figure 6.5. The simulated average rate of $R_{n}$ under two clustering schemes are compared to $R^{(f)}$ given by (6.30) and $R^{(g)}$ given by (6.34), respectively, where the results are well matched for modest value of $n$. The secondary rate increases as the interference links of relays become weaker (smaller $\sigma_{p}^{2}$ ), since the relays can transmit at higher power (but the sum relay power is still bounded with $n$ ).

Figure 6.7 illustrates the tradeoff between maximizing secondary rate and minimizing interference on the primary. The interference power is $\gamma=5(n)^{-\delta}$ with $\delta=0.1$ and 0.2 , respectively. For $\delta=0.2$, the interference power decreases faster than $\delta=0.1$, while the secondary rate increases more slowly.

The rate of Alternating Relaying Protocol (Theorem 6.6.1) is shown in Figure 6.8. We consider $\alpha \rightarrow \infty$, where all the relays in $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ transmit alternatively. Here, $P_{s}=5$


Figure 6.6. Secondary rate under two clustering schemes


Figure 6.7. Secondary rate and primary interference as a function of number of relays


Figure 6.8. Secondary rate under the alternating relaying protocol
and $P_{r}$ is determined by (6.45). The simulated rates match the theoretic analysis well under modest value of $n$. As the relay-relay channel becomes weaker (smaller $\sigma_{r}^{2}$ ), the inter-relay interference is reduced, and thus the secondary rate increases.

## CHAPTER 7 CONCLUSIONS AND FUTURE WORK

This chapter summarizes the contributions of this dissertation and provides some possible avenues for future research. The results of this dissertation appear in $[30,52,53,67-77]$.

In the first part of this dissertation, we propose a product superposition signaling that significantly improves the rate performance of the MIMO broadcast channel with varying CSIR. First, two product superposition methods based on Grassmannian signaling are analyzed, and are shown to attain higher DoF than TDMA and indeed are optimal for a wide set of antenna configuration and channel coherence time. Then, we extend the product superposition to coherent signaling. The proposed method transmits a product of two signal matrices for the static and dynamic user, respectively, and each user decodes its own signal in a conventional manner. The method can work without interference cancellation, therefore has low complexity. For the entire SNR range, the static user attains considerable rate almost without degrading the rate for the dynamic user. The static user's rate is further improved by allowing the static user to cancel the dynamic user's signal.

It is possible to extend the above-mentioned results to more than two receivers. The set of receivers can be divided into two sets, one of them the dynamic set and the other the static set. At each point in time, the transmitter uses product superposition to broadcast to two users, one from each group. A scheduler selects the pair of users that is serviced at each time. To facilitate the case where there are unequal number of dynamic and static users, the pair memberships are allowed to be non-unique, i.e., there may be two or more pairs that contain a given receiver.

Note that throughout this work, both users are assumed to be in an ergodic mode of operation, i.e., the codewords are sufficiently long to allow coding arguments to apply. Simple
extensions to this setup are easily obtained. For example, if the static user's coherence time is very long, one may adapt the transmission rate of the static user to its channel but allow the dynamic user to remain in an ergodic mode. Most expressions in this paper remain the same, except that for the rates and powers of the static user, expected values will be replaced with constant values.

In second part of this dissertation, we study the performance limits of an underlay cognitive network consisting of a multi-user and multi-antenna primary and secondary systems. We find the throughput limits of the secondary system as well as the tradeoff between this throughput and the tightness of constraints imposed by the primary system. Given a set of interference power constraints on the primary, the maximum throughput of the secondary MAC grows as $\frac{m}{N_{p}+1} \log n$ (primary broadcast), and $\frac{m}{M_{p}+1} \log n$ (primary MAC). These growth rates are attained by a simple threshold-based user selection rule. Interestingly, the secondary system can force its interference on the primary to zero while maintaining a growth rate of $\Theta(\log n)$. For the secondary broadcast channel, the secondary throughput can grow as $m \log \log n$ in the presence of either the primary broadcast or MAC channel. The growth rate of the throughput is unaffected by the presence of the primary (thus optimal). Furthermore, the interference on the primary can also be made to decline to zero, while maintaining the secondary throughput to grow as $\Theta(\log \log n)$.

Furthermore, we propose a Hybrid Opportunistic Scheduling for cognitive MAC, which is driven by two objectives: Maximizing the secondary throughput and minimizing the primary interference. The proposed scheme strictly controls the primary interference by opportunistic interference avoidance, and enhances the secondary throughput by activating transmitters with large secondary-channel gain. We characterize the optimal number of active secondary transmitters and a tradeoff between the secondary throughput enhancement and the primary interference reduction. Finally, we study user scheduling under a fairness constraint when links have non-i.i.d. statistics.

Finally, we study spectrum sharing networks with distributed amplify-forward relaying to improve the secondary rate and reduce the interference on the primary. In the asymptote
of large $n$ (number of relays) the optimal power strategy for the secondary source and relays was found, achieving a secondary rate proportionally to $\log n$. The half-duplex rate loss was reduced and the scaling of secondary rate was enhanced by the introduction of the Alternating Relay Protocol. The trade-off between the secondary rate and the interference on the primary was characterized. Finally, our results show that even without cross channel information at the secondary, the secondary rate can achieve the growth rate $\log n$.
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[^0]:    ${ }^{1}$ In practice $\mathbf{H}_{s}$ for a static receiver may vary across intervals of length much greater than $T$. However, for the purposes of this chapter, once $\mathbf{H}_{s}$ is assumed to be known to the static receiver, its time variation (or lack thereof) does not play any role in the subsequent mathematical developments. Therefore in the interest of elegance and for a minimal description of the requirements for the results, we only state that $\mathbf{H}_{s}$ is known.

[^1]:    ${ }^{2}$ Grassmannian signaling is superior, but the same slope of the rate vs. SNR curve is obtained with training and Gaussian signaling in the point-to-point MIMO channel.

[^2]:    ${ }^{3}$ Although Grassmannian-Euclidean superposition achieves larger DoF than the noninterfering Grassmannian superposition, it may not achieve larger rate at low or moderate SNR due to the decodable restriction on the rate (interference).

[^3]:    ${ }^{4}$ When the channel is i.i.d. Rayleigh fading this diagonal matrix should be identity at high SNR [20]. However, it remains unknown whether the optimal choice is an identity matrix at arbitrary SNR.

[^4]:    ${ }^{1}$ The dynamic channel estimates in the orthogonal and superposition transmissions have the same mean and variance but are not identically distributed, becuase in the orthogonal case, $\overline{\mathbf{H}}_{d}$ is an estimate of $\mathbf{H}_{d}$, a Gaussian matrix, while in the superposition case it is an estimate of $\mathbf{H}_{d} \mathbf{X}_{s}$, the product of two Gaussian matrices. Therefore the expectations in Eq. (3.5) and (3.15) may produce slightly different results.

[^5]:    ${ }^{1}$ In general, convergence in probability does not imply convergence in any moment (thus average throughput) [43]. For example, consider a sequence of rates $R_{n}=\log \left(1+X_{n}\right)$, where

    $$
    X_{n}= \begin{cases}1 & \text { with probability } 1-\frac{1}{n} \\ \exp \left(n^{2}\right) & \text { with probability } \frac{1}{n}\end{cases}
    $$

    Then, $\lim _{n \uparrow \infty} R_{n}=\log 2$ in probability, however, $\lim _{n \uparrow \infty} \mathbb{E}\left[R_{n}\right]=\infty$ in probability. Therefore, the average rate $\mathbb{E}\left[R_{n}\right]$ may not be predicted based on the hardening (in probability) of $R_{n}$.

[^6]:    ${ }^{2}$ If each primary antenna or user tolerates a different interference power, the results of this chapter still hold, as seen later.

[^7]:    ${ }^{3}$ The asymptotic results remain the same, even if we allow $Q_{p}$ to be an arbitrary covariance matrix.

[^8]:    ${ }^{4}$ Naturally the number of active users must be an integer, i.e., $\left\lfloor k_{s}\right\rfloor$. We do not carry the floor operation in the following developments for simplicity, noting that due to the asymptotic nature of the analysis, the floor operation has no effect on the final results.

[^9]:    ${ }^{5}$ When $\frac{m P_{p}}{M_{p} P_{s}}<1$, one can define $\theta=\max \left(\frac{m P_{p}}{M_{p} P}, 1\right)$. Then, we can use Bayesian expansion via conditioning on $\left\{P<\frac{m P_{p}}{M_{p}}\right\}$ and its complement, where both conditional terms can be shown to have the same growth rate.

[^10]:    ${ }^{6}$ For ease of exposition we have assumed that under path loss and shadowing a link is not completely lost. It is possible to carry through the analysis as long as at least $O(n)$ secondary links remain available, and no more than $o(\log n)$ cross links go to zero. If too many cross links disappear due to path loss and shadowing, effectively that part of the network is no longer cognitive and the nature of the problem would be changed.

[^11]:    ${ }^{7}$ For our case, $\frac{1}{\lambda}=\gamma=N_{p}$.

[^12]:    ${ }^{1}$ In this chapter, $M_{p}$ and $N_{p}$ are assumed to be bounded, i.e., not scaling with $n$.

[^13]:    ${ }^{2}$ For the purposes of analysis $\alpha$ is allowed to take any small and positive value, but for practical purposes it can be limited to the values that make $k_{s}$ to be an integer.

[^14]:    ${ }^{1}$ We assume the number of relays $n$ is so that $n / M$ is an integer, however, this restriction is not essential and can be relaxed [45].

[^15]:    ${ }^{2}$ It can be shown that Theorem 6.4.2 still holds if $P_{r}$ scales as $\Theta\left(n^{-1}\right)$.

[^16]:    ${ }^{3}$ Interference cancellation requires knowledge of $\mathbf{H}_{r}$ at the destination, however, we note that even without this knowledge it is possible to obtain the same scaling of secondary throughput with the number of relays. Intuitively, the inter-relay interference is bounded by a constant that is under our control.

