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# SECRECY AND COVERTNESS IN THE PRESENCE OF MULTI-CASTING, CHANNEL STATE INFORMATION, AND COOPERATIVE JAMMING 

Hassan ZivariFard, PhD<br>The University of Texas at Dallas, 2021

Supervising Professor: Aria Nosratinia, Chair

We study secret communication over multi-transmitter multicast problem in the presence of an eavesdropper, wherein weak and strong secrecy regimes are studied. For the weak secrecy regime, the method of Chia and El Gamal is extended to two transmitters. We show that the achievable region calculated for the weak secrecy regime in this channel configuration is no bigger than the one calculated under strong secrecy. Two examples are presented in which the inner and outer bounds of secrecy region meet. In the process, we also characterize the minimum amount of randomness necessary to achieve secrecy in the multiple-access wiretap channel.

We consider the problem of covert communication over a state-dependent channel when the Channel State Information (CSI) is available either non-causally, causally, or strictly causally, either at the transmitter alone, or at both transmitter and receiver. In contrast to previous work, we do not assume the availability of a large shared key at the transmitter and legitimate receiver. Instead, we only require a secret key with negligible rate to bootstrap the communication and our scheme extracts shared randomness from the CSI in a manner that keeps it secret from the warden, despite the influence of the CSI on the warden's output. When CSI is available at the transmitter and receiver, we derive the covert capacity region. When CSI is only available at the transmitter, we derive inner and outer bounds on the
covert capacity. We also provide examples for which the covert capacity is positive with knowledge of CSI but is zero without it.

We consider the problem of covert communication in the presence of a cooperative jammer. It is known that in general, a transmitter and a receiver can communicate only $O(\sqrt{n})$ covert bits over $n$ channel uses, i.e., zero rate. Here, we show that a cooperative jammer can facilitate the communication of positive covert rates, subject to the presence of friendly jammer in the environment. We consider various scenarios in which it is possible to achieve positive rate for covert communication. For these scenarios, we derive inner and outer bounds on the covert capacity region, and also we characterize the covert capacity region for some of these scenarios.
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## CHAPTER 1

## INTRODUCTION

Communication systems usually separate error correction and data encryption. The former is usually realized at the physical layer by transforming the noisy communication channel into a reliable channel. The data encryption is implemented in the higher layers of the Open System Interconnection (OSI) model by applying cryptographic principles. The encryption approach is based on computational limits of the eavesdropper. However, the looming prospect of quantum computers would boost the computational power, which makes some critical cryptosystems insecure and weakens others. Post quantum computer cryptography approaches offers partial solutions, which rely on larger keys, but this is an expensive resource and substantial efforts are made to avoid extravagant use of it. Nonetheless, cryptography will remain the main practical tool for securing data, at least for the time being.

Physical Layer Security, which is based on information-theoretic principles, is an alternative approach for provably secure communication, pioneerd by Wyner's celebrated paper on the wiretap channel (WTC) [1]. Essentially, Wyner's main idea was to exploit the channel noise together with proper physical layer coding to secure the communication against an eavesdropper with unlimited compuational power. This dissertation takes the latter approach.

### 1.1 Two-Multicast Channel with Confidential Messages

We study the multiuser secure multicast problem (Fig. 1.1), more specifically, when two transmitters multicast messages securely to two receivers in the presence of an eavesdropper. All senders, receivers, and eavesdropper are at different terminals. This problem is motivated in part by secure access of multiple users to data in a distributed cache [2, 3]. Another application of the considered model is a common situation in cellular networks, in which


Figure 1.1. Two-sender, two-receiver channel with an eavesdropper
a user is in the coverage range of two different base stations [4, 5]. This problem is also equivalent to a one-transmitter, two-receiver compound channel with confidential messages with two different states [6]. It has been known [7] that problems involving compound channels have an equivalent multicast representation, in which the channel to each multicast receiver is equivalent to one of the states of the compound channel $]^{1}$

In this dissertation, we take a two-pronged approach to the analysis of the network mentioned above, producing a number of new results and insights. In Section 2.3, we present an analysis inspired by the work of Chia and El Gamal [11], which uses Marton coding and indirect decoding (also known as non-unique decoding) [12] to achieve an improved secrecy rate for the transmission of one common message to two receivers that may experience different channel statistics. In extending the method of Chia and El Gamal to multiple transmitters, we introduce a two-level Marton-type coding with associated non-unique decoding.

In Section 2.6, we employ the method of output statistics of random binning (OSRB) [13] for analyzing the two-transmitter two-receiver problem (see also [14] for a related approach). OSRB analyzes channel coding problems by conversion to a related source coding problem, where it tests achievability by probability approximation rather than counting arguments on typical sets, followed by a reverse conversion to complete the analysis. OSRB is well suited

[^0]for secrecy problems because secrecy is tightly related to probability approximation. OSRB encoding is purely by random binning and is enabled by (and named after) the following asymptotic result: apply two independent random binning schemes on the same set and take a random sample from the set. The two bin indices corresponding to the random sample are statistically independent as long as binning rates are sufficiently small [15, 13, 14]. We extend the tools and techniques of OSRB to match the requirements of the two-transmitter multicast problem.

The different parts of our results complement each other, producing a more complete picture in the understanding of the problem of multi-transmitter secure multicast. The extension of the method of Chia and El Gamal is utilized to highlight the minimal amount of randomness required to achieve secrecy rates over the multiple-access wiretap channel, and that therein channel prefixing can be replaced with superposition, in a manner reminiscent of Watanabe and Oohama [16] for minimizing the randomness resources for secrecy encoding. The analysis based on OSRB generates the strong secrecy, which interestingly has an expression that is a superset of the achievable region under weak secrecy calculated in the first part. Furthermore, the expression for the strong secrecy region can be greatly simplified via a constraint found in the weak secrecy analysis, highlighting the synergy between the two. More broadly, the developments in these two parts each offer techniques and insights that can potentially be useful in a wider class of problems.

Outer bounds for degraded and non-degraded channels are derived and shown to be tight against inner bounds in some special cases.

A brief outline of the related literature is as follows. Multicasting with common information in the presence of an eavesdropper has been studied in [17, 18], deriving inner bounds on the secrecy capacity, and in some special cases also deriving the secrecy capacity region. Salehkalaibar et al. [17] studied a one-receiver, two-eavesdropper broadcast channel with three degraded message sets. Ekrem and Ulukus [18] studied the transmission of public and
confidential messages to two legitimate users, in the presence of an eavesdropper. Benammar and Piantanida [19] calculated the secrecy capacity region of some classes of wiretap broadcast channels.

The MAC wiretap channel has been investigated in [20, 21, 22, 23, 24, 25, 26, 27]. In [20], a discrete memoryless MAC with confidential messages has been studied that consists of a MAC with generalized feedback [28] where each user's message must be kept confidential from the other. The multiple access wiretap channel [21, 22, 26] consists of a MAC with an additional channel output to an eavesdropper. In [21, 22], achievable rate regions for the secrecy capacity region have been derived. Secrecy in the interference channel and broadcast channel has been studied in [29], where inner and outer bounds for the broadcast channel with confidential messages and the interference channel with confidential messages have been compared.

### 1.2 Keyless Covert Communication via CSI

Covert communication is a mode of secrecy in which not just the content of communication, but also the act of communication, is kept secret from an adversary. More precisely, reliable communication over one channel must occur while simultaneously ensuring that another channel output, at a node called the warden, has a distribution identical to that induced by an innocent channel symbol [30, 31, 32, 33, 34]. It is known that in a DMC without state, the number of bits that can be reliably and covertly communicated over $n$ channel transmissions scales at most as $O(\sqrt{n}) .^{2}$ This result has motivated the study of other models in which positive rates are achievable [35, 36]. Of particular relevance to this dissertation, Lee et al. [37] have considered the problem of covert communication over a state-dependent channel in which the CSI is known either causally or non-causally to the transmitter but unknown

[^1]

Figure 1.2. Model of covert communication over a state-dependent DMC with CSI available at both the transmitter and the receiver


Figure 1.3. Model of covert communication over a state-dependent DMC with CSI only available at the transmitter
to the receiver and the warden. They derived the covert capacity when the transmitter and the receiver share a sufficiently long secret key, as well as a lower bound on the minimum secret key length needed to achieve the covert capacity. Since the presence of CSI provides a natural source of randomness from which to extract secret keys, one may wonder if covert communication with positive rate is possible without requiring an external secret key. This dissertation offers conclusive answers to this question in several scenarios.

The usefulness of exploiting CSI for secrecy has been extensively investigated in the context of state-dependent wiretap channels. A discrete memoryless wiretap channel with random states known non-causally at the transmitter was first studied by Chen and Vinck [38], who established a lower bound on the secrecy capacity based on a combination of wiretap coding with Gel'fand-Pinsker coding. Generally speaking, coding schemes with CSI outperform those without CSI because perfect knowledge of the CSI not only enables the
transmitter to align its signal toward the legitimate receiver but also provides a source of common randomness from which to generate a common secret key and enhance secrecy rates. Khisti et al. [39] studied the problem of secret key generation from non-causal CSI available at the transmitter and established inner and outer bounds on the secret key capacity. Chia and El Gamal 40 studied a wiretap channel in which the state information is available causally at both transmitter and receiver, proposing a scheme in which the transmitter and the receiver extract a weakly secret key from the state and protect the confidential message via a one-time-pad driven with the extracted key (see also [41] and [42]). Han and Sasaki [43] subsequently extended this result to strong secret keys. Goldfeld et al. [44] proposed a superposition coding scheme for the problem of transmitting a semantically secure message over a state-dependent channel with CSI available non-causally at the transmitter. In the context of covert communications, several works have demonstrated the benefits of exploiting common randomness and CSI to generate secret keys. For instance, stealth secret key generation from correlated sources was studied by Lin et al. [45, 46] and covert secret key generation was studied by Tahmasbi and Bloch [47, 48]. We note that covert communication over a compound channel was studied by Salehkalaibar et al. [49], although the objective therein is to mask the state of the compound channel and not to exploit CSI.

This dissertation studies covert communication over a state-dependent discrete memoryless channel with CSI available either non-causally, causally, or strictly causally, either at both the transmitter and the receiver or at the transmitter alone (see Fig. 1.2). One of the main contributions of this dissertation is to show that the CSI can be used to simultaneously and efficiently accomplish two necessary tasks: using the CSI for a Shannon strategy or Gel'fand-Pinsker coding, while also extracting a shared secret key at the two legitimate terminals to resolve the multiple codebooks that are necessary for covert communication. Secret key extraction from CSI replaces the external secret key in other models, thus potentially generalizing and expanding the applicability of covert communication. Our scheme requires


Figure 1.4. Covert Communications with a Cooperative Jammer
the transmitter and the receiver to share a secret key with negligible rate to bootstrap the communication. This bootstrapping is common in many security schemes, for instance in all schemes for secret communication based on seeded invertible extractors [50, 51, 52]. =With a slight abuse of terminology, we refer to our model as "keyless" instead of "asymptotically keyless."

Specifically, we characterize the exact covert capacity when CSI is available at both the transmitter and the receiver, and derive inner and outer bounds on the covert capacity when CSI is only available at the transmitter. For some channel models for which the covert capacity is zero without CSI, we show that the covert capacity is positive with CSI. The code constructions behind our proofs combine different coding mechanisms, including channel resolvability for covertness, channel randomness extraction for key generation, and Gel'fand-Pinsker coding for state-dependent channels. The key technical challenge consists in properly combining these mechanisms to ensure the overall covertness of the transmission through block-Markov chaining schemes.

### 1.3 Covert Communication via Cooperative Jamming

Next, we study the problem of covert communication over a DMC when a cooperative jammer [22] is present. Earlier results [53, 54, 35, 55, 56, 57, 58] have shown that it is possible to achieve positive covert rate when the warden has uncertainty about the power of noise or interference at its receiver.

In this dissertation, we consider four main jamming scenarios. First, we consider a scenario in which there is a jammer that has no cooperation with the transmitter and transmits codewords independent of the transmitter's codewords over the channel. In the second scenario, there is a shared secret key between all the legitimate parties (i.e., the transmitter, the receiver and the jammer). For this problem, we derive general inner and outer bounds on the covert capacity, and we characterize the covert capacity when the jammer has an unlimited source of local randomness. Third, we consider a scenario in which the jammer's output is available non-causally or causally at the transmitter and there is a shared secret key between the transmitter and the receiver. Since the jammer can simulate a random state (given sufficient resources), we expect to achieve a positive covert communication rate in the considered model. For each causal and non-causal case, an achievable rate region is calculated that highlights the relation between the covert communication rate, jammer's randomness (expressed as a rate), and rate of the needed shared secret key between transmitter and receiver. We also derive an upper bound for each of these cases. In the fourth jamming scenario, the transmitter's channel input is available non-causally, causally, or strictly causally available at the jammer. For each of these cases we characterize the covert capacity when the jammer has an unlimited source of local randomness and derive inner and outer bounds on the covert capacity otherwise.

Of particular relevance to this dissertation, arbitrarily varying wiretap channels under strong and semantic secrecy criterion have been studied in [59, 60, 61] and Covert communication over adversarially jammed channels has been studied in [62]. MAC with cribbing encoders was first studied by Willems and van der Meulen [63, 64] and channel resolvability and strong secrecy for a discrete memoryless multiple-access channel with cribbing has been studied in 65].

### 1.4 Preliminaries

Throughout this dissertation, random variables are denoted by capital letters and their realizations by lower case letters. The set of $\epsilon$-strongly jointly typical sequences of length $n$, according to $p_{X, Y}$, is denoted by $\mathcal{T}_{\epsilon}^{(n)}\left(p_{X, Y}\right)$. For convenience in notation, whenever there is no danger of confusion, typicality will reference the random variables rather than the distribution, e.g., $\mathcal{T}_{\epsilon}^{(n)}(X, Y)$. The set of sequences $\left\{x^{n}:\left(x^{n}, y^{n}\right) \in T_{\epsilon}^{(n)}(X, Y)\right\}$ for a fixed $y^{n}$, when the fixed sequence $y^{n}$ is clear from the context, is denoted with the shorthand notation $\mathcal{T}_{\epsilon}^{(n)}(X \mid Y)$. Superscripts denote the dimension of a vector, e.g., $X^{n}$. The integer set $\{1, \ldots, M\}$ is denoted by $\llbracket 1, M \rrbracket$, and $X_{[i: j]}$ indicates the set $\left\{X_{i}, X_{i+1}, \ldots, X_{j}\right\}$. The cardinality of a set is denoted by $|\cdot|$. Following Cuff [66] and [13, Remark 1], we use the concept of random Probability Mass Function (PMF) denoted by capital letters (e.g. $P_{X}$ ). $\mathbb{N}$ is the set of natural numbers, which does not include 0 , while $\mathbb{R}$ denotes the set of real numbers. We define $\mathbb{R}_{+}=\{x \in \mathbb{R} \mid x \geq 0\}$ and $\mathbb{R}_{++}=\mathbb{R}_{+} \backslash\{0\}$. $\mathbb{E}_{X}(\cdot)$ is the expectation w.r.t. the random variable $X$ and $\mathbb{1}_{\{.\}}$denotes the indicator function. The cardinality of a set is denoted by $|\cdot|$. The total variation between PMF $P$ and PMF $Q$ is defined as, $\|P-Q\|_{1}=\frac{1}{2} \sum_{x}|P(x)-Q(x)|$ and the Kullback-Leibler (KL) divergence between PMFs is defined as $\mathbb{D}(P \| Q)=\sum_{x} p(x) \log \frac{P(x)}{Q(x)}$. The support of a probability distribution $P$ is denoted by $\operatorname{supp}(P)$. The $n$-fold product distribution constructed from the same distribution $P$ is denoted $P^{\otimes n}$. Throughout the dissertation, $\log$ denotes the base 2 logarithm. For a set of random variables $\left\{X_{i}\right\}_{i \in \mathcal{A}}$ indexed over a countable set $\mathcal{A}, \mathbb{E}_{\backslash i}(\cdot)$ is the expectation with respect to all the random variables in $\mathcal{A}$ except the one with index $i \in \mathcal{A}$.

Finally, we recall a useful result about the relation between the total variation distance and the KL-divergence.

Lemma 1 (Reverse Pinsker's Inequality [67, eq. (323)]). Pinsker's inequality indicates for two arbitrary distributions $P$ and $Q$ on the alphabet $\mathcal{A}$ we have,

$$
\begin{equation*}
\|P-Q\|_{1} \leq \sqrt{\frac{1}{2} \mathbb{D}(P \| Q)} \tag{1.1}
\end{equation*}
$$

$A$ reverse inequality is valid when the alphabet $\mathcal{A}$ is finite. Let $P$ and $Q$ be two arbitrary distributions on a finite alphabet set $\mathcal{A}$ such that $P$ is absolutely continuous with respect to $Q$. If $\mu \triangleq \min _{a \in \mathcal{Q}: Q(a)>0} Q(a)$, we have,

$$
\begin{equation*}
\mathbb{D}(P \| Q) \leq \log \left(\frac{1}{\mu}\right)\|P-Q\|_{1} . \tag{1.2}
\end{equation*}
$$

## CHAPTER 2

## TWO-MULTICAST CHANNEL WITH CONFIDENTIAL MESSAGES ${ }^{1}$

### 2.1 Introduction

In this chapter, we analyze secrecy rates for a channel in which two transmitters simultaneously multicast to two receivers in the presence of an eavesdropper. Achievable rates are calculated via extensions of a technique due to Chia and El Gamal and the method of output statistics of random binning. Outer bounds are derived for both the degraded and non-degraded versions of the channel, and examples are provided in which the inner and outer bounds meet. The inner bounds recover known results for the multiple-access wiretap channel, broadcast channel with confidential messages, and the compound MAC channel. An auxiliary result is also produced that derives an inner bound on the minimal randomness necessary to achieve secrecy in multiple-access wiretap channels.

### 2.2 Problem Statement

Definition 1. $A\left(M_{1, n}, M_{2, n}, n\right)$ code for the considered model (Fig. 1.1) consists of the following:
i) Two message sets $\mathcal{W}_{i}=\llbracket 1, M_{i, n} \rrbracket$, $i=1,2$, from which independent messages $W_{1}$ and $W_{2}$ are drawn uniformly distributed over their respective sets.
ii) Stochastic encoders $f_{i}, i=1,2$, which are specified by conditional probability matrices $f_{i}\left(X_{i}^{n} \mid w_{i}\right)$, where $X_{i}^{n} \in \mathcal{X}_{i}^{n}, w_{i} \in \mathcal{W}_{i}$ are channel inputs and private messages, respectively, and $\sum_{x_{i}^{n}} f_{i}\left(x_{i}^{n} \mid w_{i}\right)=1$. Here, $f_{i}\left(x_{i}^{n} \mid w_{i}\right)$ is the probability of the encoder producing the codeword $x_{i}^{n}$ for the message $w_{i}$.

[^2]iii) A decoding function $\phi_{1}: \mathcal{Y}_{1}^{n} \rightarrow \mathcal{W}_{1} \times \mathcal{W}_{2}$ that assigns $\left(\hat{w}_{1}, \hat{w}_{2}\right) \in \llbracket 1, M_{1, n} \rrbracket \times \llbracket 1, M_{2, n} \rrbracket$ to the received sequence $y_{1}^{n}$.
iv) A decoding function $\phi_{2}: \mathcal{Y}_{2}^{n} \rightarrow \mathcal{W}_{1} \times \mathcal{W}_{2}$ that assigns $\left(\check{w}_{1}, \check{w}_{2}\right) \in \llbracket 1, M_{1, n} \rrbracket \times \llbracket 1, M_{2, n} \rrbracket$ to the received sequence $y_{2}^{n}$.

The probability of error is given by:

$$
P_{e} \triangleq \mathbb{P}\left(\left\{\left(\hat{W}_{1}, \hat{W}_{2}\right) \neq\left(W_{1}, W_{2}\right)\right\} \cup\left\{\left(\check{W}_{1}, \check{W}_{2}\right) \neq\left(W_{1}, W_{2}\right)\right\}\right) .
$$

Definition 2. A rate pair $\left(R_{1}, R_{2}\right)$ is said to be achievable if there exists a sequence of $\left(M_{1, n}, M_{2, n}, n\right)$ codes with $M_{1, n} \geq 2^{n R_{1}}, M_{2, n} \geq 2^{n R_{2}}$, so that $P_{e} \underset{n \rightarrow \infty}{\longrightarrow} 0$ and [68]

$$
\begin{align*}
& \frac{1}{n} \mathbb{I}\left(W_{1}, W_{2} ; Z^{n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \quad \text { for the weak secrecy regime, }  \tag{2.1}\\
& \mathbb{I}\left(W_{1}, W_{2} ; Z^{n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{2.2}
\end{align*} \quad \text { for the strong secrecy regime. } . ~ l
$$

Definition 3. For any PMFs $p_{X}$ and $q_{X}$ over $\mathcal{X}$ we denote $\left\|p_{X}-q_{X}\right\|_{1}<\epsilon$ with $p_{X} \approx_{\epsilon}$ $q_{X}$. Similarly, for any random PMFs $P_{X}$ and $Q_{X}$ over, $\mathcal{X}$ we denote $\left\|P_{X}-Q_{X}\right\|_{1}<\epsilon$ with $P_{X} \approx_{\epsilon} Q_{X}$. The same notation applies for the sequential PMFs (i.e. $p_{X^{n}} \approx_{\epsilon} q_{X^{n}}$ if $\left.\left\|p_{X^{n}}-q_{X^{n}}\right\|_{1}<\epsilon\right)$.

### 2.3 Achievable Rate Region Under Weak Secrecy

We start with a lemma that fits Marton coding with indirect decoding in a MAC structure and produces an entropy bound needed in the secrecy analysis. Its basic idea can be highlighted as follows: given $X^{n}$, if we independently produce $2^{n R}$ random code vectors $Y^{n}$, we will have approximately $2^{n R-\mathbb{I}\left(X^{n} ; Y^{n}\right)}$ jointly typical pairs, i.e., the "excess" rate will determine the number of jointly typical pairs. This lemma extends the basic idea of excess rate to multiple codebooks, multiple conditioning, and furthermore, a generalization is made from a counting argument to the entropy of the index of the codebook, which is essential for the subsequent secrecy analysis.

Lemma 2. Consider random variables $\left(Q, U_{0}, V_{0}, U_{1}, V_{1}, Z\right)$ distributed according to $p_{Q} p_{U_{0}, U_{1} \mid Q} p_{V_{0}, V_{1} \mid Q} p_{Z \mid U_{0}, U_{1}, V_{0}, V_{1}}$. Draw random sequences $Q^{n}, U_{0}^{n}, V_{0}^{n}$ according to $\prod_{i=1}^{n} p_{Q}\left(q_{i}\right) \quad p_{U_{0} \mid Q}\left(u_{0, i} \mid q_{i}\right) \quad p_{V_{0} \mid Q}\left(v_{0, i} \mid q_{i}\right)$. Conditioned on $U_{0}^{n}$, draw $2^{n S}$ i.i.d. copies of $U_{1}^{n}$ according to $\prod_{i=1}^{n} p_{U_{1} \mid U_{0}}\left(u_{1, i} \mid u_{0, i}\right)$, denoted $U_{1}^{n}(\ell), \ell \in \llbracket 1,2^{n S} \rrbracket$. Similarly, conditioned on $V_{0}^{n}$, draw $2^{n T}$ i.i.d. copies of $V_{1}^{n}$ according to $\prod_{i=1}^{n} p_{V_{1} \mid V_{0}}\left(v_{1, i} \mid v_{0, i}\right)$, denoted $V_{1}^{n}(k), k \in \llbracket 1,2^{n T} \rrbracket$. Let $L \in \llbracket 1,2^{n S} \rrbracket$ and $K \in \llbracket 1,2^{n T} \rrbracket$ be random variables with arbitrary PMF. If

$$
\begin{aligned}
& S>\mathbb{I}\left(U_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta_{1}(\epsilon) \\
& T>\mathbb{I}\left(V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta_{1}(\epsilon) \\
& S+T>\mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta_{1}(\epsilon)
\end{aligned}
$$

for a positive $\delta_{1}(\epsilon)$ and if for an arbitrary sequence $Z^{n}$,

$$
\begin{equation*}
\mathbb{P}\left(\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, U_{1}^{n}(L), V_{1}^{n}(K), Z^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}\right) \underset{n \rightarrow \infty}{\longrightarrow} 1 \tag{2.3}
\end{equation*}
$$

there exists a positive $\delta_{2}(\epsilon) \underset{\epsilon \rightarrow 0}{\longrightarrow} 0$, such that for $n$ sufficiently large

$$
\begin{equation*}
\mathbb{H}\left(L, K \mid Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}, \mathcal{C}\right) \leq n\left(S+T-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)\right)+n \delta_{2}(\epsilon) \tag{2.4}
\end{equation*}
$$

where $\mathcal{C}=\left\{U_{1}^{n}(1), \ldots, U_{1}^{n}\left(2^{n S}\right), V_{1}^{n}(1), \ldots, V_{1}^{n}\left(2^{n T}\right)\right\}$.
The proof is provided in Appendix A. This result is related to, and contains, [11, Lemma 1]. In particular, 11] considers a single-input channel and explores the properties of codebooks driven by this input, while observing an output $Z$. In contrast, this dissertation's Lemma 2 develops a corresponding result for a multiple-access channel with respect to $Z$, motivated by the two-transmitters present in the model of this dissertation. This accounts for the new features of our Lemma 2, namely three rate constraints instead of one, as well as monitoring the entropy of two index random variables instead of one. Furthermore, the present result has one additional layer of conditioning to allow for indirect decoding of multiple confidential messages in the sequel, while in [11] only one confidential message is decoded.


Figure 2.1. Structure of Lemma 2; subject to jointly typical sequences $\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, U_{1}^{n}(K), V_{1}^{n}(L), Z^{n}\right)$, finding a bound on the conditional entropy of $(K, L)$, thus implicitly bounding the number of sequence pairs that can be jointly typical with $\left(Q^{n}, Z^{n}\right)$ from codebooks with certain size.

Remark 1. In addition to establishing the main results of this dissertation, Lemma 2 also has broader implications on the necessity of prefixing in multi-transmitter secrecy problems [69] and deriving the minimum amount of randomness needed to achieve secrecy. Csiszár and Körner introduced prefixing in 70 to expand the achievable rate region of the non-degraded broadcast channel with confidential messages, a technique that was subsequently used in essentially the same manner in multi-transmitter settings. Subsequently, Chia and El Gamal showed that in a single-transmitter wiretap channel, prefixing can be replaced with superposition coding [11]. Appendix $B$ extends this concept to a multi-transmitter setting and presents an achievability technique for the multiple access wiretap channel that utilizes minimal randomness and matches the best known achievable rates without prefixing.

Theorem 1. An inner bound on the secrecy capacity region of the two-transmitter tworeceiver channel with confidential messages is given by the set of non-negative rate pairs ( $R_{1}, R_{2}$ ) such that

$$
\left.\begin{array}{l}
R_{1}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)-\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1} ; Z \mid U_{0}, V_{0}\right) \\
R_{1}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)-\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2} ; Z \mid U_{0}, V_{0}\right) \\
R_{1}<\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)-\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid U_{0}, V_{0}\right) \\
R_{1}<\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)-\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)-\mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{1} ; Z \mid U_{0}, V_{0}\right) \\
R_{2}<\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)-\mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{2} ; Z \mid U_{0}, V_{0}\right) \\
R_{2}<\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)-\mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid U_{0}, V_{0}\right) \\
R_{2}<\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right)-\mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)-\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Z \mid Q\right) \\
R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right)-\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Z \mid Q\right) \\
R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right) \\
\quad-\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Z \mid Q\right)-\mathbb{I}\left(U_{1} ; Z \mid U_{0}, V_{0}\right) \\
R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right) \\
\quad-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{2} ; Z \mid U_{0}, V_{0}\right) \\
R_{1}
\end{array}+R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right)\right] \text { } \begin{aligned}
&-\mathbb{I}\left(U_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Z \mid Q\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right) \\
& \quad-\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Z \mid Q\right)-\mathbb{I}\left(V_{1} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right) \\
& \quad-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{2} ; Z \mid U_{0}, V_{0}\right)
\end{aligned}
$$

$$
\begin{aligned}
& R_{1}+R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right) \\
&-\mathbb{I}\left(V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Z \mid Q\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right) \\
&-\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Z \mid Q\right)-\mathbb{I}\left(U_{2} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right) \\
&-\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Z \mid Q\right)-\mathbb{I}\left(U_{2} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right) \\
&-\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Z \mid Q\right)-\mathbb{I}\left(V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right) \\
&-\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Z \mid Q\right)-\mathbb{I}\left(V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right) \\
& \quad-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(U_{1}, V_{1} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right) \\
&-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid U_{0}, V_{0}\right) \\
&-\mathbb{I}\left(U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right) \\
&-\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Z \mid Q\right)-\mathbb{I}\left(U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right) \\
&-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right)
\end{aligned}
$$

for some

$$
\begin{align*}
& p(q) p\left(u_{0} \mid q\right) p\left(u_{1}, u_{2} \mid u_{0}\right) p\left(v_{0} \mid q\right) p\left(v_{1}, v_{2} \mid v_{0}\right) \\
& p\left(x_{1} \mid u_{0}, u_{1}, u_{2}\right) p\left(x_{2} \mid v_{0}, v_{1}, v_{2}\right) p\left(y_{1}, y_{2}, z \mid x_{1}, x_{2}\right) \tag{2.5}
\end{align*}
$$



Figure 2.2. Coding scheme for the first transmitter
such that

$$
\begin{align*}
& \mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right) \leq \mathbb{I}\left(U_{1}, V_{1} ; Z \mid U_{0}, V_{0}\right) \\
& +\mathbb{I}\left(U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right) . \tag{2.6}
\end{align*}
$$

The proof uses superposition coding, Wyner's wiretap coding, Marton coding, as well as indirect decoding. The details of the proof are provided in Appendix C.

This strategy was introduced in [11] to find an achievable rate region for broadcast channel with confidential messages. In this dissertation, this scheme has been extended to two transmitters. The codebook for the first transmitter is shown in Fig. 2.2. For the first transmitter, the message $w_{1}$ is represented by $u_{0}^{n}$ codewords. Then we superimpose a Marton codebook consist of $U_{1}^{n}$ and $U_{2}^{n}$ codewords on this $u_{0}^{n}$ codeword and select a jointly typical pair $\left(u_{1}^{n}, u_{2}^{n}\right)$ at random from this codebook. The codebook structure for the second transmitter is the same and the codewords generated at the second transmitter are represented by $v_{0}^{n}$, $v_{1}^{n}$, and $v_{2}^{n}$. The receiver $j$, for $j=1,2$, decodes $w_{1}$ through $\left(u_{0}^{n}, u_{j}^{n}\right)$, and decodes $w_{2}$ through $\left(v_{0}^{n}, v_{j}^{n}\right)$. For decoding $\left(w_{1}, w_{2}\right)$ at the receiver $j$ it is not necessary to ensure that there is not any error in decoding $\left(u_{j}^{n}, v_{j}^{n}\right)$, the efficacy of using $\left(u_{j}^{n}, v_{j}^{n}\right)$ without decoding them has been illuminated in [11]. Here, a two-step secrecy analysis is necessary because the ( $\left.u_{[1: 2]}^{n}, v_{[1: 2]}^{n}\right)$ codewords should not leak any information about $\left(u_{0}^{n}, v_{0}^{n}\right)$. Therefore, the secrecy constraints
for $u_{0}^{n}$ and $v_{0}^{n}$ codewords should be derived first, and then secrecy constraints for $\left(u_{[1: 2]}^{n}, v_{[1: 2]}^{n}\right)$ codewords should be derived, assuming that the eavesdropper has access to $\left(u_{0}^{n}, v_{0}^{n}, z^{n}\right)$. This two-step secrecy can be seen in Theorem 1; for example in the first constraint on $R_{1}$ the first negative term stands for the security of $u_{0}^{n}$ and the second negative term stands for the security of $u_{1}^{n}$ assuming that eavesdropper has access to $\left(u_{0}^{n}, v_{0}^{n}, z^{n}\right)$.

This result covers several known earlier results:

- By setting $Z=\emptyset, U_{0}=U_{1}=U_{2}=X_{1}$, and $V_{0}=V_{1}=V_{2}=X_{2}$, the result in Theorem 1 reduces to the capacity region of compound multiple access channel discussed in [8].
- By setting $Y_{2}=\emptyset\left(\right.$ or $\left.Y_{1}=\emptyset\right), U_{0}=U_{1}=U_{2}=X_{1}$ and $V_{0}=V_{1}=V_{2}=X_{2}$, the result in Theorem 1 reduces to the achievable rate region of multiple access wiretap channel without common message [21, 22, 23].
- By setting $X_{2}=\emptyset$ (or $X_{1}=\emptyset$ ), $U_{0}=U_{1}=U_{2}$, and $Y_{2}=\emptyset$ (or $Y_{1}=\emptyset$ ), the result in Theorem 1 reduces to the capacity region of broadcast channel with confidential message [70, Corollary 2].
- By setting $X_{2}=\emptyset\left(\right.$ or $\left.X_{1}=\emptyset\right)$, the result in Theorem 1 reduces to the achievable rate region for two-receiver, one-eavesdropper wiretap channel presented in [11, Theorem 1].

Remark 2. By doing some algebraic manipulation, we can show that the constraint in (2.6) holds only if,

$$
\begin{equation*}
\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}, Z\right)=0 \tag{2.7}
\end{equation*}
$$

Intuitively speaking, (2.7) shows that the Marton coding codebooks remain independent even if the eavesdropper has access to the cloud centers.

Corollary 1. An inner bound on the secrecy capacity region of degraded two-transmitter tworeceiver channel with confidential messages (Definition 4) is given by the set of non-negative rate pairs $\left(R_{1}, R_{2}\right)$ such that

$$
\begin{align*}
R_{1} & \leq \mathbb{I}\left(U_{0} ; Y_{2} \mid V_{0}, Q\right)-\mathbb{I}\left(U_{0} ; Z \mid Q\right)  \tag{2.8}\\
R_{2} & \leq \mathbb{I}\left(V_{0} ; Y_{2} \mid U_{0}, Q\right)-\mathbb{I}\left(V_{0} ; Z \mid Q\right)  \tag{2.9}\\
R_{1}+R_{2} & \leq \mathbb{I}\left(U_{0}, V_{0} ; Y_{2} \mid Q\right)-\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{0} ; Z \mid Q\right) \tag{2.10}
\end{align*}
$$

for some

$$
\begin{equation*}
p(q) p\left(u_{0} \mid q\right) p\left(v_{0} \mid q\right) p\left(x_{1} \mid u_{0}\right) p\left(x_{2} \mid v_{0}\right) . \tag{2.11}
\end{equation*}
$$

Proof. The proof follows from Theorem 1 by setting $U_{0}=U_{1}=U_{2}$ and $V_{0}=V_{1}=V_{2}$ and considering the fact that the channel is degraded.

### 2.4 An Outer Bound for the Degraded Model

We develop an outer bound for the degraded version of the model and provide an example in which it meets the inner bound of Theorem 1 .

Definition 4. The degraded two-transmitter two-receiver channel with confidential messages obeys:

$$
\begin{equation*}
p\left(y_{1}, y_{2}, z \mid x_{1}, x_{2}\right)=p\left(y_{1} \mid x_{1}, x_{2}\right) p\left(y_{2} \mid y_{1}\right) p\left(z \mid y_{2}\right) . \tag{2.12}
\end{equation*}
$$

Theorem 2. The secrecy capacity region for the degraded two-transmitter two-receiver channel with confidential messages is included in the set of rate pairs $\left(R_{1}, R_{2}\right)$ satisfying

$$
\begin{align*}
R_{1} & \leq \mathbb{I}\left(U_{0} ; Y_{2} \mid Q\right)-\mathbb{I}\left(U_{0} ; Z \mid Q\right),  \tag{2.13}\\
R_{2} & \leq \mathbb{I}\left(V_{0} ; Y_{2} \mid Q\right)-\mathbb{I}\left(V_{0} ; Z \mid Q\right),  \tag{2.14}\\
R_{1}+R_{2} & \leq \mathbb{I}\left(U_{0}, V_{0} ; Y_{2} \mid Q\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right), \tag{2.15}
\end{align*}
$$

for some joint distribution

$$
\begin{equation*}
p(q) p\left(u_{0}, v_{0} \mid q\right) p\left(x_{1} \mid u_{0}\right) p\left(x_{2} \mid v_{0}\right) \tag{2.16}
\end{equation*}
$$

The details of the proof are provided in Appendix $D$.
Example (Degraded Switch Model): We consider an example of the two-transmitter tworeceiver channel where the first legitimate receiver has access to the noisy version of each of the two transmitted values in a time-sharing (switched) manner, without interference from the other transmitter (Fig. 2.3). The second legitimate receiver has access to a noisy version of the first receiver, and the eavesdropper has access to a noisy version of the second receiver. This example illustrates a situation where in cellular networks, a user is in the coverage range of two different base stations and an eavesdropper has access a noisy version of the receiver's signal. The switch channel state information is made available to all terminals. In this model, the channel outputs are as follows:

$$
\begin{align*}
y_{1}^{\prime} & =\left(y_{1}, s\right),  \tag{2.17}\\
y_{2}^{\prime} & =\left(y_{2}, s\right),  \tag{2.18}\\
z^{\prime} & =(z, s) . \tag{2.19}
\end{align*}
$$

This model consists of a channel with states that are causally available at both the encoders and decoders.

The statistics of the channel, conditioned on the switch state, are expressed as follows:

$$
\begin{equation*}
p\left(y_{1}^{\prime}, y_{2}^{\prime}, z \mid x_{1},, x_{2}, s\right)=p\left(y_{1} \mid x_{1}, x_{2}, s\right) p\left(y_{2} \mid y_{1}, s\right) p\left(z \mid y_{2}, s\right) . \tag{2.20}
\end{equation*}
$$

The switch model describes, e.g., frequency hopping over two frequencies [29]. The state (switch) is a binary random variable that chooses between listening to the Transmitter 1, with probability $\tau$, and listening to the Transmitter 2 , with probability $1-\tau$, independently at each time slot. We further assume the state is i.i.d. across time,


Figure 2.3. Degraded switch model

$$
\begin{align*}
p\left(y_{1} \mid x_{1}, x_{2}, s\right) & =p\left(y_{1} \mid x_{1}\right) \mathbb{1}_{\{s=1\}}+p\left(y_{1} \mid x_{2}\right) \mathbb{1}_{\{s=2\}}, \\
& =p\left(y_{1} \mid x_{s}\right), \tag{2.21}
\end{align*}
$$

where $\mathbb{1}_{\{\cdot\}}$ is the indicator function. Therefore, the channel model for degraded switch model is as follows

$$
\begin{equation*}
p\left(y_{1}, y_{2}, z \mid x, x, s\right)=p\left(y_{1} \mid x_{s}\right) p\left(y_{2} \mid y_{1}, s\right) p\left(z \mid y_{2}, s\right) \tag{2.22}
\end{equation*}
$$

Theorem 3. The secrecy capacity region for the degraded switch two-transmitter two-receiver channel with confidential messages, is given by the set of rate pairs $\left(R_{1}, R_{2}\right)$ satisfying

$$
\begin{gather*}
R_{1} \leq \mathbb{I}\left(U_{0} ; Y_{2}^{\prime} \mid V_{0}, Q\right)-\mathbb{I}\left(U_{0} ; Z^{\prime} \mid Q\right),  \tag{2.23}\\
R_{2} \leq \mathbb{I}\left(V_{0} ; Y_{2}^{\prime} \mid U_{0}, Q\right)-\mathbb{I}\left(V_{0} ; Z^{\prime} \mid Q\right),  \tag{2.24}\\
R_{1}+R_{2} \leq \mathbb{I}\left(U_{0}, V_{0} ; Y_{2}^{\prime} \mid Q\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z^{\prime} \mid Q\right), \tag{2.25}
\end{gather*}
$$

for some joint distribution

$$
\begin{equation*}
p(q) p\left(u_{0} \mid q\right) p\left(v_{0} \mid q\right) p\left(x_{1} \mid u_{0}\right) p\left(x_{2} \mid v_{0}\right) . \tag{2.26}
\end{equation*}
$$

The details of the proof are provided in Appendix E.

### 2.5 A General Outer Bound

We now develop a general outer bound for the model of Fig. 1.1 and provide an example in which it meets the inner bound of Theorem 1 .


Figure 2.4. Noiseless switch model
Theorem 4. The secrecy capacity region for the two-transmitter two-receiver channel with confidential messages is included in the set of rate pairs $\left(R_{1}, R_{2}\right)$ satisfying

$$
\begin{align*}
R_{1} & \leq \mathbb{I}\left(U_{0} ; Y_{1}, Y_{2} \mid Q\right)-\mathbb{I}\left(U_{0} ; Z \mid Q\right),  \tag{2.27}\\
R_{2} & \leq \mathbb{I}\left(V_{0} ; Y_{1}, Y_{2} \mid Q\right)-\mathbb{I}\left(V_{0} ; Z \mid Q\right),  \tag{2.28}\\
R_{1}+R_{2} & \leq \mathbb{I}\left(U_{0}, V_{0} ; Y_{1}, Y_{2} \mid Q\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right), \tag{2.29}
\end{align*}
$$

for some joint distribution

$$
\begin{equation*}
p(q) p\left(u_{0}, v_{0} \mid q\right) p\left(x_{1} \mid u_{0}\right) p\left(x_{2} \mid v_{0}\right) \tag{2.30}
\end{equation*}
$$

The details of the proof are provided in Appendix F.
Example (Noiseless Switch Model): This example is motivated by two transmitters operating on different spectral bands, while the receiving terminals may receive adaptively on one band at a time [29]. The eavesdropper in our example has access to one noiseless, interference-free transmitted value at a time. Here, it is assumed that both legitimate receivers operate according to a common random switch $s_{1}$ that is connected to Transmitter 1
with probability $\tau_{1}$ and to Transmitter 2 with probability $1-\tau_{1}$, and the eavesdropper operates according to another random switch $s_{2}$ that is connected to Transmitter 1 with probability $\tau_{2}$ and to Transmitter 2 with probability $1-\tau_{2}$ (See Fig. 2.4). Aside from the switches, the channel is noiseless. Both receivers and the eavesdropper have access to their own switch state information. Therefore, the channel outputs are considered

$$
\begin{align*}
y_{1}^{\prime} & =\left(y_{1}, s_{1}\right),  \tag{2.31}\\
y_{2}^{\prime} & =\left(y_{2}, s_{1}\right),  \tag{2.32}\\
z^{\prime} & =\left(z, s_{2}\right) . \tag{2.33}
\end{align*}
$$

Since $y_{1}=y_{2}$, we also have $y_{1}^{\prime}=y_{2}^{\prime}$.

Theorem 5. The secrecy capacity region for the noiseless switch two-transmitter two-receiver channel with confidential messages is given by the set of rate pairs $\left(R_{1}, R_{2}\right)$ satisfying

$$
\begin{align*}
& R_{1} \leq\left(\tau_{1}-\tau_{2}\right)^{+} \mathbb{H}\left(X_{1}\right),  \tag{2.34}\\
& R_{2} \leq\left(\tau_{2}-\tau_{1}\right)^{+} \mathbb{H}\left(X_{2}\right), \tag{2.35}
\end{align*}
$$

where $(x)^{+}=\max \{0, x\}$.
The details of the proof are provided in Appendix G. The capacity region in Theorem 5 shows that transmitters can securely communicate to receivers as long as $\tau_{1} \neq \tau_{2}$.

### 2.6 Achievable Rate Region Under Strong Secrecy

Theorem 6. An inner bound on the secrecy capacity region of the two-transmitter tworeceiver channel with confidential messages is given by the set of non-negative rate pairs ( $R_{1}, R_{2}$ ) such that
$R_{1}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)-\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1} ; Z \mid U_{0}, V_{0}\right)$
$R_{1}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)-\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2} ; Z \mid U_{0}, V_{0}\right)$

$$
\begin{aligned}
& R_{1}<\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)-\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}<\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)-\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& 2 R_{1}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right) \\
& -2 \mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right) \\
& 2 R_{1}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right) \\
& -2 \mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right) \\
& 2 R_{1}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right) \\
& -2 \mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right) \\
& 2 R_{1}<\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, U_{0}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, U_{0}\right) \\
& -2 \mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)-\mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{1} ; Z \mid U_{0}, V_{0}\right) \\
& R_{2}<\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)-\mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& R_{2}<\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)-\mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid U_{0}, V_{0}\right) \\
& R_{2}<\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right)-\mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& 2 R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right) \\
& -2 \mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right) \\
& 2 R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right) \\
& -2 \mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right) \\
& 2 R_{2}<\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right) \\
& -2 \mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right) \\
& 2 R_{2}<\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right) \\
& -2 \mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right) \\
& -\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right) \\
& -\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right) \\
& -\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2}, V_{1} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right) \\
& -\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right) \\
& -\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right) \\
& -\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right) \\
& -\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right) \\
& -\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right) \\
& -\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right) \\
& -\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(U_{1}, V_{1} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right) \\
& -\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)
\end{aligned}
$$

$$
\begin{aligned}
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right) \\
& -\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right) \\
& -\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right)-\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Z \mid Q\right) \\
& R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)-\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Z \mid Q\right) \\
& 2 R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right) \\
& -\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right) \\
& 2 R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right) \\
& -\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right) \\
& 2 R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right) \\
& -\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& 2 R_{1}+R_{2}<\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right) \\
& -\mathbb{I}\left(U_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& R_{1}+2 R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right) \\
& -\mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right) \\
& R_{1}+2 R_{2}<\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right) \\
& -\mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right) \\
& R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right) \\
& -\mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& R_{1}+2 R_{2}<\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right) \\
& -\mathbb{I}\left(V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& 2 R_{1}+2 R_{2}<2 \mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)
\end{aligned}
$$

$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(U_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right)$

$$
\begin{aligned}
& 2 R_{1}+2 R_{2}<2 \mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right) \\
& \quad-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(U_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)
\end{aligned}
$$ $2 R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)$

$+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right)-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2} ; Z \mid U_{0}, V_{0}\right)$
$-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)$
$2 R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+2 \mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right)$
$2 R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right)$
$2 R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right)$
$2 R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)$
$2 R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)$
$2 R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+2 \mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right)$
$2 R_{1}+2 R_{2}<2 \mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(U_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{2}, V_{1}, V_{2}: Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right)$
$2 R_{1}+2 R_{2}<2 \mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(U_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)$
$2 R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right)$

$$
\begin{aligned}
& 2 R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right) \\
& \quad-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right) \\
& 2 R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right) \\
& \quad-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)
\end{aligned}
$$ $2 R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)$

$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)$ $2 R_{1}+2 R_{2}<2 \mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)$ $2 R_{1}+2 R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)$
$+\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)$
$-\mathbb{I}\left(V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)$ $2 R_{1}+2 R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)$ $2 R_{1}+2 R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{1} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)$ $2 R_{1}+2 R_{2}<2 \mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)$ $2 R_{1}+2 R_{2}<\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)$ $2 R_{1}+2 R_{2}<\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)$
$-2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)$ $2 R_{1}+2 R_{2}<\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right)$

$$
\begin{aligned}
& -2 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& 3 R_{1}+3 R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right) \\
& +2 \mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right)-3 \mathbb{I}\left(U_{0}, V_{0} ; Z\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& -\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& 3 R_{1}+3 R_{2}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right) \\
& +2 \mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)-3 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2}, V_{1} ; Z \mid U_{0}, V_{0}\right) \\
& -\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& 3 R_{1}+3 R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right) \\
& +2 \mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right)-3 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& -\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& 3 R_{1}+3 R_{2}<\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right)+\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right) \\
& +2 \mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)-3 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right) \\
& -\mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right)-\mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& 3 R_{1}+3 R_{2}<\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right)+2 \mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right) \\
& -3 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-2 \mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& 3 R_{1}+3 R_{2}<\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)+\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right)+2 \mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right) \\
& -3 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-2 \mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-2 \mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& 4 R_{1}+4 R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid V_{0}, V_{1}\right)+\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right)+2 \mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right) \\
& +2 \mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right)-4 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)-\mathbb{I}\left(U_{1}, U_{2} ; Z \mid U_{0}, V_{0}\right) \\
& -2 \mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right)-2 \mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& 4 R_{1}+4 R_{2}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right)+\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right) \\
& +2 \mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right)+2 \mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)-4 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right) \\
& -\mathbb{I}\left(U_{1}, U_{2} ; Z \mid U_{0}, V_{0}\right)-2 \mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right)-2 \mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)
\end{aligned}
$$

$$
\begin{aligned}
& 4 R_{1}+4 R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right) \\
& \quad+2 \mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right)+2 \mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right)-4 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right) \\
& \quad-\mathbb{I}\left(V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-2 \mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right)-2 \mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right) \\
& 4 R_{1}+4 R_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right)+\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right) \\
& \quad+2 \mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right)+2 \mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right)-4 \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right) \\
& \quad-\mathbb{I}\left(V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-2 \mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right)-2 \mathbb{I}\left(U_{1}, V_{1} ; U_{2}, V_{2} \mid U_{0}, V_{0}\right)
\end{aligned}
$$

for some distribution

$$
\begin{equation*}
p(q) p\left(u_{0}, u_{1}, u_{2} \mid q\right) p\left(v_{0}, v_{1}, v_{2} \mid q\right) p\left(x_{1} \mid u_{0}, u_{1}, u_{2}\right) p\left(x_{2} \mid v_{0}, v_{1}, v_{2}\right) p\left(y_{1}, y_{2}, z \mid x_{1}, x_{2}\right) \tag{2.36}
\end{equation*}
$$

Proof. The achievability proof is inspired by [13], and is based on solving a dual secret key agreement problem in the source model that includes shared randomness at all terminals (see Fig. 2.5). In this dual model, rate constraints are derived so that the input and output distributions of the dual model approximate that of the original model while satisfying reliability and secrecy conditions in the dual model. The probability approximation then guarantees that reliability and secrecy conditions can be achieved in the original model. Finally, it is shown that there exists one realization of shared randomness for which the above-mentioned conditions are valid, thus removing the necessity for common randomness.

We begin by developing the encoding and decoding strategies for the source model and the original model, and derive and compare the joint probability distributions arising from these two strategies.

We begin with the multi-terminal secret key agreement problem in the source model as depicted in Fig. 2.5. Let $\left(U_{[0: 2]}^{n}, V_{[0: 2]}^{n}, X_{1}^{n}, X_{2}^{n}, Y_{1}^{n}, Y_{2}^{n}, Z^{n}\right)$ be i.i.d. and distributed according to

$$
\begin{equation*}
p\left(u_{[0: 2]}, x_{1}\right) p\left(v_{[0: 2]}, x_{2}\right) p\left(y_{1}, y_{2}, z \mid x_{1}, x_{2}\right) \tag{2.37}
\end{equation*}
$$

## Random Binning:



Figure 2.5. Dual secret key agreement problem in the source model for the original problem.

- To each $u_{0}^{n}$, uniformly and independently assign two random bin indices $w_{1} \in \llbracket 1,2^{n R_{1}} \rrbracket$ and $f_{1} \in \llbracket 1,2^{n \tilde{R}_{1}} \rrbracket$.
- To each pair $\left(u_{0}^{n}, u_{j}^{n}\right)$ for $j=1,2$ uniformly and independently assign random bin index $f_{j}^{\prime} \in \llbracket 1,2^{n \tilde{R}_{j}^{\prime}} \rrbracket$.
- To each $v_{0}^{n}$ uniformly and independently assign two random bin indices $w_{2} \in \llbracket 1,2^{n R_{2}} \rrbracket$ and $f_{2} \in \llbracket 1,2^{n \tilde{R}_{2}} \rrbracket$.
- To each pair $\left(v_{0}^{n}, v_{j}^{n}\right)$ for $j=1,2$ uniformly and independently assign random bin index $f_{j}^{\prime \prime} \in \llbracket 1,2^{n \tilde{R}_{j}^{\prime \prime}} \rrbracket$.
- The random variables representing bin indices are:

$$
\begin{equation*}
W_{[1: 2]}, \quad F_{[1: 2]}, \quad F_{[1: 2]}^{\prime}, \quad F_{[1: 2]}^{\prime \prime} . \tag{2.38}
\end{equation*}
$$

- Decoder 1 is a Slepian-Wolf decoder observing $\left(y_{1}^{n}, f_{[1: 2]}, f_{1}^{\prime}, f_{1}^{\prime \prime}\right)$, and producing $\left(\hat{u}_{0}^{n}, \hat{u}_{1}^{n}\right)$ and $\left(\hat{v}_{0}^{n}, \hat{v}_{1}^{n}\right)$, thus declaring $\hat{w}_{1}=W_{1}\left(\hat{u}_{0}^{n}\right)$ and $\hat{w}_{2}=W_{2}\left(\hat{v}_{0}^{n}\right)$ to be the estimate of the pair $\left(w_{1}, w_{2}\right)$.
- Decoder 2 is a Slepian-Wolf decoder observing $\left(y_{2}^{n}, f_{[1: 2]}, f_{2}^{\prime}, f_{2}^{\prime \prime}\right)$, and producing $\left(\check{u}_{0}^{n}, \check{u}_{2}^{n}\right)$ and $\left(\check{v}_{0}^{n}, \breve{v}_{2}^{n}\right)$, thus declaring the bin indices $\check{w}_{1}=W_{1}\left(\check{u}_{0}^{n}\right)$ and $\check{w}_{2}=W_{2}\left(\check{v}_{0}^{n}\right)$ as the estimate of the pair $\left(w_{1}, w_{2}\right)$.

To condense the notation, we define the following variables:

$$
\begin{gather*}
\mathbf{f} \triangleq\left(f_{[1: 2]}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right),  \tag{2.39}\\
\hat{\mathbf{u}} \triangleq\left(\hat{u}_{0}^{n}, \check{u}_{0}^{n}, \hat{u}_{1}^{n}, \check{u}_{2}^{n}, \hat{v}_{0}^{n}, \check{v}_{0}^{n}, \hat{v}_{1}^{n}, \check{v}_{2}^{n}\right) . \tag{2.40}
\end{gather*}
$$

Since the binnings $\mathbf{f}$ are random the PMFs induced by $\mathbf{f}$ are random, therefore henceforth we use upper case letter for distributions when they depend on $\mathbf{f}$. The random PMF induced by random binning is then as follows:

$$
\begin{align*}
& P\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, x_{[1: 2]}^{n}, y_{1}^{n}, y_{2}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}, \hat{\mathbf{u}}\right) \\
& =p\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, x_{[1: 2]}^{n}, y_{1}^{n}, y_{2}^{n}, z^{n}\right) P\left(w_{[1: 2]}, f_{[1: 2]} \mid u_{0}^{n}, v_{0}^{n}\right) P\left(f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime} \mid u_{[0: 2]}^{n}, v_{[0: 2]}^{n}\right) \\
& \times P^{S W}\left(\hat{u}_{0}^{n}, \hat{u}_{1}^{n}, \hat{v}_{0}^{n}, \hat{v}_{1}^{n} \mid y_{1}^{n}, f_{[1: 2]}, f_{1}^{\prime}, f_{1}^{\prime \prime}\right) P^{S W}\left(\check{u}_{0}^{n}, \check{u}_{2}^{n}, \check{v}_{0}^{n}, \check{v}_{2}^{n} \mid y_{2}^{n}, f_{[1: 2]}, f_{2}^{\prime}, f_{2}^{\prime \prime}\right) \\
& =P\left(w_{[1: 2]}, f_{[1: 2]}, u_{0}^{n}, v_{0}^{n}\right) P\left(f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}, u_{[1: 2]}^{n}, v_{[1: 2]}^{n} \mid u_{0}^{n}, v_{0}^{n}\right) \\
& \times p\left(x_{1}^{n} \mid u_{[0: 2]}^{n}\right) p\left(x_{2}^{n} \mid v_{[0: 2]}^{n}\right) p\left(y_{1}^{n}, y_{2}^{n}, z^{n} \mid x_{1}^{n}, x_{2}^{n}\right) \\
& \times P^{S W}\left(\hat{u}_{0}^{n}, \hat{u}_{1}^{n}, \hat{v}_{0}^{n}, \hat{v}_{1}^{n} \mid y_{1}^{n}, f_{[1: 2]}, f_{1}^{\prime}, f_{1}^{\prime \prime}\right) P^{S W}\left(\check{u}_{0}^{n}, \check{u}_{2}^{n}, \check{v}_{0}^{n}, \check{v}_{2}^{n} \mid y_{2}^{n}, f_{[1: 2]}, f_{2}^{\prime}, f_{2}^{\prime \prime}\right) \\
& =P\left(w_{[1: 2]}, f_{[1: 2]}\right) P\left(u_{0}^{n}, v_{0}^{n} \mid w_{[1: 2]}, f_{[1: 2]}\right) P\left(f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime} \mid u_{0}^{n}, v_{0}^{n}\right) P\left(u_{[1: 2]}^{n}, v_{[1: 2]}^{n} \mid u_{0}^{n}, v_{0}^{n}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right) \\
& \times p\left(x_{1}^{n} \mid u_{[0: 2]}^{n}\right) p\left(x_{2}^{n} \mid v_{[0: 2]}^{n}\right) p\left(y_{1}^{n}, y_{2}^{n}, z^{n} \mid x_{1}^{n}, x_{2}^{n}\right) \\
& \times P^{S W}\left(\hat{u}_{0}^{n}, \hat{u}_{1}^{n}, \hat{v}_{0}^{n}, \hat{v}_{1}^{n} \mid y_{1}^{n}, f_{[1: 2]}, f_{1}^{\prime}, f_{1}^{\prime \prime}\right) P^{S W}\left(\check{u}_{0}^{n}, \check{u}_{2}^{n}, \check{v}_{0}^{n}, \check{v}_{2}^{n} \mid y_{2}^{n}, f_{[1: 2]}, f_{2}^{\prime}, f_{2}^{\prime \prime}\right) . \tag{2.41}
\end{align*}
$$

Here, $P^{S W}$ denotes the PMF of the output of the Slepian-Wolf decoder, which is a random PMF. $\hat{W}_{1}, \hat{W}_{2}$ and $\check{W}_{1}, \check{W}_{2}$ are omitted because they are functions of other random variables.

We now return to the original problem illustrated in Fig. 1.1 except that, in addition, a genie provides all terminals with shared randomness described by $\left(F_{[1: 2]}, F_{[1: 2]}^{\prime}, F_{[1: 2]}^{\prime \prime}\right)$, whose distribution will be clarified in the sequel. In this augmented model:

- The messages $W_{1}$ and $W_{2}$ are mutually independent and uniformly distributed with rates $R_{1}$ and $R_{2}$ respectively. The shared randomness ( $F_{1}, F_{2}$ ) is uniformly distributed over $\llbracket 1,2^{n \tilde{R}_{1}} \rrbracket, \llbracket 1,2^{n \tilde{R}_{2}} \rrbracket$, and independent of $W_{1}, W_{2}$.
- Encoder 1 and 2 are stochastic encoders producing codewords $U_{0}^{n}, V_{0}^{n}$ according to distributions $P\left(u_{0}^{n} \mid w_{[1: 2]}, f_{[1: 2]}\right)$ and $P\left(v_{0}^{n} \mid w_{[1: 2]}, f_{[1: 2]}\right)$, respectively, which are the marginals of distribution $P\left(u_{0}^{n}, v_{0}^{n} \mid w_{[1: 2]}, f_{[1: 2]}\right)$ appearing in (2.41). This choice of encoder establishes the connection between the two models.
- The four random variables $F_{[1: 2]}^{\prime}, F_{[1: 2]}^{\prime \prime}$ are mutually independent and uniformly distributed over, respectively, $\llbracket 1,2^{n \tilde{R}_{1}^{\prime}} \rrbracket$ and $\llbracket 1,2^{n \tilde{R}_{2}^{\prime}} \rrbracket, \llbracket 1,2^{n \tilde{R}_{1}^{\prime \prime}} \rrbracket$ and $\llbracket 1,2^{n \tilde{R}_{2}^{\prime \prime}} \rrbracket$. They are also independent of $\left(U_{0}^{n}, V_{0}^{n}\right)$ and therefore are independent of $\left(W_{[1: 2]}, F_{[1: 2]}\right)$.
- Encoder 1 and 2 further generate $U_{[1: 2]}^{n}, V_{[1: 2]}^{n}$ according to $P\left(u_{[1: 2]}^{n} \mid u_{0}^{n}, v_{0}^{n}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right)$ and $P\left(v_{[1: 2]}^{n} \mid u_{0}^{n}, v_{0}^{n}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right)$, respectively, which are marginal distributions of $P\left(u_{[1: 2]}^{n}, v_{[1: 2]}^{n} \mid u_{0}^{n}, v_{0}^{n}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right)$ from 2.41].
- Encoder 1 generates $X_{1}^{n}$ i.i.d. according to $p\left(x_{1} \mid u_{[0: 2]}\right)$. Encoder 2 generates $X_{2}^{n}$ i.i.d. according to $p\left(x_{2} \mid v_{[0: 2]}\right) . X_{1}, X_{2}$ are transmitted over the channel.
- Decoders 1 and 2 are Slepian-Wolf decoders inherited from the source model secret key agreement problem, observing respectively $\left(y_{1}^{n}, f_{[1: 2]}, f_{1}^{\prime}, f_{1}^{\prime \prime}\right)$ and $\left(y_{2}^{n}, f_{[1: 2]}, f_{2}^{\prime}, f_{2}^{\prime \prime}\right)$, and producing ( $\hat{u}_{0}^{n}, \hat{u}_{1}^{n}, \hat{v}_{0}^{n}, \hat{v}_{1}^{n}$ ) and ( $\check{u}_{0}^{n}, \breve{u}_{2}^{n}, \breve{v}_{0}^{n}, \breve{v}_{2}^{n}$ ). Therefore, the following random PMFs for the decoder output distributions are inherited from the source model:

$$
\begin{aligned}
& P^{S W}\left(\hat{u}_{0}^{n}, \hat{u}_{1}^{n}, \hat{v}_{0}^{n}, \hat{v}_{1}^{n} \mid y_{1}^{n}, f_{[1: 2]}, f_{1}^{\prime}, f_{1}^{\prime \prime}\right), \\
& P^{S W}\left(\check{u}_{0}^{n}, \check{u}_{2}^{n}, \check{v}_{0}^{n}, \check{v}_{2}^{n} \mid y_{2}^{n}, f_{[1: 2]}, f_{2}^{\prime}, f_{2}^{\prime \prime}\right) .
\end{aligned}
$$

- Decoders 1 and 2 then produce estimates of $\left(W_{1}, W_{2}\right)$, which are denoted $\left(\hat{W}_{1}, \hat{W}_{2}\right)$ and $\left(\check{W}_{1}, \breve{W}_{2}\right)$ respectively.

The random PMF induced by the random binning and the encoding/decoding strategy is as follows:

$$
\begin{align*}
& \hat{P}\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, y_{1}^{n}, y_{2}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}, \hat{\mathbf{u}}\right) \\
& =p^{U}\left(w_{[1: 2]}\right) p^{U}\left(f_{[1: 2]}\right) P\left(u_{0}^{n}, v_{0}^{n} \mid w_{[1: 2]}, f_{[1: 2]}\right) p^{U}\left(f_{[1: 2]}^{\prime}\right) p^{U}\left(f_{[1: 2]}^{\prime \prime}\right) P\left(u_{[1: 2]}^{n}, v_{[1: 2]}^{n} \mid u_{0}^{n}, v_{0}^{n}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right) \\
& \times p\left(x_{1}^{n} \mid u_{[0: 2]}^{n}\right) p\left(x_{2}^{n} \mid v_{[0: 2]}^{n}\right) p\left(y_{1}^{n}, y_{2}^{n}, z^{n} \mid x_{1}^{n}, x_{2}^{n}\right) \\
& \times P^{S W}\left(\hat{u}_{0}^{n}, \hat{u}_{1}^{n}, \hat{v}_{0}^{n}, \hat{v}_{1}^{n} \mid y_{1}^{n}, f_{[1: 2]}, f_{1}^{\prime}, f_{1}^{\prime \prime}\right) P^{S W}\left(\check{u}_{0}^{n}, \check{u}_{2}^{n}, \check{v}_{0}^{n}, \check{v}_{2}^{n} \mid y_{2}^{n}, f_{[1: 2]}, f_{2}^{\prime}, f_{2}^{\prime \prime}\right), \tag{2.42}
\end{align*}
$$

where $\mathbf{f}$ and $\hat{\mathbf{u}}$ are defined in (2.39) and (2.40), respectively, and $p^{U}$ is the uniform distribution.

We now find constraints that ensure that the PMFs $\hat{P}$ and $P$ are close in total variation distance. For the source model secret key agreement problem, substituting $X_{1}=X_{2} \leftarrow U_{0}$, and $X_{3}=X_{4} \leftarrow V_{0}$, in [13, Theorem 1] implies that $W_{[1: 2]}$ is nearly independent of $F_{[1: 2]}$ and $Z^{n}$, if

$$
\begin{array}{r}
R_{1}+\tilde{R}_{1}<\mathbb{H}\left(U_{0} \mid Z\right), \\
R_{2}+\tilde{R}_{2}<\mathbb{H}\left(V_{0} \mid Z\right), \\
R_{1}+\tilde{R}_{1}+R_{2}+\tilde{R}_{2}<\mathbb{H}\left(U_{0}, V_{0} \mid Z\right), \tag{2.45}
\end{array}
$$

note that [13, Theorem 1] returns a total of 15 inequalities, but the remaining are redundant because of (2.43)-(2.45). The above constraints imply that

$$
P\left(z^{n}, w_{[1: 2]}, f_{[1: 2]}\right) \approx_{\epsilon} p\left(z^{n}\right) p^{U}\left(w_{[1: 2]}\right) p^{U}\left(f_{[1: 2]}\right)
$$

Similarly, substituting $X_{1} \leftarrow\left(U_{0}, U_{1}\right), X_{2} \leftarrow\left(U_{0}, U_{2}\right), X_{3} \leftarrow\left(V_{0}, V_{1}\right), X_{4} \leftarrow\left(V_{0}, V_{2}\right)$, and $Z \leftarrow\left(U_{0}, V_{0}, Z\right)$ in [13, Theorem 1] implies that $\left(f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right)$ are nearly mutually independent and independent of $\left(U_{0}, V_{0}, Z\right)$, therefore they are independent of $\left(w_{[1: 2]}, f_{[1: 2]}\right)$, if

$$
\begin{equation*}
\tilde{R}_{j}^{\prime}<\mathbb{H}\left(U_{j} \mid U_{0}, V_{0}, Z\right) \tag{2.46}
\end{equation*}
$$

$$
\begin{gather*}
\tilde{R}_{j}^{\prime \prime}<\mathbb{H}\left(V_{j} \mid U_{0}, V_{0}, Z\right),  \tag{2.47}\\
\tilde{R}_{1}^{\prime}+\tilde{R}_{j}^{\prime \prime}<\mathbb{H}\left(U_{1}, V_{j} \mid U_{0}, V_{0}, Z\right),  \tag{2.48}\\
\tilde{R}_{2}^{\prime}+\tilde{R}_{j}^{\prime \prime}<\mathbb{H}\left(U_{2}, V_{j} \mid U_{0}, V_{0}, Z\right),  \tag{2.49}\\
\tilde{R}_{1}^{\prime}+\tilde{R}_{2}^{\prime}<\mathbb{H}\left(U_{1}, U_{2} \mid U_{0}, V_{0}, Z\right),  \tag{2.50}\\
\tilde{R}_{1}^{\prime \prime}+\tilde{R}_{2}^{\prime \prime}<\mathbb{H}\left(V_{1}, V_{2} \mid U_{0}, V_{0}, Z\right),  \tag{2.51}\\
\tilde{R}_{1}^{\prime}+\tilde{R}_{2}^{\prime}+\tilde{R}_{j}^{\prime \prime}<\mathbb{H}\left(U_{1}, U_{2}, V_{j} \mid U_{0}, V_{0}, Z\right),  \tag{2.52}\\
\tilde{R}_{j}^{\prime}+\tilde{R}_{1}^{\prime \prime}+\tilde{R}_{2}^{\prime \prime}<\mathbb{H}\left(U_{j}, V_{1}, V_{2} \mid U_{0}, V_{0}, Z\right),  \tag{2.53}\\
\tilde{R}_{1}^{\prime}+\tilde{R}_{2}^{\prime}+\tilde{R}_{1}^{\prime \prime}+\tilde{R}_{2}^{\prime \prime}<\mathbb{H}\left(U_{1}, U_{2}, V_{1}, V_{2} \mid U_{0}, V_{0}, Z\right), \tag{2.54}
\end{gather*}
$$

for $j=1,2$. The above constraints imply

$$
\begin{equation*}
P\left(z^{n}, u_{0}^{n}, v_{0}^{n}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right) \approx_{\epsilon} p\left(z^{n}, u_{0}^{n}, v_{0}^{n}\right) p^{U}\left(f_{[1: 2]}^{\prime}\right) p^{U}\left(f_{[1: 2]}^{\prime \prime}\right) \tag{2.55}
\end{equation*}
$$

Hence,

$$
\begin{gather*}
P\left(w_{[1: 2]}, f_{[1: 2]}\right) \approx_{\epsilon} \hat{P}\left(w_{[1: 2]}, f_{[1: 2]}\right)=p^{U}\left(w_{[1: 2]}\right) p^{U}\left(f_{[1: 2]}\right),  \tag{2.56}\\
P\left(f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime} \mid u_{0}^{n}, v_{0}^{n}\right) \approx_{\epsilon} \hat{P}\left(f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime} \mid u_{0}^{n}, v_{0}^{n}\right)=p^{U}\left(f_{[1: 2]}^{\prime}\right) p^{U}\left(f_{[1: 2]}^{\prime \prime}\right) . \tag{2.57}
\end{gather*}
$$

In other words, the inequalities (2.43)-(2.45) and (2.46)-2.54) imply that

$$
\begin{equation*}
P\left(z^{n}, w_{[1: 2]}, f_{[1: 2]}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right) \approx_{\epsilon} p\left(z^{n}\right) p^{U}\left(w_{[1: 2]}\right) p^{U}\left(f_{[1: 2]}\right) p^{U}\left(f_{[1: 2]}^{\prime}\right) p^{U}\left(f_{[1: 2]}^{\prime \prime}\right) \tag{2.58}
\end{equation*}
$$

Here, the PMF $P\left(z^{n}\right)$ is equal to $p\left(z^{n}\right)$ because the marginal distribution does not include random binning.

Therefore, the distributions in (2.41) and (2.42) are nearly equal, that is

$$
\begin{equation*}
P\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, y_{1}^{n}, y_{2}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}, \hat{\mathbf{u}}\right) \approx_{\epsilon} \hat{P}\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, y_{1}^{n}, y_{2}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}, \hat{\mathbf{u}}\right) \tag{2.59}
\end{equation*}
$$

Similar to indirect decoding for channel coding, it is possible to use indirect decoding for source coding. More precisely, the first and the second decoders only need $\left(u_{0}^{n}, v_{0}^{n}\right)$ to decode
$\left(w_{1}, w_{2}\right)$. Decoder 1 and Decoder 2 can indirectly decode $\left(u_{0}^{n}, v_{0}^{n}\right)$ from $\left(y_{1}^{n}, f_{[1: 2]}, f_{1}^{\prime}, f_{1}^{\prime \prime}\right)$ and $\left(y_{2}^{n}, f_{[1: 2]}, f_{2}^{\prime}, f_{2}^{\prime \prime}\right)$, respectively. From [13, Lemma 1] decoding is successful if

$$
\begin{array}{r}
\tilde{R}_{1}+\tilde{R}_{j}^{\prime}>\mathbb{H}\left(U_{0}, U_{j} \mid V_{0}, V_{j}, Y_{j}\right), \\
\tilde{R}_{2}+\tilde{R}_{j}^{\prime \prime}>\mathbb{H}\left(V_{0}, V_{j} \mid U_{0}, U_{j}, Y_{j}\right), \\
\tilde{R}_{1}+\tilde{R}_{j}^{\prime}+\tilde{R}_{j}^{\prime \prime}>\mathbb{H}\left(U_{0}, U_{j}, V_{j} \mid V_{0}, Y_{j}\right), \\
\tilde{R}_{1}+\tilde{R}_{2}+\tilde{R}_{j}^{\prime \prime}>\mathbb{H}\left(V_{0}, V_{j} \mid U_{0}, U_{j}, Y_{j}\right), \\
\tilde{R}_{j}^{\prime}+\tilde{R}_{2}+\tilde{R}_{j}^{\prime \prime}>\mathbb{H}\left(U_{j}, V_{0}, V_{j} \mid U_{0}, Y_{j}\right), \\
\tilde{R}_{1}+\tilde{R}_{j}^{\prime}+\tilde{R}_{2}+\tilde{R}_{j}^{\prime \prime}>\mathbb{H}\left(U_{0}, U_{j}, V_{0}, V_{j} \mid Y_{j}\right), \tag{2.65}
\end{array}
$$

for $j=1,2$. Note that, inequality (2.63) is redundant because of 2.61). It yields

$$
\begin{align*}
& P\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, y_{1}^{n}, y_{2}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}, \hat{\mathbf{u}}\right) \approx_{\epsilon} P\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, y_{1}^{n}, y_{2}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}\right) \\
& \times \mathbb{1}_{\left\{\hat{u}_{0}^{n}=\tilde{u}_{0}^{n}=u_{0}^{n}, \hat{u}_{1}^{n}=u_{1}^{n}, u_{2}^{n}=u_{2}^{n}\right\}}{\text { times } \mathbb{1}_{\left\{\hat{v}_{0}^{n}=\tilde{v}_{0}^{n}=v_{0}^{n}, \hat{v}_{1}^{n}=v_{1}^{n}, \tilde{v}_{2}^{n}=v_{2}^{n}\right\}} .} . \tag{2.66}
\end{align*}
$$

From equations (2.59), (2.66), and the triangle inequality,

$$
\begin{align*}
& \hat{P}\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, y_{1}^{n}, y_{2}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}, \hat{\mathbf{u}}\right) \approx_{\epsilon} P\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, y_{1}^{n}, y_{2}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}\right) \\
& \times \mathbb{1}_{\left\{\hat{u}_{0}^{n}=u_{0}^{n}=u_{0}^{n}, \hat{u}_{1}^{n}=u_{1}^{n}, \ddot{u}_{2}^{n}=u_{2}^{n}\right\}} \mathbb{1}_{\left\{\hat{v}_{0}^{n}=\ddot{v}_{0}^{n}=v_{0}^{n}, \hat{v}_{1}^{n}=v_{1}^{n}, \tilde{v}_{2}^{n}=v_{2}^{n}\right\}} . \tag{2.67}
\end{align*}
$$

For convenience, we reintroduce a lemma from [13]:

Lemma 3. ([13, Lemma 4]) Consider distributions $p_{X^{n}}, p_{Y^{n} \mid X^{n}}, q_{X^{n}}$, and $q_{Y^{n} \mid X^{n}}$ and random PMFs $P_{X^{n}}, P_{Y^{n} \mid X^{n}}, Q_{X^{n}}$, and $Q_{Y^{n} \mid X^{n}}$. Denoting asymptotic equality under total variation with $\approx_{\epsilon}$, we have:
1.

$$
\begin{align*}
& P_{X^{n}} \approx_{\epsilon} Q_{X^{n}} \Rightarrow P_{X^{n}} P_{Y^{n} \mid X^{n}} \approx_{\epsilon} Q_{X^{n}} P_{Y^{n} \mid X^{n}}  \tag{2.68}\\
& P_{X^{n}} P_{Y^{n} \mid X^{n}} \approx_{\epsilon} Q_{X^{n}} Q_{Y^{n} \mid X^{n}} \Rightarrow P_{X^{n}} \approx_{\epsilon} Q_{X^{n}} . \tag{2.69}
\end{align*}
$$

2. If $p_{X^{n}} p_{Y^{n} \mid X^{n}} \approx_{\epsilon} q_{X^{n}} q_{Y^{n} \mid X^{n}}$, then there exists a sequence $x^{n} \in \mathcal{X}^{n}$ such that

$$
\begin{equation*}
p_{Y^{n} \mid X^{n}=x^{n}} \approx_{\epsilon} q_{Y^{n} \mid X^{n}=x^{n}} . \tag{2.70}
\end{equation*}
$$

3. If $P_{X^{n}} \approx_{\epsilon} Q_{X^{n}}$ and $P_{X^{n}} P_{Y^{n} \mid X^{n}} \approx_{\epsilon} P_{X^{n}} Q_{Y^{n} \mid X^{n}}$, then

$$
\begin{equation*}
P_{X^{n}} P_{Y^{n} \mid X^{n}} \approx_{\epsilon} Q_{X^{n}} Q_{Y^{n} \mid X^{n}} \tag{2.71}
\end{equation*}
$$

Using Lemma 3, Equation (2.69), the marginal distributions of the two sides of (2.67) are asymptotically equivalent, i.e.,

$$
\begin{align*}
& \hat{P}\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}, \hat{\mathbf{u}}\right) \approx_{\epsilon} P\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}\right) \\
& \times \mathbb{1}_{\left\{\hat{u}_{0}^{n}=\tilde{u}_{0}^{n}=u_{0}^{n}, \hat{u}_{1}^{n}=u_{1}^{n}, \tilde{u}_{2}^{n}=u_{2}^{n}\right\}^{1}\left\{\hat{v}_{0}^{n}=\tilde{x}_{0}^{n}=v_{0}^{n}, \hat{v}_{1}^{n}=v_{1}^{n}, \breve{v}_{2}^{n}=v_{2}^{n}\right\}} . \tag{2.72}
\end{align*}
$$

Using Lemma 3, Equation (2.68) we multiply the two sides of Equation (2.72) by the conditional distribution:

$$
\hat{P}\left(\hat{w}_{1}, \check{w}_{1}, \hat{w}_{2}, \check{w}_{2} \mid u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}, \hat{\mathbf{u}}\right)=\mathbb{1}_{\left\{W_{1}\left(\hat{u}_{0}^{n}\right)=\hat{w}_{1}, W_{1}\left(\check{u}_{0}^{n}\right)=\check{w}_{1}\right\}} \mathbb{1}_{\left\{W_{2}\left(\hat{v}_{0}^{n}\right)=\hat{w}_{2}, W_{2}\left(\breve{v}_{0}^{n}\right)=\check{w}_{2}\right\}},
$$

to get:

$$
\begin{align*}
& \hat{P}\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}, \hat{\mathbf{u}}, \hat{w}_{1}, \check{w}_{1}, \hat{w}_{2}, \check{w}_{2}\right) \approx_{\epsilon} P\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}\right) \\
& \times \mathbb{1}_{\left\{\hat{u}_{0}^{n}=u_{0}^{n}=u_{0}^{n}, \hat{u}_{1}^{n}=u_{1}^{n}, \check{u}_{2}^{n}=u_{2}^{n}\right\}} \mathbb{1}_{\left\{\hat{v}_{0}^{n}=\check{v}_{0}^{n}=v_{0}^{n}, \hat{v}_{1}^{n}=v_{1}^{n}, \tilde{v}_{2}^{n}=v_{2}^{n}\right\}} \\
& \times \mathbb{1}_{\left\{W_{1}\left(\hat{u}_{0}^{n}\right)=\hat{w}_{1}, W_{1}\left(\breve{u}_{0}^{n}\right)=\check{w}_{1}\right\}} \mathbb{1}_{\left\{W_{2}\left(\hat{v}_{0}^{n}\right)=\hat{w}_{2}, W_{2}\left(\breve{w}_{0}^{n}\right)=\check{w}_{2}\right\}} \\
& =P\left(u_{[0: 2]}^{n}, v_{[0: 2]}^{n}, z^{n}, w_{[1: 2]}, \mathbf{f}\right) \\
& \times \mathbb{1}_{\left\{\hat{u}_{0}^{n}=\check{u}_{0}^{n}=u_{0}^{n}, \hat{u}_{1}^{n}=u_{1}^{n}, \tilde{u}_{2}^{n}=u_{2}^{n}\right\}} \mathbb{1}_{\left\{\hat{v}_{0}^{n}=\check{v}_{0}^{n}=v_{0}^{n}, \hat{v}_{1}^{n}=v_{1}^{n}, \check{v}_{2}^{n}=v_{2}^{n}\right\}} \mathbb{1}_{\left\{\hat{w}_{1}=\check{w}_{1}=w_{1}, \hat{w}_{2}=\check{w}_{2}=w_{2}\right\}}, \tag{2.73}
\end{align*}
$$

where $W_{1}\left(u_{0}^{n}\right)=\hat{w}_{1}$ and $W_{2}\left(v_{0}^{n}\right)=\hat{w}_{2}$ denote the bins assigned to $u_{0}^{n}$ and $v_{0}^{n}$, respectively. Using (2.73) and Lemma 3, Equation (2.68) leads to

$$
\begin{equation*}
\hat{P}\left(z^{n}, w_{[1: 2]}, \mathbf{f}, \hat{w}_{1}, \check{w}_{1}, \hat{w}_{2}, \check{w}_{2}\right) \approx_{\epsilon} P\left(z^{n}, w_{[1: 2]}, \mathbf{f}\right) \mathbb{1}_{\left\{\hat{w}_{1}=\check{w}_{1}=w_{1}, \hat{w}_{2}=\check{w}_{2}=w_{2}\right\}} \tag{2.74}
\end{equation*}
$$

Using equations (2.58) and (2.74) and Lemma 3, Equation (2.71) leads to

$$
\begin{equation*}
\hat{P}\left(z^{n}, w_{[1: 2]}, \mathbf{f}, \hat{w}_{1}, \check{w}_{1}, \hat{w}_{2}, \breve{w}_{2}\right) \approx_{\epsilon} p\left(z^{n}\right) p^{U}\left(w_{[1: 2]}, f_{[1: 2]}\right) p^{U}\left(f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right) \mathbb{1}_{\left\{\hat{w}_{1}=\check{w}_{1}=w_{1}, \hat{w}_{2}=\breve{w}_{2}=w_{2}\right\}} . \tag{2.75}
\end{equation*}
$$

We now eliminate the shared randomness $\left(F_{[1: 2]}, F_{[1: 2]}^{\prime}, F_{[1: 2]}^{\prime \prime}\right)$ without affecting the secrecy and reliability requirements. By using Definition 3, Equation 2.75) ensures that there exists a fixed binning with corresponding PMF $p$ that, if used in place of the random coding strategy $P$ in 2.42, will induce the PMF $\hat{p}$ as follows:

$$
\begin{align*}
& \hat{p}\left(z^{n}, w_{[1: 2]}, f_{[1: 2]}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}, \hat{w}_{1}, \check{w}_{1}, \hat{w}_{2}, \check{w}_{2}\right) \\
&\left.\approx_{\epsilon} p\left(z^{n}\right) p^{U}\left(w_{[1: 2]}, f_{[1: 2]}\right) p^{U}\left(f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right) \mathbb{1}_{\left\{\hat{w}_{1}=\check{w}_{1}=w_{1}, \hat{w}_{2}=\check{w}_{2}=w_{2}\right\}}\right\} \tag{2.76}
\end{align*}
$$

Now, using Lemma 3, Equation (2.70) shows that there exists an instance of $\left(f_{[1: 2]}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right)$ such that:

$$
\begin{equation*}
\hat{p}\left(z^{n}, w_{[1: 2]}, \hat{w}_{1}, \check{w}_{1}, \hat{w}_{2}, \check{w}_{2} \mid f_{[1: 2]}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right) \approx_{\epsilon} p\left(z^{n}\right) p^{U}\left(w_{1}\right) p^{U}\left(w_{2}\right) \mathbb{1}_{\left\{\hat{w}_{1}=\check{w}_{1}=w_{1}, \hat{w}_{2}=\check{w}_{2}=w_{2}\right\}} . \tag{2.77}
\end{equation*}
$$

This distribution satisfies the secrecy and reliability requirements as follows:

- Reliability: Using Lemma 3, Equation (2.69) leads to

$$
\begin{equation*}
\left.\hat{p}\left(w_{[1: 2]}, \hat{w}_{1,1}, \hat{w}_{1,2}, \hat{w}_{2,1}, \hat{w}_{2,2} \mid f_{[1: 2]}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right) \approx_{\epsilon} \mathbb{1}_{\left\{\hat{w}_{1}=\check{w}_{1}=w_{1}, \hat{w}_{2}=\check{w}_{2}=w_{2}\right\}}\right\} \tag{2.78}
\end{equation*}
$$

which is equivalent to:

$$
\hat{p}\left(\left\{\left(\hat{W}_{1}, \hat{W}_{2}\right) \neq\left(W_{1}, W_{2}\right)\right\} \cup\left\{\left(\check{W}_{1}, \check{W}_{2}\right) \neq\left(W_{1}, W_{2}\right)\right\} \mid f_{[1: 2]}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right) \rightarrow 0
$$

- Security: Again, using Lemma 3. Equation (2.69)

$$
\begin{equation*}
\hat{p}\left(z^{n}, w_{[1: 2]} \mid f_{[1: 2]}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right) \approx_{\epsilon} p\left(z^{n}\right) p^{U}\left(w_{1}\right) p^{U}\left(w_{2}\right) \tag{2.79}
\end{equation*}
$$

Finally, we identify $p\left(x_{1}^{n} \mid w_{1}, f_{1}, f_{[1: 2]}^{\prime}\right)$ and $p\left(x_{2}^{n} \mid w_{2}, f_{2}, f_{[1: 2]}^{\prime \prime}\right)$ (which is done by generating $u_{[0: 2]}$ and $v_{[0: 2]}$ first, respectively) as encoders and the Slepian-Wolf decoders as decoders for the channel coding problem. These encoders and decoders lead to reliable and secure encoders and decoders.

By applying a computer generated Fourier-Motzkin procedure 71 to 2.43 - 2.54 , (2.60), 2.61), and 2.65) the achievable rate region for the strong secrecy regime in Theorem 6 is obtained.

Remark 3. If we assume that (2.6), and therefore (2.7), holds, the inequalities (2.48) for $j=2$, 2.49) for $j=1$, and (2.50) 2.54 will be redundant and by applying the FourierMotzkin procedure (71, (72] to (2.43)-2.47, (2.48) for $j=1$, (2.49) for $j=2$, 2.60), (2.61), and (2.65) the region in Theorem 1 over the distribution (2.36) will be achieved. This shows that the region derived by $O S R B$ is a superset of the region derived in the weak secrecy regime.

Remark 4. The random distributions $P\left(u_{0}^{n}, v_{0}^{n} \mid w_{[1: 2]}, f_{[1: 2]}\right)$ and $\left.P\left(u_{[1: 2]}^{n}, v_{[1: 2]}^{n}\right] u_{0}^{n}, v_{0}^{n}, f_{[1: 2]}^{\prime}, f_{[1: 2]}^{\prime \prime}\right)$ factorize as $P\left(u_{0}^{n} \mid w_{1}, f_{1}\right) P\left(v_{0}^{n} \mid w_{2}, f_{2}\right)$ and $P\left(u_{[1: 2]}^{n} \mid u_{0}^{n}, f_{[1: 2]}^{\prime}\right) P\left(v_{[1: 2]}^{n} \mid v_{0}^{n}, f_{[1: 2]}^{\prime \prime}\right)$, respectively, which means that Encoders 1 and 2 are not using the common randomness and the message available at the other encoder to generate the common and private random variables. The common randomness $\left(F_{1}, F_{[1: 2]}^{\prime}\right)$ represents the realization of Encoder 1's codebook and $\left(F_{2}, F_{[1: 2]}^{\prime \prime}\right)$ represents the realization of Encoder 2's codebook, which is available at all terminals, but the codebook at one encoder does not depend on the codebook of the other encoder.

Remark 5. The achievable region described in the proof of Theorem 6 was without timesharing, i.e., $Q=\emptyset$. One can incorporate this into the proof by generating i.i.d. copies of $Q$, and sharing it among all terminals and conditioning everything on it.

## CHAPTER 3

## KEYLESS COVERT COMMUNICATION VIA CSI ${ }^{12}$

### 3.1 Introduction

In this chapter, we consider the problem of covert communication over a state-dependent channel when the CSI is available either non-causally, causally, or strictly causally, either at the transmitter alone, or at both transmitter and receiver. Covert communication with respect to an adversary, called "warden," is one in which, despite communication over the channel, the warden's observation remains indistinguishable from an output induced by innocent channel-input symbols. Covert communication involves fooling an adversary in part by a proliferation of codebooks; for reliable decoding at the legitimate receiver, the codebook uncertainty is typically removed via a shared secret key that is unavailable to the warden. In contrast to previous work, we do not assume the availability of a large shared key at the transmitter and legitimate receiver. Instead, we only require a secret key with negligible rate to bootstrap the communication and our scheme extracts shared randomness from the CSI in a manner that keeps it secret from the warden, despite the influence of the CSI on the warden's output. When CSI is available at the transmitter and receiver, we derive the covert capacity region. When CSI is only available at the transmitter, we derive inner and outer bounds on the covert capacity. We also provide examples for which the covert capacity is positive with knowledge of CSI but is zero without it.

[^3]
### 3.2 Channel model

Consider discrete memoryless state-dependent channels as shown in Fig. 1.2 or Fig. 1.3. The channel is characterized by input alphabet $\mathcal{X}$, legitimate output alphabet $\mathcal{Y}$, warden output alphabet $\mathcal{Z}$, state alphabet $\mathcal{S}$, and a transition probability $W_{Y Z \mid X S}$. We assume that the CSI is independent and identically distributed (i.i.d.) and drawn according to $Q_{S}$ and we let $x_{0} \in \mathcal{X}$ be an "innocent" symbol corresponding to the absence of communication with the receiver. The distribution induced at the warden in the absence of communication is then,

$$
\begin{equation*}
Q_{0}(\cdot)=\sum_{s \in \mathcal{S}} Q_{S}(s) W_{Z \mid X, S}\left(\cdot \mid x_{0}, s\right) \tag{3.1}
\end{equation*}
$$

and we let $Q_{0}^{\otimes n}=\prod_{i=1}^{n} Q_{0}$. The CSI may be available non-causally, causally, or strictly causally at the transmitter and may or may not be available at the receiver. Note that the exact causal or non-causal nature of CSI at the receiver is irrelevant because decoding is always done after transmission is completed. The warden is kept ignorant of the CSI.

Formally, a code with CSI available at both the transmitter and the receiver is defined as follows.

Definition 5. $A\left(2^{n R}, n\right)$ code $\mathcal{C}_{n}$ with CSI available at both the transmitter and the receiver consists of:

- a message set $\mathcal{M}=\llbracket 1,2^{n R} \rrbracket$;
- when CSI is available non-causally at the transmitter, for each time slot $i \in \llbracket 1, n \rrbracket$, a deterministic encoder $f_{i}: \mathcal{M} \times \mathcal{S}^{n} \mapsto \mathcal{X}_{i}$ that maps message and the entire CSI sequence to a channel input symbol $x_{i}$;
- when CSI is available causally at the transmitter, for each time slot $i \in \llbracket 1, n \rrbracket$, a deterministic encoder $f_{i}: \mathcal{M} \times \mathcal{S}^{i} \mapsto \mathcal{X}_{i}$ that maps message and the past and current CSI samples to a channel input symbol $x_{i}$;
- when CSI is available strictly-causally at the transmitter, for each time slot $i \in \llbracket 1, n \rrbracket$, a deterministic encoder $f_{i}: \mathcal{M} \times \mathcal{S}^{i-1} \mapsto \mathcal{X}_{i}$ that maps message and the past CSI samples to a channel input symbol $x_{i}$;
- a decoding function $g: \mathcal{S}^{n} \times \mathcal{Y}^{n} \mapsto \mathcal{M} \cup\{$ ?\} that maps the channel observations and the CSI sequence to a message $\hat{M} \in \mathcal{M}$ or an error message ?.

A code with CSI available only at the transmitter is defined as follows.

Definition 6. $A\left(2^{n R}, n\right)$ code $\mathcal{C}_{n}$ with CSI available only at the transmitter consists of

- a message set $\mathcal{M}=\llbracket 1,2^{n R} \rrbracket$ and a secret key set $\mathcal{K}=\llbracket 1,2^{n R_{K}} \rrbracket$;
- when CSI is available non-causally, for each time slot $i \in \llbracket 1, n \rrbracket$, a stochastic encoder $f_{i}: \mathcal{M} \times \mathcal{J} \times \mathcal{K} \times \mathcal{S}^{n} \mapsto \mathcal{X}_{i}$, that maps message, local randomness, secret key, and the entire CSI sequence to a channel input symbol $x_{i}$;
- when CSI is available causally, for each time slot $i \in \llbracket 1, n \rrbracket$, a stochastic encoder $f_{i}: \mathcal{M} \times \mathcal{J} \times \mathcal{K} \times \mathcal{S}^{i} \mapsto \mathcal{X}_{i}$, that maps message, local randomness, secret key, and the past and current CSI samples to a channel input symbol $x_{i}$;
- when CSI is available strictly-causally, for each time slot $i \in \llbracket 1, n \rrbracket$, a stochastic encoder $f_{i}: \mathcal{M} \times \mathcal{J} \times \mathcal{K} \times \mathcal{S}^{i-1} \mapsto \mathcal{X}_{i}$ that maps message, local randomness, secret key, and the past CSI samples to a channel input symbol $x_{i}$;
- a decoding function $g: \mathcal{Y}^{n} \times \mathcal{K} \mapsto \mathcal{M} \cup\{$ ?\} that maps the channel observations to $a$ message $\hat{M} \in \mathcal{M}$ or an error message?

The reason for introducing a stochastic encoder when CSI is only available at the transmitter is that our achievability scheme then relies on a likelihood encoder [73]. The stochastic nature of the likelihood encoder greatly simplifies the covertness analysis by providing finer control over the statistics induced by the encoder.

The code is assumed known to all parties and the objective is to design a code that is reliable, covert, and keyless. Reliable means that the probability of error $P_{e}^{(n)}=\mathbb{P}(\hat{M} \neq M)$ vanishes when $n \rightarrow \infty$. Covert means that the warden cannot determine whether communication is happening (hypothesis $H_{1}$ ) or not (hypothesis $H_{0}$ ). Specifically, the probabilities of false alarm $\alpha_{n}$ (warden deciding $H_{1}$ when $H_{0}$ is true) and missed detection $\beta_{n}$ (warden deciding $H_{0}$ when $H_{1}$ is true) satisfy $\alpha_{n}+\beta_{n}=1$ for an uninformed warden making random decisions. When the channel carries communication, the warden's channel output distribution is $P_{Z^{n}}$, and the optimal hypothesis test by the warden satisfies $\alpha_{n}+\beta_{n} \geq 1-\sqrt{\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right)}$ [74]. Therefore, we define a code as covert if $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right)$ vanishes when $n \rightarrow \infty$. We assume that $\operatorname{supp}\left(Q_{0}\right)=\mathcal{Z}$ for otherwise $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right)$ diverges. Finally, keyless means that the rate of secret key $\frac{1}{n} \log |\mathcal{K}|$ vanishes as $n \rightarrow \infty$.

A rate $R$ is achievable if there exists a sequence of reliable, covert, and keyless $\left(2^{n R}, n\right)$ codes and the covert capacity is the supremum of all achievable covert rates. We denote the covert capacity by $C_{\mathrm{A}-\mathrm{B}}$ where $\mathrm{A} \in\{\mathrm{NC}, \mathrm{C}, \mathrm{SC}\}$ indicates the non-causal, causal, or strictly causal nature of the CSI at the transmitter while $B \in\{T, T R\}$ indicates whether CSI is available only at the transmitter or both the transmitter and receiver. Hence, we are interested in characterizing $C_{\mathrm{NC}-\mathrm{TR}}, C_{\mathrm{NC}-\mathrm{T}}, C_{\mathrm{C}-\mathrm{TR}}, C_{\mathrm{C}-\mathrm{T}}, C_{\mathrm{SC}-\mathrm{TR}}, C_{\mathrm{SC}-\mathrm{T}}$.

### 3.3 Channel State Information Available at the Transmitter and the Receiver

Theorem 7. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{S, X, Y, Z} \in \mathcal{D} \text { such that } R \leq \mathbb{I}(X ; Y \mid S)\right\}, \tag{3.2a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{S, X, Y, Z}:  \tag{3.2b}\\
P_{S, X, Y, Z}=Q_{S} P_{X \mid S} W_{Y, Z \mid S, X} \\
P_{Z}=Q_{0} \\
\mathbb{H}(S \mid Z) \geq \mathbb{I}(X ; Z \mid S)-\mathbb{I}(X ; Y \mid S)
\end{array}\right\}
$$

The covert capacity of the DMC $W_{Y, Z \mid S, X}$ with non-causal CSI at both the transmitter and the receiver is

$$
\begin{equation*}
C_{\mathrm{NC}-\mathrm{TR}}=\max \{a: a \in \mathcal{A}\} . \tag{3.3}
\end{equation*}
$$

Theorem 7 suggests that the key rate $H(S \mid Z)$ extracted from CSI should exceed the difference between the capacity of the warden and the capacity of the legitimate receiver. The achievability is proved by superposition encoding and the complete proof is available in Appendix H .

Theorem 8. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{S, U, X, Y, Z} \in \mathcal{D} \text { such that } R \leq \mathbb{I}(U ; Y \mid S)\right\} \tag{3.4a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{S, U, X, Y, Z}:  \tag{3.4b}\\
P_{S, U, X, Y, Z}=Q_{S} P_{U} \mathbb{1}_{\{X=X(U, S)\}} W_{Y, Z \mid S, X} \\
P_{Z}=Q_{0} \\
\mathbb{H}(S \mid Z) \geq \mathbb{I}(U ; Z \mid S)-\mathbb{I}(U ; Y \mid S) \\
|\mathcal{U}| \leq|\mathcal{X}|+1
\end{array}\right\}
$$

The covert capacity of the DMC $W_{Y, Z \mid S, X}$ with causal CSI at both the transmitter and the receiver is

$$
\begin{equation*}
C_{\mathrm{C}-\mathrm{TR}}=\max \{a: a \in \mathcal{A}\} . \tag{3.5}
\end{equation*}
$$

Again, Theorem 8 suggests that the key rate extracted from CSI should exceed the difference between the capacity of the warden and the capacity of the legitimate receiver. The achievability proof is based on block Markov encoding to combine a Shannon strategy for transmitting the message according to CSI with key generation and is available in Appendix.

Theorem 9. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{S, X, Y, Z} \in \mathcal{D} \text { such that } R \leq \mathbb{I}(X ; Y \mid S)\right\} \tag{3.6a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{S, X, Y, Z}:  \tag{3.6b}\\
P_{S, X, Y, Z}=Q_{S} P_{X} W_{Y, Z \mid S, X} \\
P_{Z}=Q_{0} \\
\mathbb{H}(S \mid Z) \geq \mathbb{I}(X ; Z \mid S)-\mathbb{I}(X ; Y \mid S)
\end{array}\right\}
$$

The covert capacity of the DMC $W_{Y, Z \mid S, X}$ with strictly causal CSI at both the transmitter and the receiver is

$$
\begin{equation*}
C_{\mathrm{SC}-\mathrm{TR}}=\max \{a: a \in \mathcal{A}\} . \tag{3.7}
\end{equation*}
$$

Even though strictly causal CSI provides limited opportunities to enhance reliability, it is still useful, because it provides shared randomness from which to extract a secret key. The achievability proof merely uses a block Markov encoding scheme for key generation but not for data transmission and is available in Appendix J.

### 3.4 Examples of channels with CSI at transmitter and receiver

We now provide two examples of covert communication over state-dependent channels with CSI at the transmitter and receiver. A positive covert capacity is achieved without an external secret key, hence not subject to the square root law. The two examples explore additive


Figure 3.1. Binary symmetric channel with additive CSI at the transmitter and the receiver
and multiplicative CSI, respectively, with the former representing channels in which the channel state can in principle be cancelled and the latter representing fading-like channels.

Binary Additive State: Consider a channel in which $X, Y, Z$, and $S$ are all binary, $Q_{S}$ obeys a Bernoulli distribution with parameter $\zeta \in(0: 0.5)$, and the innocent symbol is $x_{0}=0$. (See Fig. 3.1). The law of the channel is

$$
\begin{equation*}
Y=Z=X \oplus S \tag{3.8}
\end{equation*}
$$

so that $Q_{0}=Q_{S}$.

Proposition 1. The covert capacity of the DMC depicted in Fig. 3.1 with causal or noncausal CSI available at the transmitter and the receiver is

$$
\begin{equation*}
C_{\mathrm{NC}-\mathrm{TR}}=C_{\mathrm{C}-\mathrm{TR}}=\mathbb{H}_{b}(\zeta)=\zeta \log \frac{1}{\zeta}+(1-\zeta) \log \frac{1}{1-\zeta} \tag{3.9}
\end{equation*}
$$

Intuitively, the encoder perfectly controls the warden's observations because it knows the CSI. By manipulating $X$, the encoder ensures that $Z$ follows the statistics of $S$. In part, this means that the symbol $X=1$ is associated half the time to $S=0$ and half the time to $S=1$ to ensure $P_{Z}=Q_{S} \sim \operatorname{Bern}(\zeta)$. Further, since the transmitter and receiver share the CSI, the legitimate channel is error-free.

Table 3.1. Joint probability distribution of $X, S$

| $X$ | 0 | 1 |
| :---: | :---: | :---: |
| 0 | $\alpha$ | $\beta$ |
| 1 | $1-\alpha-\beta-\eta$ | $\eta$ |

Proof. We first prove Proposition 1 when CSI is available non-causally at both the transmitter and the receiver. Substituting $Y=Z=X \oplus S$ in Theorem 7 results in

$$
\begin{equation*}
C_{\mathrm{NC}-\mathrm{TR}}=\max _{Q_{S} P_{X \mid S}} \mathbb{H}(X \mid S), \tag{3.10}
\end{equation*}
$$

with the maximization subject to the constraint $P_{Z}=Q_{0}=Q_{S}$. Let the joint distribution between $X$ and $S$ be according to Table 3.1, we have

$$
\begin{align*}
& P_{Z}(z=0)=P_{X, S}(x=0, s=0)+P_{X, S}(x=1, s=1)=\alpha+\eta  \tag{3.11}\\
& Q_{S}(s=0)=P_{X, S}(x=0, s=0)+P_{X, S}(x=1, s=0)=\alpha+\beta \tag{3.12}
\end{align*}
$$

Therefore $P_{Z}=Q_{S}$ implies that

$$
\begin{equation*}
Q_{Z}(z=0)=Q_{S}(s=0) \Rightarrow \alpha+\eta=\alpha+\beta \Rightarrow \eta=\beta \tag{3.13}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\max _{Q_{S} P_{X \mid S}} \mathbb{H}(X \mid S)= & \max _{\substack{(\alpha, \beta) \\
\zeta=\alpha+\beta}}\left[-\alpha \log \frac{\alpha}{\alpha+\beta}-(1-\alpha-2 \beta) \log \frac{1-\alpha-2 \beta}{1-\alpha-\beta}\right. \\
& \left.-\beta \log \frac{\beta}{\alpha+\beta}-\beta \log \frac{\beta}{1-\alpha-\beta}\right] \tag{3.14}
\end{align*}
$$

Considering $Q_{S}(s=0)=\zeta=\alpha+\beta$ and substituting $\beta=\zeta-\alpha$ in (3.14) results in

$$
\begin{align*}
\max _{Q_{S} P_{X \mid S}} \mathbb{H}(X \mid S)=\max _{\alpha} & {\left[-\alpha \log \frac{\alpha}{\zeta}-(1+\alpha-2 \zeta) \log \frac{1+\alpha-2 \zeta}{1-\zeta}\right.} \\
& \left.-(\zeta-\alpha) \log \frac{\zeta-\alpha}{\zeta}-(\zeta-\alpha) \log \frac{\zeta-\alpha}{1-\zeta}\right] \tag{3.15}
\end{align*}
$$



Figure 3.2. Binary symmetric channel with multiplicative CSI at the transmitter and the receiver

Since entropy is a continuous concave function, the maximizer of $\mathbb{H}(X \mid S)$ is found at the root of the first derivative of (3.15). This root is $\alpha=\zeta^{2}$, resulting in max $\mathbb{H}(X \mid S)=\mathbb{H}(S)$. Since $Y=Z$, the condition $\mathbb{H}(S \mid Z) \geq \mathbb{I}(X ; Z \mid S)-\mathbb{I}(X ; Y \mid S)$ is automatically satisfied.

We now prove Proposition 1 when CSI is available causally at both the transmitter and the receiver. To prove achievability, we shall substitute specific choices of auxiliary random variables in Theorem8, We choose $U$ as a Bernoulli random variable with parameter $\eta \in(0: 0.5)$ and independent of $S$, and we set $X=U \oplus S$. Therefore, $Y=Z=U$ and $\mathbb{I}(U ; Y \mid S)=\mathbb{H}(U)$. Since $x_{0}=0$ we have $Q_{0}=Q_{S}$ and the condition $Q_{Z}=Q_{0}$ results in $\eta=\zeta$ because

$$
\begin{align*}
& Q_{S}(z=0)=\mathbb{P}(s=0)=\zeta  \tag{3.16}\\
& Q_{Z}(z=0)=\mathbb{P}(u=0)=\eta \tag{3.17}
\end{align*}
$$

Since $Y=Z$, the condition $\mathbb{H}(S \mid Z) \geq \mathbb{I}(U ; Z \mid S)-\mathbb{I}(U ; Y \mid S)$ is automatically satisfied and the covert capacity is lower bounded by $\mathbb{H}_{b}(\zeta)$. The converse proof follows from the fact $C_{\mathrm{C}-\mathrm{TR}} \leq C_{\mathrm{NC}-\mathrm{TR}}$ by definition.

Binary Multiplicative State: Consider a channel in which $X, Y, Z, S_{1}$, and $S_{2}$ are all binary and $S_{1}$ and $S_{2}$ have a joint distribution with parameters $P\left(S_{1}=i, S_{2}=j\right)=p_{i, j}$, for
$i, j \in\{0,1\}$ and the innocent symbol is $x_{0}=0$ (See Fig. 3.2). The law of the channel is

$$
\begin{equation*}
Y=X \otimes S_{1}, \quad Z=X \otimes S_{2} \tag{3.18}
\end{equation*}
$$

Proposition 2. The covert capacity of the DMC depicted in Fig. 3.2 with causal or noncausal CSI available at the transmitter and the receiver is

$$
\begin{equation*}
C_{\mathrm{NC}-\mathrm{TR}}=C_{\mathrm{C}-\mathrm{TR}}=p_{1,0} . \tag{3.19}
\end{equation*}
$$

Intuitively, covert communication occurs when the warden's observation is impaired by a bad realization of CSI while the legitimate receiver simultaneously enjoys a good realization of the CSI. Since the receiver knows the CSI, the legitimate channel is effectively noise-free.

Proof. We prove Proposition 2 for the non-causal case, the proof for the causal case is similar and omitted for brevity. Substituting $S=\left(S_{1}, S_{2}\right)$ in Theorem 7, we obtain

$$
\begin{align*}
C_{\mathrm{NC}-\mathrm{TR}} & =\max _{\substack{P_{X \mid S_{1}, S_{2}}, Q_{Z}=Q_{0}}}\left[\mathbb{I}\left(X ; Y \mid S_{1}, S_{2}\right)\right] \\
& =\max _{\substack{P_{X \mid S_{1}, S_{2}}, Q_{Z}=Q_{0}}}\left[\sum_{i=0}^{1} \sum_{j=0}^{1} p_{i, j} \mathbb{I}\left(X ; Y \mid S_{1}=i, S_{2}=j\right)\right] \\
& \stackrel{(a)}{=} \max _{P_{X \mid S_{1}, S_{2}}}\left[p_{1,0} \mathbb{I}\left(X ; Y \mid S_{1}=1, S_{2}=0\right)\right] \\
& =\max _{P_{X \mid S_{1}, S_{2}}}\left[p_{1,0} \mathbb{H}\left(X \mid S_{1}=1, S_{2}=0\right)\right] \\
& =p_{1,0}, \tag{3.20}
\end{align*}
$$

where (a) holds because $Y=0$ when $S_{1}=0$ so that $I\left(X ; Y \mid S_{1}=0, S_{2}=j\right)=0$ and $Z=X$ when $S_{2}=1$ so that $P_{X}=P_{Z}=Q_{0}$ imposes $X=0$, and $I\left(X ; Y \mid S_{1}=i, S_{2}=1\right)=0$. Note that $Q_{Z}=Q_{0}$ implies that $Z$ is always equal to zero, so that $\mathbb{I}(X ; Z \mid S) \leq \mathbb{H}(Z)=0$ and the condition $\mathbb{H}(S \mid Z) \geq \mathbb{I}(X ; Z \mid S)-\mathbb{I}(X ; Y \mid S)$ is automatically satisfied.

### 3.5 Channel State Information Only Available at the Transmitter

We first recall the definitions of the following classes of broadcast channel, with channel state available only at the transmitter.

Definition 7 (Less Noisy Broadcast Channel With CSI available only at the transmitter). A discrete memoryless broadcast channel with CSI available only at the transmitter $(\mathcal{X} \times$ $\left.\mathcal{S}, W_{Y, Z \mid X, S}, \mathcal{Y} \times \mathcal{Z}\right)$ is said to be less noisy, if $\mathbb{I}(U ; Y) \geq \mathbb{I}(U ; Z)$ for all $U-(X, S)-(Y, Z)$. In this case, we say that $Y$ is less noisy than $Z$.

Definition 8 (More Capable Broadcast Channel With CSI available only at the transmitter). A discrete memoryless broadcast channel with CSI available only at the transmitter $(\mathcal{X} \times$ $\left.\mathcal{S}, W_{Y, Z \mid X, S}, \mathcal{Y} \times \mathcal{Z}\right)$ is said to be more capable, if $\mathbb{I}(X ; Y) \geq \mathbb{I}(X ; Z)$ for all $P_{X, S}$. In this case, we say that $Y$ is more capable than $Z$.

Theorem 10. Let

$$
\mathcal{A} \triangleq\left\{\begin{array}{l}
R \geq 0: \exists P_{U, V, S, X, Y, Z} \in \mathcal{D}:  \tag{3.21a}\\
R<\mathbb{I}(U ; Y)-\max \{\mathbb{I}(U ; S), \mathbb{I}(U, V ; S)-\mathbb{I}(V ; Y \mid U)\}\}
\end{array}\right\}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{U, V, S, X, Y, Z}:  \tag{3.21b}\\
P_{U, V, S, X, Y, Z}=P_{U} P_{V} P_{S \mid U, V} \mathbb{1}_{\{X=X(U, S)\}} W_{Y, Z \mid X, S} \\
Q_{S}(\cdot)=\sum_{u \in \mathcal{U}} \sum_{v \in \mathcal{V}} P_{U}(u) P_{V}(v) P_{S \mid U, V}(\cdot \mid u, v) \\
P_{Z}=Q_{0} \\
\mathbb{I}(V ; Y \mid U)>\max \{\mathbb{I}(V ; Z), \mathbb{I}(U, V ; Z)-\mathbb{I}(U ; Y)\} \\
|\mathcal{U}| \leq|\mathcal{X}|+5 \\
|\mathcal{V}| \leq|\mathcal{X}|+3
\end{array}\right\} .
$$

The covert capacity of the DMC $W_{Y, Z \mid S, X}$ with non-causal CSI at the transmitter is lowerbounded as

$$
\begin{equation*}
C_{\mathrm{NC}-\mathrm{T}} \geq \sup \{a: a \in \mathcal{A}\} . \tag{3.22}
\end{equation*}
$$

The proof relies on block-Markov encoding to combine Gel'fand-Pinsker coding, for transmitting the message according to CSI [75], and Wyner-Ziv coding, for secret key generation [76]. The transmitter not only generates a key from $S^{n}$, but also selects its codeword according to $S^{n}$ by using a likelihood encoder [77, 78, 79]. Instead of directly generating a secret key from the CSI, the transmitter relies on another random variable that is correlated with the CSI to help control the secret key rate. In particular, note that secret keys may not be needed, e.g, when the legitimate receiver's channel is a less noisy version of the warden's channel (see Corollary 2). Proof details are available in Appendix K.

A subset of rated in the region (3.21a) can be achieved without block-Markov coding or secret key generation. We provide these rates in Theorem 11 for reference. As shown in Section 3.6, however, secret key generation might be crucial to achieve positive covert rates.

Theorem 11. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{S, U, X, Y, Z} \in \mathcal{D} \text { such that } R<\mathbb{I}(U ; Y)-\mathbb{I}(U ; S)\right\} \text {, } \tag{3.23a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{S, U, X, Y, Z}:  \tag{3.23b}\\
P_{S, U, X, Y, Z}=Q_{S} P_{U \mid S} \mathbb{1}_{\{X=X(U, S)\}} W_{Y, Z \mid X, S} \\
P_{Z}=Q_{0} \\
\mathbb{I}(U ; Y)>\mathbb{I}(U ; Z) \\
|\mathcal{U}| \leq|\mathcal{X}|+2
\end{array}\right\}
$$

The covert capacity of the DMC $W_{Y, Z \mid S, X}$ with non-causal CSI at the transmitter is lowerbounded as

$$
\begin{equation*}
C_{\mathrm{NC}-\mathrm{T}} \geq \sup \{a: a \in \mathcal{A}\} . \tag{3.24}
\end{equation*}
$$

Theorem 11 follows from Theorem 10 by choosing $S$ independent of $V$, so that $P_{S \mid U, V}=$ $P_{S \mid U}$. This choice ensures that $\mathbb{I}(V ; S)=0$ and $\mathbb{I}(V ; U, Y)=0$. Alternatively, Theorem 11 can be established with Gel'fand-Pinsker coding with a likelihood encoder but without blockMarkov encoding or key generation from CSI. Details are omitted for brevity and are available online [80, Appendix E].

Theorem 12. Let

$$
\mathcal{A} \triangleq\left\{\begin{array}{l}
R \geq 0: \exists P_{S, U, V, X, Y, Z} \in \mathcal{D}:  \tag{3.25a}\\
R \leq \min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}\}
\end{array}\right\}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{S, U, V, X, Y, Z}:  \tag{3.25b}\\
P_{S, U, V, X, Y, Z}=Q_{S} P_{U V \mid S} \mathbb{1}_{\{X=X(U, S)\}} W_{Y, Z \mid X, S} \\
P_{Z}=Q_{0} \\
\min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\} \geq \mathbb{I}(V ; Z)-\mathbb{I}(V ; S) \\
\max \{|\mathcal{U}|,|\mathcal{V}|\} \leq|\mathcal{X}|+3
\end{array}\right\} .
$$

The covert capacity of the DMC $W_{Y, Z \mid S, X}$ with non-causal CSI at the transmitter is upperbounded as

$$
\begin{equation*}
C_{\mathrm{NC}-\mathrm{T}} \leq \max \{a: a \in \mathcal{A}\} \tag{3.26}
\end{equation*}
$$

Proof details are available in Appendix N .

Corollary 2. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{S, U, X, Y, Z} \in \mathcal{D} \text { such that } R \leq \mathbb{I}(U ; Y)-\mathbb{I}(U ; S)\right\} \tag{3.27a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{S, U, X, Y, Z}:  \tag{3.27b}\\
P_{S, U, X, Y, Z}=Q_{S} P_{U \mid S} \mathbb{1}_{\{X=X(U, S)\}} W_{Y, Z \mid X, S} \\
P_{Z}=Q_{0} \\
|\mathcal{U}| \leq|\mathcal{X}|+2
\end{array}\right\}
$$

The covert capacity with CSI available non-causally only at the transmitter when the legitimate receiver's channel is less noisy than the warden's channel, is

$$
\begin{equation*}
C_{\mathrm{NC}-\mathrm{T}}=\max \{a: a \in \mathcal{A}\} . \tag{3.28}
\end{equation*}
$$

Proof. The achievability follows from Theorem 11 and the less noisy property of the channel. We can also prove the achievability by using Theorem 10 while generating $S$ independently of $V$ (i.e. $P_{S \mid U, V}=P_{S \mid U}$ ) and the less noisy property of the channel. Furthermore, the converse proof follows from Theorem 12 and the less noisy property of the channel.

Theorem 13. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{U, V, S, X, Y, Z} \in \mathcal{D} \text { such that } R<\mathbb{I}(U ; Y)+\min \{0, \mathbb{I}(V ; Y \mid U)-\mathbb{I}(V ; S)\}\right. \tag{3.29a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{U, V, S, X, Y, Z}:  \tag{3.29b}\\
P_{U, V, S, X, Y, Z}=P_{U} P_{V} P_{S \mid V} \mathbb{1}_{\{X=X(U, S)\}} W_{Y, Z \mid X, S} \\
Q_{S}(\cdot)=\sum_{v \in \mathcal{V}} P_{V}(v) P_{S \mid V}(\cdot \mid v) \\
P_{Z}=Q_{0} \\
\mathbb{I}(V ; Y \mid U)>\max \{\mathbb{I}(V ; Z), \mathbb{I}(U, V ; Z)-\mathbb{I}(U ; Y)\} \\
|\mathcal{U}| \leq|\mathcal{X}|+2 \\
|\mathcal{V}| \leq|\mathcal{X}|+3
\end{array}\right\} .
$$

The covert capacity of the DMC $W_{Y, Z \mid S, X}$ with causal CSI at the transmitter is lower-bounded as

$$
\begin{equation*}
C_{\mathrm{C}-\mathrm{T}} \geq \sup \{a: a \in \mathcal{A}\} . \tag{3.30}
\end{equation*}
$$

Theorem 13 is proved using block-Markov encoding to combine a Shannon strategy for sending the message according to CSI and Wyner-Ziv coding for secret key generation. The details of the proof are available in Appendix $O$.

Theorem 14. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{S, U, X, Y, Z} \in \mathcal{D} \text { such that } R<\mathbb{I}(U ; Y)\right\} \tag{3.31a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{S, U, X, Y, Z}:  \tag{3.31b}\\
P_{S, U, X, Y, Z}=Q_{S} P_{U} \mathbb{1}_{\{X=X(U, S)\}} W_{Y, Z \mid X, S} \\
P_{Z}=Q_{0} \\
\mathbb{I}(U ; Y)>\mathbb{I}(U ; Z) \\
|\mathcal{U}| \leq|\mathcal{X}|+1
\end{array}\right\}
$$

The covert capacity of the DMC $W_{Y, Z \mid S, X}$ with causal CSI at the transmitter is lower-bounded as

$$
\begin{equation*}
C_{\mathrm{C}-\mathrm{T}} \geq \sup \{a: a \in \mathcal{A}\} . \tag{3.32}
\end{equation*}
$$

The proof is similar to the proof of Theorem 11, the details are omitted for brevity and are available online; please see [80, Appendix G].

Theorem 15. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{S, U, V, X, Y, Z} \in \mathcal{D} \text { such that } R \leq \mathbb{I}(U ; Y)\right\} \tag{3.33a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{S, U, V, X, Y, Z}:  \tag{3.33b}\\
P_{S, U, V, X, Y, Z}=Q_{S} P_{V} P_{U \mid V} \mathbb{1}_{\{X=X(U, S)\}} W_{Y, Z \mid X, S} \\
P_{Z}=Q_{0} \\
\mathbb{I}(U ; Y) \geq \mathbb{I}(V ; Z) \\
\max \{|\mathcal{U}|,|\mathcal{V}|\} \leq|\mathcal{X}|
\end{array}\right\} .
$$

The covert capacity of the DMC $W_{Y, Z \mid S, X}$ with causal CSI at the transmitter is upper-bounded as

$$
\begin{equation*}
C_{\mathrm{C}-\mathrm{T}} \leq \max \{a: a \in \mathcal{A}\} . \tag{3.34}
\end{equation*}
$$

Proof details are available in Appendix Q.

Corollary 3. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{S, U, X, Y, Z} \in \mathcal{D} \text { such that } R \leq \mathbb{I}(U ; Y)\right\} \tag{3.35a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{S, U, X, Y, Z}:  \tag{3.35b}\\
P_{S, U, X, Y, Z}=Q_{S} P_{U} \mathbb{1}_{\{X=X(U, S)\}}{ }^{W_{Y, Z \mid X, S}} \\
P_{Z}=Q_{0} \\
|\mathcal{U}| \leq|\mathcal{X}|+1
\end{array}\right\} .
$$

The covert capacity with CSI available causally only at the transmitter when the legitimate receiver's channel is less noisy than the warden's channel is

$$
\begin{equation*}
C_{\mathrm{C}-\mathrm{T}}=\max \{a: a \in \mathcal{A}\} . \tag{3.36}
\end{equation*}
$$

Proof. The achievability is proved by using Theorem 14 and the less noisy property of the channel. We can also prove the achievability by using Theorem 13 while generating $S$ independently of $V$ (i.e. $P_{S \mid V}=Q_{S}$ ) and the less noisy property of the channel. Furthermore, the converse proof follows from Theorem 15 and the less noisy property of the channel.

Theorem 16. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{X, V, S, Y, Z} \in \mathcal{D} \text { such that } R<\mathbb{I}(X ; Y)+\min \{0, \mathbb{I}(V ; Y \mid X)-\mathbb{I}(V ; S)\}\right. \tag{3.37a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{X, V, X, Y, Z}:  \tag{3.37b}\\
P_{X, V, S, Y, Z}=P_{X} P_{V} P_{S \mid V} W_{Y, Z \mid X, S} \\
Q_{S}(\cdot)=\sum_{v \in \mathcal{V}} P_{V}(v) P_{S \mid V}(\cdot \mid v) \\
P_{Z}=Q_{0} \\
\mathbb{I}(V ; Y \mid X)>\max \{\mathbb{I}(V ; Z), \mathbb{I}(X, V ; Z)-\mathbb{I}(X ; Y)\} \\
|\mathcal{V}| \leq|\mathcal{X}|+3
\end{array}\right\}
$$

The covert capacity of the DMC $W_{Y, Z \mid S, X}$ with strictly causal CSI at the transmitter is lowerbounded as

$$
\begin{equation*}
C_{\mathrm{SC}-\mathrm{T}} \geq \sup \{a: a \in \mathcal{A}\} . \tag{3.38}
\end{equation*}
$$

The proof is similar to the proof of Theorem 13, and we only use the CSI for key generation and not for data transmission. The details are omitted for brevity and are available online; please see [80, Appendix H].

Remark 6. In the proof of Theorem 10, Theorem 13, and Theorem 16, we assume that there exist a shared secret key for the first two transmission blocks to bootstrap the covert communication between the transmitter and the receiver. The overall rate of this secret key asymptotically amortizes to a negligible value as the number of transmission blocks $B \rightarrow \infty$.

Theorem 17. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{S, X, Y, Z} \in \mathcal{D} \text { such that } R<\mathbb{I}(X ; Y)\right\} \tag{3.39a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{S, X, Y, Z}:  \tag{3.39b}\\
P_{S, X, Y, Z}=Q_{S} P_{X} W_{Y, Z \mid X, S} \\
P_{Z}=Q_{0} \\
\mathbb{I}(X ; Y)>\mathbb{I}(X ; Z)
\end{array}\right\} .
$$

The covert capacity of the DMC $W_{Y, Z \mid S, X}$ with strictly causal CSI at the transmitter is lowerbounded as

$$
\begin{equation*}
C_{\mathrm{SC}-\mathrm{T}} \geq \sup \{a: a \in \mathcal{A}\} . \tag{3.40}
\end{equation*}
$$

The proof is similar to the proof of Theorem 14, the details of the proof are omitted for brevity and are available online; please see [80, Appendix I]. We now present an upper bound on the covert capacity when the CSI is available strictly causally at the transmitter.

Theorem 18. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{S, V, X, Y, Z} \in \mathcal{D} \text { such that } R \leq \mathbb{I}(X ; Y)\right\} \tag{3.41a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{S, V, X, Y, Z}:  \tag{3.41b}\\
P_{S, V, X, Y, Z}=Q_{S} P_{V} P_{X \mid V} W_{Y, Z \mid X, S} \\
P_{Z}=Q_{0} \\
\mathbb{I}(X ; Y) \geq \mathbb{I}(V ; Z) \\
|\mathcal{V}| \leq|\mathcal{X}|
\end{array}\right\}
$$

The covert capacity of the DMC $W_{Y, Z \mid S, X}$ with strictly causal CSI at the transmitter is upperbounded as

$$
\begin{equation*}
C_{\mathrm{SC}-\mathrm{T}} \leq \max \{a: a \in \mathcal{A}\} . \tag{3.42}
\end{equation*}
$$

Proof details are available in Appendix T.
Corollary 4. Let

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{R \geq 0: \exists P_{S, X, Y, Z} \in \mathcal{D} \text { such that } R \leq \mathbb{I}(X ; Y)\right\} \tag{3.43a}
\end{equation*}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{S, X, Y, Z}:  \tag{3.43b}\\
P_{S, X, Y, Z}=Q_{S} P_{X} W_{Y, Z \mid X, S} \\
P_{Z}=Q_{0}
\end{array}\right\}
$$

The covert capacity when CSI is available strictly causally at the transmitter and the legitimate receiver's channel is more capable than the warden's channel is,

$$
\begin{equation*}
C_{\mathrm{SC}-\mathrm{T}}=\max \{a: a \in \mathcal{A}\} . \tag{3.44}
\end{equation*}
$$

Proof. The achievability is proved by using Theorem 17 and the more capable property of the channel. We can also prove the achievability by using Theorem 16 while generating $S$ independently of $V$ (i.e. $P_{S \mid V}=Q_{S}$ ) and the more capable property of the channel. Furthermore, the converse is proved by utilizing Theorem 18 and the more capable property of the channel.

Remark 7 (Cardinality Bounds). The cardinality bounds on the auxiliary random variables in Theorems 8 to 16 follows by a standard application of the Eggleston-Fenchel-Carathéodory theorem [81, Theorem 18]. Details are omitted for brevity.

Remark 8 (Do Stochastic Encoders Improve the Capacity Region?). We use deterministic encoders when the CSI is available at both of the legitimate terminals, while we use stochastic encoders when the CSI is only available at the transmitter. The use of stochastic encoders is merely motivated by technical convenience in our proof, and we could not conclude whether stochastic encoders outperform deterministic ones.

### 3.6 Examples of Channels with CSI at transmitter

We provide two examples of covert communication over state-dependent channels with CSI at the transmitter alone, for which the covert capacity is positive. In both examples, the CSI is additive; however, in the first example the warden's channel is a degraded version of the legitimate receiver's channel while in the second example the legitimate receiver's channel is a degraded version of the warden's channel. The second example shows that our proposed coding scheme with block-Markov encoding and Wyner-Ziv encoding for secret key generation in Theorem 13, can outperform the simple approach for deriving the covert rates in Theorem 14.

Degraded Channel with Binary Additive State: Consider a channel in which $X, Y, Z$ and $S=\left(S_{1}, S_{2}\right)$ are all binary, and let $S_{1}$ and $S_{2}$, be independent Bernoulli random variables


Figure 3.3. Degraded channel with binary additive CSI at the transmitter
with parameters $\alpha \in[0: 0.5]$ and $\beta \in[0: 0.5]$, respectively, and let $x_{0}=0$ (See Fig. 3.3). Here, $S_{1}$ and $S_{2}$ are the CSI of the legitimate receiver's channel and the warden's channel, respectively. The CSI is available causally at the Encoder and the law of the channel is as follows

$$
\begin{align*}
Y & =X \oplus S_{1}  \tag{3.45}\\
Z & =Y \oplus S_{2} \tag{3.46}
\end{align*}
$$

Proposition 3. The covert capacity of the DMC depicted in Fig. 3.3 with causal CSI at the transmitter is

$$
\begin{equation*}
C_{\mathrm{C}-\mathrm{T}} \stackrel{(a)}{=} \max _{\substack{P_{U}, P_{Z}=Q_{0}}} \mathbb{H}(U) \stackrel{(b)}{=} \mathbb{H}_{b}(\alpha), \tag{3.47}
\end{equation*}
$$

where $\mathbb{H}_{b}(\cdot)$ is binary entropy.

Proof. The achievability proof for (a) follows from the achievability part of Corollary 3 by considering $U$, which is the auxiliary random variable that represents the message, as a Bernoulli random variable independent of $S_{1}$ and $S_{2}$ with parameter $\lambda \in[0: 0.5]$ and setting $X=U \oplus S_{1}$. The converse part of $(a)$ follows from the converse part of Corollary 3 and the fact that $\mathbb{I}(U ; Y) \leq \mathbb{H}(U)$. To prove (b) in Proposition 3, we have

$$
\begin{align*}
Q_{0}(z=0) & =\mathbb{P}\left(s_{1} \oplus s_{2}=0\right) \\
& =\mathbb{P}\left(s_{1}=0, s_{2}=0\right)+\mathbb{P}\left(s_{1}=1, s_{2}=1\right) \\
& =(1-\alpha)(1-\beta)+\alpha \beta \tag{3.48}
\end{align*}
$$



Figure 3.4. Reverse degraded channel with binary additive CSI at the transmitter

The distribution induced at the output of the warden when transmitting a codeword is

$$
\begin{align*}
P_{Z}(z=0) & =\mathbb{P}\left(u \oplus s_{2}=0\right) \\
& =\mathbb{P}\left(u=0, s_{2}=0\right)+\mathbb{P}\left(u=1, s_{2}=1\right) \\
& =(1-\lambda)(1-\beta)+\lambda \beta . \tag{3.49}
\end{align*}
$$

Therefore, the covertness constraint $P_{Z}=Q_{0}$ requires $\lambda=\alpha$.
Reverse Degraded Channel with Binary Additive State: To show the benefits of the proposed scheme, we provide an example in which the region in Theorem 13 strictly improves the region in Theorem 14 . Consider a channel in which $X, Y, Z$ and $S=\left(S_{1}, S_{2}\right)$ are all binary, and let $S_{1}, S_{2}$ and $U$ be independent Bernoulli random variables with parameters $\alpha \in(0: 0.5], \beta \in(0: 0.5]$, and $\lambda \in(0: 0.5]$, respectively, and let $x_{0}=0$ (See Fig. 3.4). Also, let $V$ be a Bernoulli random variable. Here, $S_{1}$ and $S_{2}$ are the CSI of the warden's channel and the legitimate receiver's channel, respectively, $U$ is an auxiliary random variable that represents the message, and $V$ is an auxiliary random variable that represents a description of the CSI. The CSI is available causally at the Encoder and the law of the channel is as follows

$$
\begin{align*}
& Z=X \oplus S_{1}  \tag{3.50}\\
& Y=Z \oplus S_{2} \tag{3.51}
\end{align*}
$$

Since for this example $\mathbb{I}(U ; Z) \geq \mathbb{I}(U ; Y)$, the achievable rate region in Theorem 14 results in zero rate but Theorem 13 results in the following region.


Figure 3.5. Chaining between the random variables for the reverse degraded channel with binary additive CSI

Proposition 4. The covert capacity of the DMC depicted in Fig. 3.4 with causal CSI at the transmitter is lower bounded as

$$
\begin{equation*}
C_{\mathrm{C}-\mathrm{T}} \geq \mathbb{H}_{b}(\eta)-\mathbb{H}_{b}(\beta) \tag{3.52}
\end{equation*}
$$

where $\eta=\alpha \beta+(1-\alpha)(1-\beta)$.

Proof. Here we choose $X=U \oplus S_{1}$ therefore $Z=U$ and $Y=U \oplus S_{2}$. To prove the region in Proposition 4 by using Theorem 13, we start with covertness constraint $P_{Z}=Q_{0}$,

$$
\begin{align*}
& Q_{0}(z=0)=\mathbb{P}\left(s_{1}=0\right)=\alpha,  \tag{3.53}\\
& P_{Z}(z=0)=\mathbb{P}(u=0)=\lambda . \tag{3.54}
\end{align*}
$$

Therefore, the covertness constraint requires $\lambda=\alpha$. We also choose $V=S_{2}$ therefore,

$$
\begin{equation*}
P_{V \mid S}=P_{V \mid S_{1}, S_{2}}=P_{V \mid S_{2}}=\mathbb{1}_{\left\{V=S_{2}\right\}} . \tag{3.55}
\end{equation*}
$$

The chaining between the random variables for this example is depicted in Fig. 3.5. Now we show that the fourth condition in Theorem 13 which includes the following conditions is satisfied,

$$
\begin{align*}
& \mathbb{I}(V ; Y \mid U)>\mathbb{I}(V ; Z),  \tag{3.56}\\
& \mathbb{I}(U, V ; Y)>\mathbb{I}(U, V ; Z) . \tag{3.57}
\end{align*}
$$

We now have,

$$
\begin{aligned}
\mathbb{I}(V ; Y \mid U) & =\mathbb{H}\left(S_{2} \mid U\right)-\mathbb{H}\left(S_{2} \mid U, Y\right) \\
& =\mathbb{H}\left(S_{2}\right)-\mathbb{H}\left(S_{2} \mid U, U \oplus S_{2}\right) \\
& =\mathbb{H}\left(S_{2}\right)=\mathbb{H}_{b}(\beta), \\
\mathbb{I}(V ; Z) & =\mathbb{H}\left(S_{2}\right)-\mathbb{H}\left(S_{2} \mid U\right) \stackrel{(a)}{=} 0 .
\end{aligned}
$$

where (a) follows since $U$ and $S_{2}$ are independent. Therefore, the condition (3.56) is satisfied. For the condition in (3.57) we have,

$$
\begin{aligned}
\mathbb{I}(U, V ; Y) & =\mathbb{H}\left(U, S_{2}\right)-\mathbb{H}\left(U, S_{2} \mid Y\right) \\
& =\mathbb{H}(U)+\mathbb{H}\left(S_{2}\right)-\mathbb{H}\left(U, S_{2} \mid U \oplus S_{2}\right) \\
& =\mathbb{H}(U)+\mathbb{H}\left(S_{2}\right)-\mathbb{H}\left(S_{2} \mid U \oplus S_{2}\right), \\
\mathbb{I}(U, V ; Z) & =\mathbb{I}\left(U, S_{2} ; U\right)=\mathbb{H}(U)
\end{aligned}
$$

since $\mathbb{H}\left(S_{2}\right)-\mathbb{H}\left(S_{2} \mid U \oplus S_{2}\right)>0$ the condition in (3.57) is also satisfied. To calculate the covert rate 3.29a in Theorem 13 we have,

$$
\begin{aligned}
\mathbb{I}(V ; Y \mid U) & =\mathbb{H}_{b}(\beta), \\
\mathbb{I}(V ; S) & =\mathbb{I}\left(S_{2} ; S_{1}, S_{2}\right) \\
& =\mathbb{H}\left(S_{2}\right)=\mathbb{H}_{b}(\beta), \\
\mathbb{I}(U ; Y) & =\mathbb{H}(Y)-\mathbb{H}(Y \mid U) \\
& =\mathbb{H}\left(U \oplus S_{2}\right)-\mathbb{H}\left(U \oplus S_{2} \mid U\right) \\
& =\mathbb{H}\left(U \oplus S_{2}\right)-\mathbb{H}\left(S_{2}\right) \\
& =\mathbb{H}_{b}(\eta)-\mathbb{H}_{b}(\beta),
\end{aligned}
$$

where $\eta=\alpha \beta+(1-\alpha)(1-\beta)$.

Remark 9 (Covertness vs. Security). This example also captures the difference between covertness and security. In this example, the warden has noiseless access to the transmitted sequence, and therefore it can decode the transmitted message, but since the transmitted sequence has the same statistics as the CSI it cannot prove that communication is happening.

Remark 10 (Shared Key). In the examples provided in this section, the codebooks are generated with the same distribution as the CSI $S_{1}$ therefore the legitimate terminals need to have access to a shared secret key of negligible rate to discriminate the codewords from the CSI which is consistent with our code definition in Definition 6.

## CHAPTER 4

## COVERT COMMUNICATION VIA COOPERATIVE JAMMING ${ }^{1}$

### 4.1 Introduction

In this chapter, we consider the problem of covert communication in the presence of a cooperative jammer. We show that a cooperative jammer can facilitate the communication of positive covert rates, subject to availability of a friendly jammer in the environment. We consider various scenarios and each of these scenarios have been defined, justified and studied in a different section of this dissertation.

### 4.2 Problem Definition

A discrete memoryless $\left(\mathcal{X}, \mathcal{S}, \mathcal{Y}, \mathcal{Z}, W_{Y, Z \mid X, S}\right)$, illustrated in $\operatorname{Fig} 1.4$, consists of channel input alphabet $\mathcal{X}$ at the transmitter, channel input alphabet $\mathcal{S}$ at the jammer, channel output alphabet $\mathcal{Y}$ at the receiver, and channel output alphabet $\mathcal{Z}$ at the warden. All alphabets are finite.

Let $x_{0} \in \mathcal{X}$ be the innocent symbol which will be sent over the channel by the transmitter when no communication takes place. When the transmitter sends $x_{0}^{n} \in \mathcal{X}^{n}$, unlike other jamming problems, in this dissertation the jammer transmits a non-i.i.d. coded sequence $S^{n}$. Therefore, the distribution induced at the output of the channel when no communication takes place, denoted by $\Upsilon_{Z^{n}}^{(0)}$, is not necessarily i.i.d. The first reason that we use a coded jammer instead of a jammer that transmits an i.i.d. sequence for the no communication mode is that random numbers are a precious resource in practice, and we want to use this resource as little as possible. The second reason that we use a coded jammer is that it

[^4]enables us to design the jammer's codebook in such a way that it helps the transmitter to communicate both covertly and reliably.

Here we consider four different jamming models. In the first model, the jammer and the receiver are assumed to have access to a rate limited and uniformly distributed shared secret key $K \in \mathcal{K}$, this helps the receiver cancel the interference caused by the randomness that the jammer interpolates into the channel. In this problem, there is no cooperation between the jammer and the transmitter and the transmitter and the jammer do not have access to any source of local randomness. Nevertheless, one can extend our results by removing the shared secret key between the jammer and the receiver and let the jammer use a source of local randomness.

In the second jamming model, the transmitter, the receiver, and the jammer are assumed to have access to a rate limited and uniformly distributed shared secret key $K \in \mathcal{K}$, this helps the transmitter to coordinate its channel input according to the jammer's channel input, and it also helps the receiver to cancel the interference caused by the jammer's channel input. In this problem, the transmitter and the jammer do not have access to any source of local randomness.

In the third model, the transmitter and the receiver are assumed to have access to a rate limited and uniformly distributed shared secret key $K \in \mathcal{K}$, this helps the transmitter communicate covertly with the receiver even if the channel from the transmitter to the receiver is noisier than the channel from the transmitter to the warden. Also, the jammer's channel input is assumed to be available non-causally or causally at the transmitter so that the transmitter can coordinate its channel input according to the jammer's codeword. In this problem, the transmitter does not have access to any source of local randomness, but the jammer has access to a limited amount of local randomness. Nevertheless, one can extend our results by removing the shared secret key between the transmitter and the receiver.

In the fourth jamming model, the jammer and the receiver are assumed to have access to a rate limited and uniformly distributed shared secret key $K \in \mathcal{K}$, this helps the receiver
to cancel the interference caused by the randomness that the jammer interpolates into the channel. Here, the transmitter's channel input is assumed to be available non-causally, causally, or strictly-causally at the jammer so that the jammer can coordinate its channel input according to the transmitter's codeword. The transmitter does not have access to any source of local randomness, but the jammer uses a rate limited source of local randomness, which is shared with the receiver. Nevertheless, one can extend our results by removing the shared secret key between the jammer and the receiver and let the jammer use a source of local randomness.

There are three main differences between the covert communication with jamming problems studied in this dissertation and the covert communication with jamming in the literature. First, the results for the covert communication with jamming in the literature are mainly based on the assumptions that the transmitter and the receiver share a secret codebook unknown to Willie and also there is a long secret key shared between the legitimate parties. But in the problems studied in this dissertation the codebook is a public knowledge and is available to all terminals including the warden. The second difference is that unlike the problems studied in this dissertation, in the jamming problems studied so far the jammer uses an unlimited source of local randomness, which is a very precious resource in practice. Therefore, the trade-off between the rate of the covert communication, the rate of the secret key needed between the legitimate terminals, and the rate of the local randomness used by jammer is missing in the literature. In this dissertation, we try to shed light on the interplay between the rate of the local randomness used by the jammer, the rate of the shared secret key between the legitimate terminals, and the rate of the covert communication. The third main difference is that, in this dissertation, unlike most of the works on covert communication with jamming in the literature, the warden is using a statistical detector instead of a power detector.


Figure 4.1. Covert communication with blind jammer

Definition 9. $\left(R, R_{K}\right) \in \mathbb{R}_{+}^{2}$ is achievable if there exists a $\left(n, R, R_{K}\right)$ code $\mathcal{C}_{n}$, such that

$$
\begin{align*}
& \lim _{n \rightarrow \infty} P_{e}^{(n)} \rightarrow 0  \tag{4.1}\\
& \lim _{n \rightarrow \infty} \mathbb{D}\left(P_{Z^{n}} \| \Upsilon_{Z^{n}}\right) \rightarrow 0 \tag{4.2}
\end{align*}
$$

where

$$
\begin{equation*}
\Upsilon_{Z^{n}}(\cdot)=\frac{1}{|\mathcal{J}|} \sum_{J \in \mathcal{J}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(\cdot \mid x_{0}^{n}, S^{n}(J)\right) \tag{4.3}
\end{equation*}
$$

The covert capacity region is the closure of the set of the all achievable regions.

### 4.3 Blind Jamming

In this section, we study a scenario in which a transmitter wishes to communicate a message $M \in \mathcal{M}$ covertly with a receiver while there is a friendly jammer in the environment. Here, the jammer and the receiver are assumed to have access to a rate limited and uniformly distributed shared secret key $K \in \mathcal{K}$, this helps the receiver cancel the interference caused by the randomness that the jammer interpolates into the channel. But, one can simply extend our scheme to the case that there is no shared secret key between the jammer and the receiver. We first study this problem when the transmitter and the jammer do not have a strategy. Then we discuss two different strategies for the jammer which can result to positive
rate for covert communication. The first strategy is that the jammer stays silent when the transmitter is communicating with the receiver and transmits when the transmitter is not communicating with the receiver. The second strategy is that the jammer transmits only when the transmitter is communicating. Note that having a strategy requires the legitimate terminals to share a secret key of negligible rate. The strategy described above requires the jammer to know in which blocks the transmitter is communicating. Then, we compare the results obtained for these three different cases in the context of three examples.

The following Theorem establishes an inner bound on the covert capacity when we do not force the jammer to use any specific strategy and the jammer always transmits a codeword regardless of the transmitter's action.

Theorem 19. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists\left(P_{S X Y Z}, \Upsilon_{X S Z Y}\right) \in \mathcal{D}:  \tag{4.4a}\\
R<\mathbb{I}_{P}(X ; Y \mid S) \\
R_{K}>\max \left\{\mathbb{I}_{\Upsilon}(S ; Z), \mathbb{I}_{P}(S ; Z), \mathbb{I}_{P}(X, S ; Z)-\mathbb{I}_{P}(X ; Y \mid S)\right\}
\end{array}\right\}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
\left(P_{S X Y Z}, \Upsilon_{X S Z Y}\right):  \tag{4.4b}\\
P_{S X Y Z}=P_{S} P_{X} W_{Y Z \mid X S} \\
\Upsilon_{S Y Z}=P_{S} W_{Y Z \mid S, X=x_{0}} \\
\mathbb{I}_{P}(X ; Y \mid S)>\mathbb{I}_{P}(X ; Z) \\
P_{Z}=\Upsilon_{Z}
\end{array}\right\}
$$

The covert capacity of the DMC $W_{Y Z \mid X S}$ with a blind jammer is lower-bounded as

$$
\begin{equation*}
C_{\mathrm{B}-\mathrm{J}} \supseteq \operatorname{conv}(\mathcal{A}), \tag{4.5}
\end{equation*}
$$

where $\operatorname{conv}(\mathcal{A})$ is the convex hull of the set $\mathcal{A}$.

Theorem 19 is proved in Appendix $U$,

Remark 11. Theorem 19 results to positive rate for covert communication as long as the null-space of the legitimate receiver's channel is not a subset of the null-space of the warden's channel and the null-space of the warden's channel is not empty.

We now provide an upper bound on the covert capacity. Note that in the problem described above the jammer is using a limited source of local randomness with rate $R_{K}$, which is shared between the jammer and the receiver, and the jammer does not know in which codeword blocks the transmitter is communicating with the receiver. To derive the upper bound, we use the fact that the covert capacity when the jammer knows in which blocks the transmitter is communicating with the receiver and the jammer uses an unlimited source of local randomness when the transmitter is not communicating with the receiver is not less than the covert capacity when the jammer does not know in which blocks the transmitter is communicating with the receiver and the jammer uses a limited source of local randomness. Hence, we derive an upper bound on the covert capacity when the jammer uses an unlimited source of local randomness for the no communication mode, by transmitting an i.i.d. sequence according to some distribution $P_{S_{2}}$, and therefore this upper bound is also an upper bound on the covert capacity when the jammer uses a limited amount of randomness, which is the problem that we study in this section. In this case, the distribution induced on the warden's observation is $Q_{0}^{\otimes n}$ where $Q_{0}(\cdot)=\sum_{s_{2} \in \mathcal{S}_{2}} P_{S_{2}}\left(s_{2}\right) W_{Z \mid X=x_{0}, S}\left(\cdot \mid x_{0}, s_{2}\right)$.

Theorem 20. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists P_{Q S X Y Z} \in \mathcal{D}:  \tag{4.6a}\\
R \leq \mathbb{I}(X ; Y \mid S, Q) \\
R_{K} \geq \max \{\mathbb{I}(X, S ; Z \mid Q)-\mathbb{I}(X ; Y \mid S, Q), \mathbb{I}(S ; Z \mid Q)\}
\end{array}\right\}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
P_{Q S X Y Z}:  \tag{4.6b}\\
P_{Q S X Y Z}=P_{Q} P_{S \mid Q} P_{X \mid Q} W_{Y Z \mid X S} \\
\mathbb{I}(X ; Y \mid S, Q) \geq \mathbb{I}(X ; Z \mid Q) \\
P_{Z}=Q_{0}
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ with a blind jammer is upper-bounded as

$$
\begin{equation*}
C_{\mathrm{B}-\mathrm{J}} \subseteq \operatorname{conv}(\mathcal{A}) \tag{4.7}
\end{equation*}
$$

Theorem 20 is proved in Appendix V .
Now we provide two more achievable rate regions in which the jammer uses a strategy. The first strategy is that since the transmitter and the jammer share a secret key of negligible rate, the jammer knows in which blocks the transmitter is communicating with the receiver; the jammer stays silent when the transmitter is communicating and transmits otherwise [35, 58]. In this strategy, existence of shared secret key between the jammer and the receiver does not help the receiver because when the transmitter is communicating the jammer is silent and therefore its channel input does not interfere with the transmitter's signals. Hence, for this strategy, we assume that there is no shared secret key between the jammer and the receiver and the jammer has access to a source of local randomness with rate $R_{J}$. For this scenario, we can achieve the following inner bound on the covert capacity.

Theorem 21. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists\left(P_{S X Y Z}, \Upsilon_{X S Z Y}\right) \in \mathcal{D}:  \tag{4.8a}\\
R<\mathbb{I}_{P}(X ; Y) \\
R_{J}>\mathbb{I}_{\Upsilon}(S ; Z)
\end{array}\right\}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
\left(P_{S X Y Z}, \Upsilon_{X S Z Y}\right):  \tag{4.8b}\\
P_{X Y Z}=P_{X} W_{Y Z \mid S=s_{0}, X} \\
\Upsilon_{S Y Z}=P_{S} W_{Y Z \mid S, X=x_{0}} \\
\mathbb{I}_{P}(X ; Y)>\mathbb{I}_{P}(X ; Z) \\
P_{Z}=\Upsilon_{Z}
\end{array}\right\}
$$

The covert capacity of the DMC $W_{Y Z \mid X S}$ with a blind jammer is lower-bounded as

$$
\begin{equation*}
C_{\mathrm{B}-\mathrm{J}} \supseteq \operatorname{conv}(\mathcal{A}) \tag{4.9}
\end{equation*}
$$

Proof. Theorem 21 is proved in Appendix W.

The second strategy is that, having the knowledge of the transmission block, the jammer transmits a codeword from its first codebook when the transmitter is communicating with the receiver and transmits a codeword from its second codebook otherwise. This strategy results to the following achievable region.

Theorem 22. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists\left(P_{Q S_{1} X Y Z}, \Upsilon_{Q S_{2} Z Y}\right) \in \mathcal{D}:  \tag{4.10a}\\
R<\mathbb{I}_{P}\left(X ; Y \mid S_{1}, Q\right) \\
R_{K}>\max \left\{\mathbb{I}_{P}\left(X, S_{1} ; Z \mid Q\right)-\mathbb{I}_{P}\left(X ; Y \mid S_{1}, Q\right), \mathbb{I}_{P}\left(S_{1} ; Z \mid Q\right), \mathbb{I}_{\Upsilon}\left(S_{2} ; Z \mid Q\right)\right\}
\end{array}\right\}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
\left(P_{Q S_{1} X Y Z}, \Upsilon_{Q S_{2} Z Y}\right):  \tag{4.10b}\\
P_{Q S_{1} X Y Z}=P_{Q} P_{S_{1} \mid Q} P_{X \mid Q} W_{Y Z \mid X S} \\
\Upsilon_{Q S_{2} Y Z}=P_{Q} P_{S_{2} \mid Q} W_{Y Z \mid S, X=x_{0}} \\
\mathbb{I}_{P}\left(X ; Y \mid S_{1}, Q\right)>\mathbb{I}_{P}(X ; Z \mid Q) \\
P_{Z}=\Upsilon_{Z}
\end{array}\right\}
$$

The covert capacity of the DMC $W_{Y Z \mid X S}$ with a blind jammer is lower-bounded as

$$
\begin{equation*}
C_{\mathrm{B}-\mathrm{J}} \supseteq \operatorname{conv}(\mathcal{A}) \tag{4.11}
\end{equation*}
$$

Theorem 22 is proved in Appendix X ,

Remark 12. The region in Theorem 19 can be obtained from Theorem 22 by setting $P_{S_{1}}=$ $P_{S_{2}}$. Also, the region in Theorem 21 can be obtained from Theorem 22 by setting $S_{1}=\emptyset$.

Remark 13 (When the Inner and Outer Bound Meet?). One can simply check that the achievability scheme in Theorem 22 meets the upper bound in Theorem 20 if the jammer has an unlimited source of local randomness and transmits an i.i.d. sequence when the transmitter is not communicating with the receiver and transmits a codeword from its codebook otherwise. This requires the transmitter and the jammer to share a secret key of negligible rate. In this case, the transmitter and the jammer can use the secret key of negligible rate to coordinate and use the strategy described above to achieve a higher covert rate.

### 4.3.1 Examples

We compare the achievable rate regions in Theorem 19, Theorem 21, and Theorem 22 in the context of three examples and show that the scheme in Theorem 19 can perform better compared to when the jammer uses a strategy.


Figure 4.2. Noiseless binary Additive-multiplicative channel

## Binary Additive-Multiplicative Channel

We first provide an example in which the schemes presented in Theorem 19, Theorem 21, and Theorem 22 results to the same positive rate for covert communications. Consider a scenario in which the channel inputs and outputs are all binary, the innocent symbols $x_{0}=0$ and $s_{0}=0$, and the channel rules are as follows (see Fig. 4.2),

$$
\begin{align*}
& Y=X \oplus S  \tag{4.12}\\
& Z=X \otimes S \tag{4.13}
\end{align*}
$$

Proposition 5. The covert capacity for the example described above is,

$$
\begin{equation*}
C_{\mathrm{B}-\mathrm{J}}=\left\{\left(R, R_{K}\right): R \leq 1, R_{K} \geq 0\right\} . \tag{4.14}
\end{equation*}
$$

Remark 14. Intuitively speaking, in this channel, to enable covert communication between the transmitter and the receiver the jammer can force the warden's output to be always zero, without affecting the receiver's channel, by choosing $S=0$.

Proof. Here, we show that the region in Theorem 22, reduces to the region in Proposition 5. Showing that the region in Theorem 19 and Theorem 21 results to the same region is similar and is omitted for the sake of brevity.

## Achievability Proof

Let the channel input $X$ be a Bernoulli random variable with parameter $\alpha \in \llbracket 0,1 \rrbracket$ and the jammer's channel input $S_{1}$ when communication is happening be a Bernoulli random variable with parameter $\beta \in \llbracket 0,1 \rrbracket$ and the jammer's channel input $S_{2}$ when communication is not happening be a Bernoulli random variable with parameter $\eta \in \llbracket 0,1 \rrbracket$. To check the covertness constraint $P_{Z}=Q_{0}$ we have,

$$
\begin{align*}
P_{Z}(z=0) & =\mathbb{P}(x=0, s=1)+\mathbb{P}(x=1, s=0)+\mathbb{P}(x=0, s=0) \\
& =\alpha(1-\beta)+\beta(1-\alpha)+\alpha \beta  \tag{4.15}\\
Q_{0}(z=0) & \stackrel{(a)}{=} 1 \tag{4.16}
\end{align*}
$$

where (a) follows by choosing $\eta=1$. Therefore, the covertness constraint $P_{Z}=Q_{0}$, reduces to $\beta=1$, which translates to $S=0$. We now have,

$$
\begin{align*}
\max _{P_{X} P_{S}} \mathbb{I}(X ; Y \mid S) & =\max _{P_{X} P_{S}} \mathbb{H}(Y \mid S) \\
& =\max _{P_{X} P_{S}} \mathbb{H}(X \oplus S \mid S) \\
& =\max _{P_{X} P_{S}} \mathbb{H}(X \mid S) \\
& =\max _{P_{X}} \mathbb{H}(X)=1 . \tag{4.17}
\end{align*}
$$

Also, since $S=0$ and therefore $Z=0$

$$
\begin{align*}
\mathbb{I}(S ; Z) & =0,  \tag{4.18}\\
\mathbb{I}(X, S ; Z) & =0 . \tag{4.19}
\end{align*}
$$

Therefore, the constraint on the key rate in 4.4a) is also satisfied. Also, since $\mathbb{I}(X ; Z)=0$ the condition $\mathbb{I}(X ; Y \mid S)>\mathbb{I}(X ; Z)$ in 4.4b) is also satisfied.

## Converse Proof

The converse proof is trivial, since it is not possible to communicate more than one bit for this channel and the covert capacity is always less than the capacity.


Figure 4.3. Noiseless binary Additive channel

## Binary Additive Channel

We now provide an example in which the schemes presented in Theorem 19 and Theorem 22 perform better than the scheme in Theorem 21. Consider a scenario in which the channel inputs and outputs are all binary, the innocent symbols $x_{0}=0$ and $s_{0}=0$, and the channel rules are as follows (see Fig. 4.3),

$$
\begin{equation*}
Y=Z=X \oplus S \tag{4.20}
\end{equation*}
$$

Proposition 6. The covert capacity for the example described above is lower-bounded as,

$$
\begin{equation*}
C_{\mathrm{B}-\mathrm{J}} \supseteq\left\{\left(R, R_{K}\right): R<1, R_{K}>1\right\} . \tag{4.21}
\end{equation*}
$$

Proof. Let the channel input $X$ be a Bernoulli random variable with parameter $\alpha \in \llbracket 0,0.5 \rrbracket$, the jammer's input be a Bernoulli random variable with parameter $\beta \in \llbracket 0,0.5 \rrbracket$. The covertness constraint $P_{Z}=\Upsilon_{Z}$ implies that,

$$
\begin{align*}
& P_{Z}(z=0)=\mathbb{P}(x=0, s=0)+\mathbb{P}(x=1, s=1)=\alpha \beta+(1-\alpha)(1-\beta)  \tag{4.22}\\
& \Upsilon_{Z}(z=0)=\mathbb{P}(s=0)=\beta \tag{4.23}
\end{align*}
$$

Therefore, the covertness constraint $P_{Z}=\Upsilon_{Z}$, reduces to $\beta=0.5$. We now have,

$$
\mathbb{I}_{P}(X ; Y \mid S)=\mathbb{H}_{P}(Y \mid S)
$$

$$
\begin{align*}
& =\mathbb{H}_{P}(X \oplus S \mid S) \\
& =\mathbb{H}_{P}(X \mid S) \\
& =\mathbb{H}_{P}(X)=\mathbb{H}_{b}(\alpha),  \tag{4.24}\\
\mathbb{I}_{\Upsilon}(S ; Z) & =\mathbb{H}_{\Upsilon}(Z)-\mathbb{H}_{\Upsilon}(Z \mid S) \\
& =\mathbb{H}_{\Upsilon}\left(x_{0} \oplus S\right)-\mathbb{H}_{\Upsilon}\left(x_{0} \oplus S \mid S\right) \\
& =\mathbb{H}_{\Upsilon}(S)=1,  \tag{4.25}\\
\mathbb{I}_{P}(S ; Z) & =\mathbb{H}_{P}(Z)-\mathbb{H}_{P}(Z \mid S) \\
& =\mathbb{H}_{P}(X \oplus S)-\mathbb{H}_{P}(X \oplus S \mid S)=0,  \tag{4.26}\\
\mathbb{I}_{P}(S ; Z) & =\mathbb{I}_{P}(S, X ; Z)-\mathbb{I}_{P}(X ; Y \mid S)=0 . \tag{4.27}
\end{align*}
$$

Therefore, the constraints in (4.4a) reduce to $R<1$ and $R_{K}>1$.

We now show that the region in Theorem 21 does not result to positive covert rate for this example.

Proof. Note that in the strategy used in Theorem 21 in each block only one of the transmitter and the jammer uses the channel and the other user is silent. Let the channel input $X$ be a Bernoulli random variable with parameter $\alpha \in \llbracket 0,0.5 \rrbracket$, the jammer's input be a Bernoulli random variable with parameter $\beta \in \llbracket 0,0.5 \rrbracket$. We now have,

$$
\begin{align*}
& \Upsilon_{Z}(z=0)=\mathbb{P}(s=0)=\beta,  \tag{4.28}\\
& P_{Z}(z=0)=\mathbb{P}(x=0)=\alpha . \tag{4.29}
\end{align*}
$$

Therefore, the covertness constraint $P_{Z}=\Upsilon_{Z}$, reduces to $\beta=\alpha$, which means that $S$ and $X$ should be generated with the same distribution. We now have,

$$
\begin{aligned}
\mathbb{I}_{P}(X ; Y) & =\mathbb{H}_{P}(Y)-\mathbb{H}_{P}(Y \mid X) \\
& =\mathbb{H}_{P}(X \oplus 0)
\end{aligned}
$$
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$$
\begin{equation*}
=\mathbb{H}_{b}(\alpha) \tag{4.30}
\end{equation*}
$$

We also have,

$$
\begin{align*}
\mathbb{I}_{\Upsilon}(S ; Z) & =\mathbb{H}_{\Upsilon}(Z)-\mathbb{H}_{\Upsilon}(Z \mid S) \\
& =\mathbb{H}_{\Upsilon}(S \oplus 0) \\
& =\mathbb{H}_{b}(\alpha) \tag{4.31}
\end{align*}
$$

Similarly, one can show that,

$$
\begin{equation*}
\mathbb{I}_{P}(X ; Z)=\mathbb{H}_{b}(\alpha) \tag{4.32}
\end{equation*}
$$

Therefore, the condition $\mathbb{I}_{P}(X ; Y)>\mathbb{I}_{P}(X ; Z)$ in 4.8b) is not satisfied, and the strategy used in Theorem 21 does not result to positive rate for covert communication.

Remark 15. Similarly, one can show that the region in Proposition 6] can be achieved by using Theorem 22 by setting $P_{S_{1}}=P_{S_{2}}$.

## Binary Multiplicative-Additive Channel

Here we provide another example in which the schemes presented in Theorem 19 and Theorem 22 perform better than the scheme in Theorem 21. Consider a scenario in which the


Figure 4.5. Covert communication in the presence of a jammer when there is a shared key between all the legitimate terminals
channel inputs and outputs are all binary, the innocent symbol $x_{0}=0$, and the channel rules are as follows (see Fig. 4.4),

$$
\begin{align*}
& Y=X \otimes S  \tag{4.33}\\
& Z=X \oplus S \tag{4.34}
\end{align*}
$$

The scheme in Theorem 19 results to the following achievable rate region.

Proposition 7. The covert capacity for the example described above is lower-bounded as,

$$
\begin{equation*}
C_{\text {B-J }} \supseteq\left\{\left(R, R_{K}\right): R<0.5, R_{K}>1\right\} . \tag{4.35}
\end{equation*}
$$

Proof. The proof is similar to the proof of the previous examples in this section and is omitted for the sake of brevity.

Remark 16. For this example one can also show that the regions in Theorem 21 and Theorem 22 results to zero rate.

### 4.4 A Shared Key Between all the Legitimate Terminals

Now we study a problem in which there is a rate limited and uniformly distributed shared secret key $K \in \mathcal{K}$ between the legitimate terminals (i.e., the transmitter, the receiver, and
the jammer), this helps the transmitter to coordinate its channel input according to the jammer's channel input, and it also helps the receiver to cancel the interference caused by the jammer's channel input. In this problem, the transmitter and the jammer do not have access to any source of local randomness. Inner and outer bounds on the covert capacity of the DMC $W_{Y Z \mid X S}$ when there is a shared secret key between the transmitter, the receiver and the jammer are established in the following theorems.

Theorem 23. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0:\left(P_{S_{1} X Y Z}, \Upsilon_{S_{2} Z Y}\right) \in \mathcal{D}:  \tag{4.36a}\\
R<\mathbb{I}_{P}\left(X ; Y \mid S_{1}\right) \\
R_{K}>\max \left\{\mathbb{I}_{P}\left(X, S_{1} ; Z\right)-\mathbb{I}_{P}\left(X ; Y \mid S_{1}\right), \mathbb{I}_{P}\left(S_{1} ; Z\right), \mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right)\right\}
\end{array}\right\}
$$

where

$$
\mathcal{D}=\left\{\begin{array}{l}
\left(P_{S_{1} X Y Z}, \Upsilon_{S_{2} Z Y}\right):  \tag{4.36b}\\
P_{S_{1} X Y Z}=P_{S_{1}} P_{X \mid S_{1}} W_{Y Z \mid X S_{1}} \\
\Upsilon_{S_{2} Z Y}=P_{S_{2}} W_{Y Z \mid X=x_{0}, S_{2}} \\
P_{Z}=\Upsilon_{Z}
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ when there is a shared key between all the legitimate terminals is lower bounded as

$$
\begin{equation*}
C_{\mathrm{F}-\mathrm{K}} \supseteq \operatorname{conv}(\mathcal{A}) . \tag{4.37}
\end{equation*}
$$

Theorem 23 is proved in Appendix $Y$.
We now provide an upper bound on the covert capacity when there is a shared secret key between the legitimate terminals. Note that in the problem described above the jammer is using a limited amount of randomness with rate $R_{K}$, which is shared between all the legitimate terminals, and therefore the legitimate terminals can coordinate that is the jammer
and the receiver know in which codeword blocks the transmitter is communicating with the receiver. Similar to the Theorem 20, to derive the upper bound we use the fact that the covert capacity when the jammer uses an unlimited amount of randomness when the transmitter is not communicating with the receiver is not less than the covert capacity when the jammer uses a limited amount of randomness. Hence, we derive an upper bound on the covert capacity when the jammer uses an unlimited amount of randomness for the no communication mode and therefore this upper bound is also an upper bound on the covert capacity when the jammer uses a limited amount of randomness, which is the problem that we study in this section.

Theorem 24. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists P_{S X Y Z} \in \mathcal{D}:  \tag{4.38a}\\
R \leq \mathbb{I}(X ; Y \mid S) \\
R_{K} \geq \max \{\mathbb{I}(X, S ; Z)-\mathbb{I}(X ; Y \mid S), \mathbb{I}(S ; Z)\}
\end{array}\right\}
$$

where

$$
\mathcal{D}=\left\{\begin{array}{l}
P_{S X Y Z}:  \tag{4.38b}\\
P_{S X Y Z}=P_{S} P_{X \mid S} W_{Y Z \mid X S} \\
P_{Z}=Q_{0}
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ when there is a shared key between all the legitimate terminals is upper bounded by

$$
\begin{equation*}
C_{\mathrm{F}-\mathrm{K}} \subseteq \operatorname{conv}(\mathcal{A}) \tag{4.39}
\end{equation*}
$$

Theorem 24 is proved in Appendix Z

Remark 17 (When the Inner and Outer Bound Meet?). Similar to Remark 13, the achievability scheme in Theorem 23 meets the upper bound in Theorem 24 if the jammer has
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unlimited source of local randomness. In this case, the jammer transmits an i.i.d. sequence when the transmitter is not communicating with the receiver and transmits a sequence from its codebook when communication is happening.

### 4.4.1 Examples

Here, we provide two examples in which Theorem 23 leads to a positive rate for covert communication.

## Binary Additive Channel

Consider a scenario in which the channel inputs and outputs are all binary, the innocent channel input symbol $x_{0}=0$, and the channel rules are as follows, as it can be seen in Fig. 4.6,

$$
\begin{equation*}
Y=Z=X \oplus S \tag{4.40}
\end{equation*}
$$

Proposition 8. The covert capacity for the example described above is,

$$
C_{\mathrm{F}-\mathrm{K}} \supseteq \operatorname{conv}\left\{\begin{array}{l}
\left(R, R_{K}\right): \alpha, \beta, \eta \in(0: 0.5)  \tag{4.41}\\
R<(\alpha+\beta) \mathbb{H}_{b}\left(\frac{\alpha}{\alpha+\beta}\right)+(1-\alpha-\beta) \mathbb{H}_{b}\left(\frac{\eta}{1-\alpha-\beta}\right) \\
R_{K}>\mathbb{H}_{b}(\alpha+\eta)
\end{array}\right\} .
$$

Table 4.1. Joint probability distribution between $X$ and $S$

| $S_{1}$ | 0 | 1 |
| :---: | :---: | :---: |
| 0 | $\alpha$ | $\beta$ |
| 1 | $1-\alpha-\beta-\eta$ | $\eta$ |

Remark 18. Intuitively speaking, in this channel, since the transmitter has access to the jammer's channel input through the shared key it chooses the channel input $X^{n}$ such that after it adds up with the jammer's channel input the results look like it has been generated according to $P_{S}$. The receiver can recover $X^{n}$ since it has access to $S^{n}$ through the shared secret key, but the warden cannot distinguish it is output (i.e., $S^{n} \oplus X^{n}$ ) from $S^{n}$.

Proof. Without loss of generality let's assume the joint probability distribution between $X$ and $S_{1}$ is according to Table 4.1, and $S_{2}$ be a Bernoulli random variable independent of $S_{1}$ and $X$ with parameter $\lambda \in \llbracket 0,1 \rrbracket$. We now have,

$$
\begin{align*}
& P_{Z}(z=0)=\mathbb{P}\left(x=0, s_{1}=0\right)+\mathbb{P}\left(x=1, s_{1}=1\right)=\alpha+\eta,  \tag{4.42}\\
& \Upsilon_{Z}(z=0)=\mathbb{P}\left(s_{2}=0\right)=\lambda \tag{4.43}
\end{align*}
$$

Therefore, the covertness constraint $P_{Z}=\Upsilon_{Z}$, reduces to $\alpha+\eta=\lambda$. We now have,

$$
\begin{align*}
\mathbb{I}_{P}\left(X ; Y \mid S_{1}\right) & =\mathbb{H}_{P}\left(Y \mid S_{1}\right) \\
& =\mathbb{H}_{P}\left(X \oplus S_{1} \mid S_{1}\right) \\
& =\mathbb{H}_{P}\left(X \mid S_{1}\right) \\
& =\mathbb{P}\left(S_{1}=0\right) \mathbb{H}_{P}\left(X \mid S_{1}=0\right)+\mathbb{P}\left(S_{1}=1\right) \mathbb{H}_{P}\left(X \mid S_{1}=1\right) \\
& =(\alpha+\beta) \mathbb{H}_{b}\left(\frac{\alpha}{\alpha+\beta}\right)+(1-\alpha-\beta) \mathbb{H}_{b}\left(\frac{\eta}{1-\alpha-\beta}\right)  \tag{4.44}\\
\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right) & =\mathbb{H}_{\Upsilon}(Z)-\mathbb{H}_{\Upsilon}\left(Z \mid S_{2}\right) \\
& =\mathbb{H}_{\Upsilon}\left(x_{0} \oplus S_{2}\right)-\mathbb{H}_{\Upsilon}\left(x_{0} \oplus S_{2} \mid S_{2}\right)=\mathbb{H}\left(S_{2}\right)=\mathbb{H}_{b}(\alpha+\eta) \tag{4.45}
\end{align*}
$$
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Since $Y=Z$,

$$
\begin{align*}
\mathbb{I}_{P}\left(X, S_{1} ; Z\right)-\mathbb{I}_{P}\left(X ; Y \mid S_{1}\right) & =\mathbb{I}_{P}\left(S_{1} ; Z\right) \\
& =\mathbb{H}_{P}(Z)-\mathbb{H}_{P}\left(Z \mid S_{1}\right) \\
& =\mathbb{H}_{P}(\alpha+\eta)-\mathbb{H}_{P}\left(X \mid S_{1}\right) \tag{4.46}
\end{align*}
$$

From (4.45) and 4.46), the constraint on the key rate in 4.36a) reduces to $R_{K}>\mathbb{H}_{b}(\alpha+$ $\eta)$.

## Binary Multiplicative-Additive Channel

Consider a scenario in which the channel inputs and outputs are all binary, the innocent channel input symbol $x_{0}=0$, and the channel rules are as follows, as it can be seen in Fig. 4.7,

$$
\begin{align*}
& Y=X \otimes S  \tag{4.47}\\
& Z=X \oplus S \tag{4.48}
\end{align*}
$$

Table 4.2. Joint probability distribution between $X$ and $S$

| $S_{1}$ | 0 | 1 |
| :---: | :---: | :---: |
| 0 | $\alpha$ | $\beta$ |
| 1 | $1-\alpha-\beta-\eta$ | $\eta$ |

Proposition 9. The covert capacity for the example described above is,

$$
C_{\mathrm{F}-\mathrm{K}} \supseteq \operatorname{conv}\left\{\begin{array}{l}
\left(R, R_{K}\right): \alpha, \beta \in(0: 0.5)  \tag{4.49}\\
R<(1-\alpha-\beta) \mathbb{H}_{b}\left(\frac{\eta}{1-\alpha-\beta}\right) \\
R_{K}>\mathbb{H}_{b}(\alpha+\eta)
\end{array}\right\}
$$

Proof. Without loss of generality let's assume the joint probability distribution between $X$ and $S_{1}$ is according to the Table 4.2 and $S_{2}$ be a Bernoulli random variable independent of $S_{1}$ and $X$ with parameter $\lambda \in \llbracket 0,1 \rrbracket$. We now have,

$$
\begin{align*}
& P_{Z}(z=0)=\mathbb{P}\left(x=0, s_{1}=0\right)+\mathbb{P}\left(x=1, s_{1}=1\right)=\alpha+\eta  \tag{4.50}\\
& \Upsilon_{Z}(z=0)=\mathbb{P}\left(s_{2}=0\right)=\lambda \tag{4.51}
\end{align*}
$$

Therefore, the covertness constraint $P_{Z}=\Upsilon_{Z}$, reduces to $\alpha+\eta=\lambda$. We now have,

$$
\begin{align*}
\mathbb{I}_{P}\left(X ; Y \mid S_{1}\right) & =\mathbb{H}_{P}\left(Y \mid S_{1}\right) \\
& =\mathbb{H}_{P}\left(X \otimes S_{1} \mid S_{1}\right) \\
& =\mathbb{P}\left(s_{1}=1\right) \mathbb{H}_{P}\left(X \mid s_{1}=1\right) \\
& =(1-\alpha-\beta) \mathbb{H}_{b}\left(\frac{\eta}{1-\alpha-\beta}\right) . \tag{4.52}
\end{align*}
$$

Also, choosing $\alpha=\beta=\eta=0.25$ leads to,

$$
\begin{align*}
\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right) & =\mathbb{H}_{\Upsilon}(Z)-\mathbb{H}_{\Upsilon}\left(Z \mid S_{2}\right) \\
& =\mathbb{H}_{\Upsilon}\left(x_{0} \oplus S_{2}\right)-\mathbb{H}_{\Upsilon}\left(x_{0} \oplus S_{2} \mid S_{2}\right)=\mathbb{H}_{\Upsilon}\left(S_{2}\right)=\mathbb{H}_{b}(\alpha+\eta),  \tag{4.53}\\
\mathbb{I}_{P}\left(S_{1} ; Z\right) & =\mathbb{H}_{P}(Z)-\mathbb{H}_{P}\left(Z \mid S_{1}\right)
\end{align*}
$$

Table 4.3. Joint probability distribution between $X$ and $S$

$$
\begin{align*}
& \begin{array}{c|cc}
S_{1} & 0 & 1 \\
\hline 0 & \alpha & \beta \\
1 & 1-\alpha-\beta-\eta & \eta
\end{array} \\
& =\mathbb{H}_{b}(\alpha+\eta)-\mathbb{H}_{P}\left(X \mid S_{1}\right),  \tag{4.54}\\
& \mathbb{I}_{P}\left(X, S_{1} ; Z\right)=\mathbb{H}_{P}(Z)=\mathbb{H}_{b}(\alpha+\eta) . \tag{4.55}
\end{align*}
$$

Therefore, the constraint on the key rate in 4.36a) should be $R_{K}>\mathbb{H}_{b}(\alpha+\eta)$.

## Binary Additive-Multiplicative Channel

Consider a scenario in which the channel inputs and outputs are all binary, the innocent channel input symbol $x_{0}=0$, and the channel rules are as follows,

$$
\begin{align*}
& Y=X \oplus S  \tag{4.56}\\
& Z=X \otimes S \tag{4.57}
\end{align*}
$$

Proposition 10. The covert capacity for the example described above is lower bounded by,

$$
\begin{equation*}
C_{\mathrm{F}-\mathrm{K}}=1 \tag{4.58}
\end{equation*}
$$

Remark 19. Intuitively speaking, in this channel, since $x_{0}=0$ the jammer's output should always be equal to zero therefore the transmitter and the jammer should not transmit symbol 1 at the same time.

Proof. Here we provide the achievability proof, the converse proof is trivial since it is not possible to communicate more than one bit for this channel.

Achievability Proof: Without loss of generality let's assume the joint probability distribution between $X$ and $S_{1}$ is according to the Table 4.3, and $S_{2}$ be a Bernoulli random variable independent of $S_{1}$ and $X$ with parameter $\lambda \in \llbracket 0,1 \rrbracket$. To analyze the covertness we have,

$$
\begin{equation*}
P_{Z}(z=0)=\mathbb{P}\left(x=0, s_{1}=0\right)+\mathbb{P}\left(x=1, s_{1}=0\right)+\mathbb{P}\left(x=0, s_{1}=1\right)=1-\eta, \tag{4.59}
\end{equation*}
$$
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$$
\begin{equation*}
\Upsilon_{Z}(z=0)=\mathbb{P}\left(x_{0} \otimes S_{2}=0\right)=1 \tag{4.60}
\end{equation*}
$$

Therefore, the covertness constraint $P_{Z}=\Upsilon_{Z}$, reduces to $\eta=0$, which means that the warden's output should always be zero. We now have,

$$
\begin{align*}
\mathbb{I}_{P}\left(X ; Y \mid S_{1}\right) & =\mathbb{H}_{P}\left(Y \mid S_{1}\right)=\mathbb{H}\left(X \oplus S_{1} \mid S_{1}\right)=\mathbb{H}\left(X \mid S_{1}\right) \\
& =(\alpha+\beta) \mathbb{H}_{b}\left(\frac{\alpha}{\alpha+\beta}\right) \tag{4.61}
\end{align*}
$$

Also, since we force the warden's output to be always zero we have,

$$
\begin{align*}
\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right) & =\mathbb{H}_{\Upsilon}(Z)-\mathbb{H}_{\Upsilon}\left(Z \mid S_{2}\right) \stackrel{(a)}{=} 0  \tag{4.62}\\
\mathbb{I}_{P}\left(S_{1} ; Z\right) & \stackrel{(b)}{=} 0  \tag{4.63}\\
\mathbb{I}_{P}\left(X, S_{1} ; Z\right) & =\mathbb{H}_{P}(Z) \stackrel{(c)}{=} 0 \tag{4.64}
\end{align*}
$$

where (a) follows since $x_{0}=0$, and (b) and (c) follow since $\eta=0$. Therefore, the constraint on the key rate in 4.36a reduces to $R_{K}>0$. Also, by setting $\alpha=\beta=0.5$, we have $R<1$. We can also set $\lambda=1$ so that the jammer does not use any source of local randomness when communication is not happening.

### 4.5 Jammer's Output Available at the Transmitter

In this section we study a case in which the jammer's output is available non-causally or causally at the transmitter so that the transmitter can coordinate its channel input according
to the jammer's codeword, as seen in Fig. 4.8. Here, the transmitter and the receiver are assumed to have access to a rate limited and uniformly distributed shared secret key $K \in \mathcal{K}$, this helps the transmitter to communicate covertly with the receiver even if the channel from the transmitter to the receiver is noisier than the channel from the transmitter to the warden.

### 4.5.1 Non-Causal Case

In this subsection, we study the problem described above when the transmitter has noncausal access to the jammer's output. Here, we assume that both the transmitter and the jammer have access to local randomness.

## One-Sided MAC Resolvability Lemma

The achievable rate region when the transmitter has non-causal access to the jammer's output is based on Lemma 4 below. This lemma describes the rate required for a codebook exciting one of the inputs of a MAC so that the output distribution is indistinguishable from that arising from a random excitation of the same input, while the other MAC input is being excited at the same time by a codebook with an arbitrary, prescribed rate. A key distinction of this result from the usual resolvability results is that the target distribution may not be i.i.d..

We begin by characterizing the setup for this lemma. Consider a discrete memoryless MAC $\left(\mathcal{X}_{1} \times \mathcal{X}_{2}, W_{Z \mid X_{1} X_{2}}, \mathcal{Z}\right)$ over which two encoders transmit codewords as in Fig. 4.9. Let $C_{i} \triangleq\left\{X_{i}^{n}\left(m_{i}\right)\right\}_{m_{i} \in \mathcal{M}_{i}}$, where $\mathcal{M}_{i}=\llbracket 1,2^{n R_{i}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{X_{i}}^{\otimes n}$, for $i=1,2$. We denote a realization of $C_{i}$ by $\mathcal{C}_{i} \triangleq\left\{x_{i}^{n}\left(m_{i}\right)\right\}_{m_{i} \in \mathcal{M}_{i}}$. The codebook construction described above induces the PMF $\lambda$ for the codebooks.

$$
\lambda\left(\mathcal{C}_{1}, \mathcal{C}_{2}\right)=\prod_{m_{1} \in \mathcal{M}_{1}} \prod_{m_{2} \in \mathcal{M}_{2}} P_{X_{1}}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right)\right) P_{X_{2}}^{\otimes n}\left(x_{2}^{n}\left(m_{2}\right)\right) .
$$

We now consider two scenarios, under both of which Transmitter 2 emits a codeword chosen randomly and uniformly from the random codebook $C_{2}$. In the first scenario, Transmitter 1 emits an i.i.d. sequence according to $P_{X_{1}}$. The distribution induced at the output of the channel is,

$$
\begin{equation*}
P_{Z^{n} \mid C_{2}}\left(z^{n}\right) \triangleq \frac{1}{2^{n R_{2}}} \sum_{m_{2}=1}^{2^{n R_{2}}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid X_{2}^{n}\left(m_{2}\right)\right) \tag{4.65}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{Z \mid X_{2}}\left(z \mid x_{2}\right) \triangleq \sum_{x_{1} \in \mathcal{X}_{1}} P\left(x_{1}\right) W_{Z \mid X_{1} X_{2}}\left(z \mid x_{1}, x_{2}\right) \tag{4.66}
\end{equation*}
$$

In the second scenario, Transmitter 1 emits a codeword uniformly at random from a random codebook $C_{1}$. The distribution induced at the channel output is,

$$
\begin{equation*}
P_{Z^{n} \mid C_{1}, C_{2}}\left(z^{n}\right) \triangleq \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{m_{1}=1}^{2^{n R_{1}}} \sum_{m_{2}=1}^{2^{n R_{2}}} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid X_{1}^{n}\left(m_{1}\right), X_{2}^{n}\left(m_{2}\right)\right) \tag{4.67}
\end{equation*}
$$

We wish to find conditions under which the distributions induced at the channel output in the two scenarios are approximately equal. We call this problem one-sided MAC resolvability.

Definition 10. A rate pair $\left(R_{1}, R_{2}\right)$ is achievable for the one-sided resolvability of the discrete memoryless MAC $\left(\mathcal{X}_{1} \times \mathcal{X}_{2}, W_{Z \mid X_{1} X_{2}}, \mathcal{Z}\right)$ if for a given $W_{Z \mid X_{1} X_{2}}$ there exists a sequence of $\left(2^{n R_{1}}, 2^{n R_{2}}, n\right)$ codes such that $\mathbb{E}_{C_{1}, C_{2}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{1}, C_{2}}| | P_{Z^{n} \mid C_{2}}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$. The one-sided MAC resolvability region $\mathcal{R}$ is the convex hull of the set of all achievable rate pairs $\left(R_{1}, R_{2}\right)$.

The main difference between the resolvability region in Definition 10 and the standard resolvability defined in [82, 83, 77] is that in this problem the target distribution $P_{Z^{n} \mid C_{2}}$ at the output of channel is not necessarily i.i.d.. We now find sufficient conditions on the size of the two codebooks such that the distributions induced at the channel output in the two scenarios in Eq. 4.67) and 4.65 are approximately equal in terms of expected KL divergence.

Lemma 4. For a discrete memoryless MAC, $W_{Z \mid X_{1} X_{2}}$ if $\left(R_{1}, R_{2}\right)$ belongs to

$$
\begin{equation*}
\bigcup_{P_{X_{1}} P_{X_{2}}}\left(\mathcal{R}_{1} \cup \mathcal{R}_{2}\right) \tag{4.68}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathcal{R}_{1}=\left\{\begin{array}{l}
\left(R_{1}, R_{2}\right) \in \mathbb{R}_{+}^{2}: \\
R_{1}>\mathbb{I}\left(X_{1} ; Z\right) \\
R_{2}>\mathbb{I}\left(X_{2} ; Z\right) \\
R_{1}+R_{2}>\mathbb{I}\left(X_{1}, X_{2} ; Z\right)
\end{array}\right\}  \tag{4.69a}\\
\mathcal{R}_{2}=\left\{\left(R_{1}, R_{2}\right) \in \mathbb{R}_{+}^{2}: R_{1}>\mathbb{I}\left(X_{1} ; Z \mid X_{2}\right)\right\} \tag{4.69b}
\end{gather*}
$$

then

$$
\begin{equation*}
\mathbb{E}_{C_{1}, C_{2}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{1}, C_{2}}| | P_{Z^{n} \mid C_{2}}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{4.70}
\end{equation*}
$$

Lemma 4 is proved in Appendix AA.

Remark 20. The region $\mathcal{R}_{1}$ is the channel resolvability region for MAC. Since $X_{1}$ and $X_{2}$ are independent therefore $\mathbb{I}\left(X_{1} ; Z \mid X_{2}\right)=\mathbb{I}\left(X_{1} ; X_{2}, Z\right)$, and the region $\mathcal{R}_{2}$ can be viewed as the resolvability region of a MAC against a wiretapper who has full access to the channel input $X_{2}$ while the first transmitter does not have access to $X_{2}$.

Remark 21. A related result [23, Theorem 3] states that if (4.68) holds then $\mathbb{E}_{C_{1}, C_{2}} \mathbb{V}\left(P_{Z^{n} \mid C_{1}, C_{2}}, P_{Z^{n} \mid C_{2}}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0$. However, no proof is publicly available for [23, Theorem 3].
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## Achievable Rate Region

Theorem 25. Let

$$
\mathcal{A} \triangleq\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists\left(P_{S U V X Y Z}, \Upsilon_{S Y Z}\right) \in \mathcal{D}:  \tag{4.71a}\\
R<\mathbb{I}_{P}(U ; Y)-\mathbb{I}_{P}(U ; V \mid S) \\
R_{K}>\max \left\{\mathbb{I}_{P}(U ; Z), \mathbb{I}_{P}(U, S ; Z)-R_{J}\right\}-\mathbb{I}_{P}(U ; Y) \\
R_{J}>\mathbb{I}_{\Upsilon}(S ; Z)
\end{array}\right\}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
\left(P_{S U V X Y Z}, \Upsilon_{S Y Z}\right):  \tag{4.71b}\\
P_{S U V X Y Z}=P_{S} P_{U} P_{V \mid U S} \mathbb{1}_{\{X=X(U, S)\}} W_{Y Z \mid X S} \\
\Upsilon_{S Y Z}=P_{S} W_{Y Z \mid X=x_{0}, S} \\
P_{Z}=\Upsilon_{Z} \\
|\mathcal{U}| \leq|\mathcal{X}|+5 \\
|\mathcal{V}| \leq|\mathcal{X}|+3
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ when the transmitter has non-causal access to the jammer's output is lower-bounded as

$$
\begin{equation*}
C_{\mathrm{CJ}-\mathrm{NC}} \supseteq \operatorname{conv}(\mathcal{A}) . \tag{4.72}
\end{equation*}
$$

Theorem 25 is proved in Appendix AB .

Remark 22. The achievable rate region in Theorem 25 is still valid for the scenario in which the transmitter has access to the jammer's input, i.e., the dummy messages $J$.

Remark 23. Two extremal cases for the jammer rate are instructive and are considered next. First, if the jammer has maximal rate $R_{J}=H(S)$, the key rate requirements are the same as in the problem of covert communication over a state-dependent channel [37, 80]. Since $U$ and $S$ are independent, one can show that the constraint on the key rate in 4.71a) reduces to:

$$
\begin{equation*}
R_{K}>\mathbb{I}_{P}(U ; Z)-\mathbb{I}_{P}(U ; Y) \tag{4.73}
\end{equation*}
$$

This is the condition that has been derived in [37, Eq. (8)]. Second, if we set $R_{J}$ as its minimum, i.e., $R_{J}=\mathbb{I}_{P}(S ; Z)+\epsilon$, and since $U$ and $S$ are independent, one can show that the constraint on the key rate in 4.71a reduces to

$$
\begin{equation*}
R_{K}>\mathbb{I}_{P}(U ; Z \mid S)-\mathbb{I}_{P}(U ; Y) . \tag{4.74}
\end{equation*}
$$

Since $\mathbb{I}_{P}(U ; Z \mid S) \geq \mathbb{I}_{P}(U ; Z)$, if the size of jammer's codebook is decreased, a higher rate is needed for the secret key shared between the legitimate terminals. From the constraint on the key rate in 4.71a), the smallest jammer codebook allowing minimal secret key rate is $R_{J}=\mathbb{I}_{P}(S ; Z \mid U)$.

## Achievable Rate Region for Both Covert and Secure Communication

To prove Theorem 25 we employ Gel'fand-Pinsker encoding by using the likelihood encoder [77, 78, 79] to coordinate the transmitter's codeword according to the jammer's codeword; however unlike the channel's with i.i.d. state in this problem the jammer's codeword is not i.i.d. and the likelihood encoder is designed for i.i.d. sources. To overcome this issue, we randomize the jammer's codeword at the transmitter and then coordinate the transmitter's codeword according to the randomized version of the jammer's codeword by using the likelihood encoder. This shows up in the expression of the penalty term in the covert rate and
the distribution that we are optimizing over in Theorem 25. However, by adding the security constraint to make the communication both covert, $\lim _{n \rightarrow \infty} \mathbb{D}\left(P_{Z^{n}} \| \Upsilon_{Z^{n}}\right) \rightarrow 0$, and secure, $\lim _{n \rightarrow \infty} \mathbb{I}_{P}\left(M ; Z^{n}\right) \rightarrow 0$, similar to [84, Theorem 1] one can use the likelihood encoder to align the transmitter's codeword according to the jammer's codeword. This is because the jammer's signal does not convey any information, and the security constraint is more restrictive than the covert constraint in this particular problem. The following theorem provides an achievable rate region for both covert and secure communication of the problem studied in Theorem 25.

Theorem 26. Let

$$
\mathcal{A} \triangleq\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists\left(P_{S U X Y Z}, \Upsilon_{S Y Z}\right) \in \mathcal{D}:  \tag{4.75a}\\
R<\mathbb{I}_{P}(U ; Y)-\mathbb{I}_{P}(U ; S) \\
R_{K}>\mathbb{I}_{P}(U ; S, Z)-\mathbb{I}_{P}(U ; Y) \\
R_{J}>\mathbb{I}_{\Upsilon}(S ; Z)
\end{array}\right\}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
\left(P_{S U X Y Z}, \Upsilon_{S Y Z}\right):  \tag{4.75b}\\
P_{S U X Y Z}=P_{S} P_{U \mid S} \mathbb{1}_{\{X=X(U, S)\}} W_{Y Z \mid X S} \\
\Upsilon_{S Y Z}=P_{S} W_{Y Z \mid X=x_{0}, S} \\
P_{Z}=\Upsilon_{Z} \\
|\mathcal{U}| \leq|\mathcal{X}|+3
\end{array}\right\}
$$

The covert and secure capacity of the $D M C W_{Y Z \mid X S}$ when the transmitter has non-causal access to the jammer's output is lower-bounded as

$$
\begin{equation*}
C_{\mathrm{CJ}-\mathrm{NC}} \supseteq \operatorname{conv}(\mathcal{A}) \tag{4.76}
\end{equation*}
$$

The proof for Theorem 26 is similar to that of [84, Theorem 1] and is available in Appendix AC .

## Upper Bound

We now provide an upper bound on the covert capacity when there is a shared secret key of negligible rate between the transmitter and the jammer so that they can coordinate. Similar to the upper bounds in the previous sections, we provide an upper bound on the covert capacity when the jammer knows in which blocks communication is happening, through the secret key, and uses an unlimited amount of local randomness when the transmitter is not communicating with the receiver. The covert capacity in this case is not less than the covert capacity when the jammer uses a limited amount of local randomness and does not know when the transmitter is communicating. Hence, this upper bound is also an upper bound on the covert capacity when the jammer uses a limited amount of randomness, which is the problem that we study in this section.

Theorem 27. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists P_{U V S X Y Z} \in \mathcal{D}:  \tag{4.77a}\\
R \leq \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V) \\
R_{K} \geq \mathbb{I}(V ; Z)-\mathbb{I}(V ; S)-\mathbb{I}(U, V ; Y)+\mathbb{I}(U ; S \mid V) \\
R_{K}+R_{J} \geq \mathbb{I}(V ; Z)-\mathbb{I}(U, V ; Y)+\mathbb{I}(U ; S \mid V) \\
R_{J} \geq \mathbb{I}(S ; Z)
\end{array}\right\},
$$

where

$$
\mathcal{D}=\left\{\begin{array}{l}
P_{U V S X Y Z}:  \tag{4.77b}\\
P_{U V S X Y Z}=P_{S U V} \mathbb{1}_{\{X=X(U, S)\}} W_{Y Z \mid X S} \\
P_{Z}=Q_{0} \\
\max \{|\mathcal{U}|,|\mathcal{V}|\} \leq|\mathcal{X}|+3
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ when the transmitter has non-causal access to the jammer's output is upper-bounded as

$$
\begin{equation*}
C_{\mathrm{IJ}-\mathrm{NC}} \subseteq \operatorname{conv}(\mathcal{A}) \tag{4.78}
\end{equation*}
$$

Theorem 27 is proved in Appendix AD.

### 4.5.2 Causal Case

We now study the problem of covert communication when the transmitter has causal access to the jammer's codeword. Here, we assume that the transmitter does not have access to any source of local randomness, but the jammer has access to a limited amount of local randomness.

## Achievable Rate Region

The following theorem establishes an achievable rate region for the problem described above.
Theorem 28. Let

$$
\mathcal{A} \triangleq\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists\left(P_{S U X Y Z}, \Upsilon_{S Y Z}\right) \in \mathcal{D}:  \tag{4.79a}\\
R<\mathbb{I}_{P}(U ; Y) \\
R_{K}>\max \left\{\mathbb{I}_{P}(U ; Z), \mathbb{I}_{P}(U, S ; Z)-R_{J}\right\}-\mathbb{I}_{P}(U ; Y) \\
R_{J}>\mathbb{I}_{\Upsilon}(S ; Z)
\end{array}\right\}
$$

where,

$$
\mathcal{D} \triangleq\left\{\begin{array}{l}
\left(P_{S U X Y Z}, \Upsilon_{S Y Z}\right):  \tag{4.79b}\\
P_{S U X Y Z}=P_{S} P_{U} \mathbb{1}_{\{X=X(U, S)\}} W_{Y Z \mid X S} \\
\Upsilon_{S Y Z}=P_{S} W_{Y Z \mid X=x_{0}, S} \\
P_{Z}=\Upsilon_{Z} \\
|\mathcal{U}| \leq|\mathcal{X}|+5
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ when the transmitter has causal access to the jammer's output is lower-bounded as

$$
\begin{equation*}
C_{\mathrm{IJ}-\mathrm{C}} \supseteq \operatorname{conv}(\mathcal{A}) . \tag{4.80}
\end{equation*}
$$

Theorem 28 is proved in Appendix AE.

Remark 24. Two extremal cases for the jammer rate are instructive and are considered next. First, if the jammer has maximal rate $R_{J}=H(S)$, the region in Theorem 28 reduces to the region for the problem of covert communication over a state-dependent channel [37, 80]. Since $U$ and $S$ are independent, one can show that the constraint on the key rate in 4.79a) reduces to:

$$
\begin{equation*}
R_{K}>\mathbb{I}_{P}(U ; Z)-\mathbb{I}_{P}(U ; Y) \tag{4.81}
\end{equation*}
$$

This is the condition that has been derived in [37, Eq. (8)]. Second, if we set $R_{J}$ as its minimum, i.e., $R_{J}=\mathbb{I}_{P}(S ; Z)+\epsilon$, and since $U$ and $S$ are independent, one can show that the constraint on the key rate in (4.79a) reduces to

$$
\begin{equation*}
R_{K}>\mathbb{I}_{P}(U ; Z \mid S)-\mathbb{I}_{P}(U ; Y) \tag{4.82}
\end{equation*}
$$

Since $\mathbb{I}_{P}(U ; Z \mid S) \geq \mathbb{I}_{P}(U ; Z)$, if the size of jammer's codebook is decreased, a higher rate is needed for the secret key shared between the legitimate terminals. From the constraint on the key rate in 4.79a, the smallest jammer codebook allowing minimal secret key rate is $R_{J}=\mathbb{I}_{P}(S ; Z \mid U)$.

## Upper Bound

Similar to the previous sections, we provide an upper bound on the covert capacity when there is a shared secret key of negligible rate between the transmitter and the jammer so that they can coordinate, and the jammer uses an unlimited amount of local randomness when the transmitter is not communicating with the receiver. The covert capacity in this
case is not less than the covert capacity when the jammer uses a limited amount of local randomness and does not know when the transmitter is communicating. Hence, this upper bound is also an upper bound on the covert capacity when the jammer uses a limited amount of randomness, which is the problem that we study in this section.

Theorem 29. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists P_{U V S X Y Z} \in \mathcal{D}:  \tag{4.83a}\\
R \leq \mathbb{I}(U ; Y) \\
R_{K} \geq \mathbb{I}(V ; Z)-\mathbb{I}(U ; Y) \\
R_{J} \geq \mathbb{I}(S ; Z)
\end{array}\right\}
$$

where

$$
\mathcal{D}=\left\{\begin{array}{l}
P_{U V S X Y Z}:  \tag{4.83b}\\
\left.P_{U V S X Y Z}=P_{S U V} \mathbb{1}_{\{X=X(U, S)\}}\right\}_{Y Z \mid X S} \\
P_{Z}=Q_{0} \\
\max \{|\mathcal{U}|,|\mathcal{V}|\} \leq|\mathcal{X}|+3
\end{array}\right\}
$$

The covert capacity of the DMC $W_{Y Z \mid X S}$ when the transmitter has causal access to the jammer's output is upper-bounded as

$$
\begin{equation*}
C_{\mathrm{IJ}-\mathrm{NC}} \subseteq \operatorname{conv}(\mathcal{A}) \tag{4.84}
\end{equation*}
$$

Theorem 29 is proved in Appendix AF.

### 4.5.3 Examples

Here, we provide an example in which Theorem 28 leads to a positive rate for covert communication. Consider a scenario in which the channel inputs and outputs are all binary,


Figure 4.10. Binary Symmetric Additive Channel
the innocent channel input symbol $x_{0}=0$, the jammer's output is available causally at the transmitter, and the channel rules are as follows, as it can be seen in Fig. 4.10,

$$
\begin{equation*}
Y=Z=X \oplus S \tag{4.85}
\end{equation*}
$$

Proposition 11. The covert capacity for the example described above is lower bounded as,

$$
C_{\mathrm{F}-\mathrm{K}} \supseteq \operatorname{conv}\left\{\begin{array}{l}
\left(R, R_{J}, R_{K}\right): \alpha \in \llbracket 0,1 \rrbracket  \tag{4.86}\\
R<\mathbb{H}_{b}(\alpha) \\
R_{J}>\mathbb{H}_{b}(\alpha) \\
R_{K}>0
\end{array}\right\}
$$

Remark 25. Intuitively speaking, in this channel, since for the transmitter has access to the jammer's channel input it chooses the channel input $X$ to be $U \oplus S$ therefore $Y=Z=U$ since the distribution of $U$ is same as $S$ the jammer cannot figure out whether communication is happening or not. But, since the transmitter and the legitimate receiver share a secret key, the receiver knows when communication is happening.

Proof. Without loss of generality, let's assume the random variable $U$, which represent the message, is a Bernoulli random variable with parameter $\alpha \in \llbracket 0,1 \rrbracket$ and the random variable $S$, which represents the jammer's channel input and is independent of $U$, is a Bernoulli
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random variable with parameter $\beta \in \llbracket 0,1 \rrbracket$. We set $X=U \oplus S$, therefore

$$
\begin{align*}
& P_{Z}(z=0)=\mathbb{P}(x \oplus s=0)=\mathbb{P}(u=0)=\alpha  \tag{4.87}\\
& \Upsilon_{Z}(z=0)=\mathbb{P}(s=0)=\beta \tag{4.88}
\end{align*}
$$

therefore the covertness constraint $P_{Z}=\Upsilon_{Z}$ implies that $\alpha=\beta$. We now have,

$$
\begin{equation*}
\mathbb{I}_{P}(U ; Y) \stackrel{(a)}{=} \mathbb{H}_{P}(U)=\mathbb{H}_{b}(\alpha) \tag{4.89}
\end{equation*}
$$

where, ( $a$ ) follows since $X=U \oplus S$. Also,

$$
\begin{align*}
\mathbb{I}_{P}(U ; Z) & =\mathbb{I}_{P}(U ; Y)=\mathbb{H}_{b}(\alpha),  \tag{4.90}\\
\mathbb{I}_{P}(U, S ; Z) & =\mathbb{H}_{P}(Z)-\mathbb{H}_{P}(Z \mid U, S)=\mathbb{H}_{P}(U)=\mathbb{H}_{b}(\alpha) \tag{4.91}
\end{align*}
$$

Therefore, the constraint on the key rate in 4.79b reduces to $R_{K}>0$. We also have,

$$
\begin{equation*}
\mathbb{I}_{\Upsilon}(S ; Z)=\mathbb{H}(S)=\mathbb{H}_{b}(\alpha), \tag{4.92}
\end{equation*}
$$

therefore $R_{J}>\mathbb{H}_{b}(\alpha)$.

### 4.6 Transmitter's Output Available at Jammer

In this section we study a problem in which to transmit the covert message, denoted by $M \in \mathcal{M}$, the jammer and the receiver are assumed to share a rate limited and uniformly
distributed shared secret key $K \in \mathcal{K}$, this helps the receiver to cancel the interference caused by the randomness that the jammer interpolates into the channel. Here, the transmitter's channel input is assumed to be available non-causally, causally, or strictly-causally at the jammer so that the jammer can coordinate its channel input according to the transmitter's codeword. The transmitter does not use any source of local randomness, but the jammer uses a limited amount of local randomness, which is shared with the receiver as a shared secret key. This problem setup is illustrated in Fig. 4.11.

### 4.6.1 Strictly-Causal Case

In this subsection, we study the problem described above when the transmitter's channel input is available strictly causally at the jammer.

Theorem 30. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists\left(P_{U X S_{1} Y Z}, \Upsilon_{S_{2} Y Z}\right) \in \mathcal{D}:  \tag{4.93a}\\
R<\min \left\{\mathbb{H}_{P}(X \mid U), \mathbb{I}_{P}\left(X, S_{1} ; Y\right)\right\} \\
R_{K}>\max \left\{\mathbb{I}_{P}\left(X, S_{1} ; Z\right)-\min \left\{\mathbb{H}_{P}(X \mid U), \mathbb{I}_{P}\left(X, S_{1} ; Y\right)\right\}, \mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right)\right\}
\end{array}\right\}
$$

where

$$
\mathcal{D}=\left\{\begin{array}{l}
\left(P_{U X S_{1} Y Z}, \Upsilon_{S_{2} Y Z}\right):  \tag{4.93b}\\
P_{U X S_{1} Y Z}=P_{U} P_{X \mid U} P_{S_{1} \mid U} W_{Y Z \mid X S} \\
\Upsilon_{S_{2} Y Z}=P_{S_{2}} W_{Y Z \mid X=x_{0}, S} \\
\min \left\{\mathbb{H}_{P}(X \mid U), \mathbb{I}_{P}\left(X, S_{1} ; Y\right)\right\}>\mathbb{I}_{P}(U, X ; Z) \\
P_{Z}=\Upsilon_{Z} \\
|\mathcal{U}| \leq \min \{|\mathcal{X}||\mathcal{S}|+1,|\mathcal{Y}|+2\}
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ when the transmitter's codeword is available strictlycausally at the jammer is lower bounded by

$$
\begin{equation*}
C_{\mathrm{CJ}-\mathrm{SC}} \supseteq \operatorname{conv}(\mathcal{A}), \tag{4.94}
\end{equation*}
$$

where $\operatorname{conv}(\mathcal{A})$ is the convex hull of the set $\mathcal{A}$.

To prove the achievable rate region in Theorem 30 we assume that the legitimate terminals share a secret key of negligible rate therefore the transmitter and the jammer can coordinate. The details of the proof is available in Appendix AG.

We now provide an upper bound on the covert capacity when there is a shared secret key of negligible rate between the transmitter and the jammer so that they can coordinate. Similar to the upper bounds in the previous sections, we provide an upper bound on the covert capacity for the case that the jammer knows in which blocks communication is happening and uses an unlimited source of local randomness when the transmitter is not communicating with the receiver by transmitting an i.i.d. sequence according to some distribution $P_{S_{2}}$. The covert capacity in this case is not less than the covert capacity when the jammer uses a limited amount of local randomness. Hence, this upper bound is also an upper bound on the covert capacity when the jammer uses a limited amount of randomness, which is the problem that we study in this section. In this case, the distribution induced on the warden's observation is $Q_{0}^{\otimes n}$ where $Q_{0}(\cdot)=\sum_{s_{2} \in \mathcal{S}_{2}} P_{S_{2}}\left(s_{2}\right) W_{Z \mid X=x_{0}, S}\left(\cdot \mid x_{0}, s_{2}\right)$.

Theorem 31. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists P_{U S X Y Z} \in \mathcal{D}:  \tag{4.95a}\\
R \leq \min \{\mathbb{H}(X \mid U), \mathbb{I}(X, S ; Y)\} \\
R_{K} \geq \mathbb{I}(X, S ; Z)-\min \{\mathbb{H}(X \mid U), \mathbb{I}(X, S ; Y)\}
\end{array}\right\}
$$

where

$$
\mathcal{D}=\left\{\begin{array}{l}
P_{U S X Y Z}:  \tag{4.95b}\\
P_{U S X Y Z}=P_{U} P_{X \mid U} P_{S \mid U} W_{Y Z \mid X S} \\
\min \{\mathbb{H}(X \mid U), \mathbb{I}(X, S ; Y)\} \geq \mathbb{I}(U, X ; Z) \\
P_{Z}=Q_{0} \\
|\mathcal{U}| \leq \min \{|\mathcal{X}||\mathcal{S}|+1,|\mathcal{Y}|+2\}
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ when the transmitter's codeword is available strictlycausally at the jammer is upper bounded by

$$
\begin{equation*}
C_{\mathrm{CJ}-\mathrm{SC}} \subseteq \operatorname{conv}(\mathcal{A}) \tag{4.96}
\end{equation*}
$$

where $\operatorname{conv}(\mathcal{A})$ is the convex hull of the set $\mathcal{A}$.

Theorem 31 is proved in Appendix AH.

Remark 26 (When the Inner and Outer Bound Meet?). Similar to Remark 13, one can simply check that the achievability scheme in Theorem 30 meets the upper bound in Theorem 31 if the jammer has an unlimited source of local randomness and transmits an i.i.d. sequence when the transmitter is not communicating with the receiver and transmits a codeword from its codebook otherwise. This is possible since our achievability scheme in Theorem 30 requires the transmitter, the receiver, and the jammer to share a secret key of negligible rate. In this case, the transmitter and the jammer can use the secret key of negligible rate to coordinate and use the strategy described above to achieve a higher covert rate.

### 4.6.2 Non-Causal Case

In this subsection we study the problem described in Section 4.6 when the transmitter's channel input is available non-causally at the jammer.

Theorem 32. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists\left(P_{S_{1} X Y Z}, \Upsilon_{S_{2} Y Z}\right) \in \mathcal{D}:  \tag{4.97a}\\
R<\min \left\{\mathbb{I}_{P}\left(X, S_{1} ; Y\right), \mathbb{H}_{P}(X)\right\} \\
R_{K}>\max \left\{\mathbb{I}_{P}\left(X, S_{1} ; Z\right)-\min \left\{\mathbb{I}_{P}\left(X, S_{1} ; Y\right), \mathbb{H}_{P}(X)\right\}, \mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right)\right\}
\end{array}\right\},
$$

where

$$
\mathcal{D}=\left\{\begin{array}{l}
\left(P_{S_{1} X Y Z}, \Upsilon_{S_{2} Y Z}\right):  \tag{4.97b}\\
P_{S_{1} X Y Z}=P_{X} P_{S_{1} \mid X} W_{Y Z \mid X S} \\
\Upsilon_{S_{2} Y Z}=P_{S_{2}} W_{Y Z \mid X=x_{0}, S} \\
\min \left\{\mathbb{I}_{P}\left(X, S_{1} ; Y\right), \mathbb{H}_{P}(X)\right\}>\mathbb{I}_{P}(X ; Z) \\
P_{Z}=\Upsilon_{Z}
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ when the transmitter's codeword is available noncausally at the jammer is lower bounded by

$$
\begin{equation*}
C_{\mathrm{CJ}-\mathrm{NC}} \supseteq \operatorname{conv}(\mathcal{A}), \tag{4.98}
\end{equation*}
$$

where $\operatorname{conv}(\mathcal{A})$ is the convex hull of the set $\mathcal{A}$.

Theorem 32 is proved in Appendix AI.
Similar to the upper bounds in the previous sections, we provide an upper bound on the covert capacity if the jammer has an unlimited source of local randomness and transmits an i.i.d. sequence, according to some distribution $P_{S_{2}}$, when the transmitter is not communicating with the receiver and transmits a sequence from its codebook otherwise. In this case, the distribution induced on the warden's observation is $Q_{0}^{\otimes n}$ where $Q_{0}(\cdot)=$ $\sum_{s_{2} \in \mathcal{S}_{2}} P_{S_{2}}\left(s_{2}\right) W_{Z \mid X=x_{0}, S}\left(\cdot \mid x_{0}, s_{2}\right)$.

Theorem 33. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists P_{X S Y Z} \in \mathcal{D}:  \tag{4.99a}\\
R \leq \min \{\mathbb{I}(X, S ; Y), \mathbb{H}(X)\} \\
R_{K} \geq \mathbb{I}(X, S ; Z)-\min \{\mathbb{I}(X, S ; Y), \mathbb{H}(X)\}
\end{array}\right\}
$$

where

$$
\mathcal{D}=\left\{\begin{array}{l}
P_{X S Y Z}:  \tag{4.99b}\\
P_{X S Y Z}=P_{X} P_{S \mid X} W_{Y Z \mid X S} \\
\min \{\mathbb{I}(X, S ; Y), \mathbb{H}(X)\} \geq \mathbb{I}(X ; Z) \\
P_{Z}=Q_{0}
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ when the transmitter's codeword is available noncausally at the jammer is upper bounded by

$$
\begin{equation*}
C_{\mathrm{CJ}-\mathrm{NC}} \subseteq \operatorname{conv}(\mathcal{A}) \tag{4.100}
\end{equation*}
$$

where $\operatorname{conv}(\mathcal{A})$ is the convex hull of the set $\mathcal{A}$.
Theorem 33 is proved in Appendix AJ.
Remark 27 (When the Inner and Outer Bound Meet?). Similar to Remark 13, the achievability scheme in Theorem 32 meets the upper bound in Theorem 33 if the jammer has unlimited source of local randomness. In this case, the jammer transmits an i.i.d. sequence when the transmitter is not communicating with the receiver and transmits a sequence from its codebook when communication is happening.

### 4.6.3 Causal Case

In this subsection we study the problem described in Section 4.6 when the transmitter's channel input is available causally at the jammer.

Theorem 34. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists\left(P_{S_{1} X Y Z}, \Upsilon_{S_{2} Y Z}\right) \in \mathcal{D}:  \tag{4.101a}\\
R<\min \left\{\mathbb{I}_{P}\left(X, S_{1} ; Y\right), \mathbb{H}_{P}(X)\right\} \\
R_{K}>\max \left\{\mathbb{I}_{P}\left(X, S_{1} ; Z\right)-\min \left\{\mathbb{H}_{P}(X), \mathbb{I}_{P}\left(X, S_{1} ; Y\right)\right\}, \mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right)\right\}
\end{array}\right\},
$$

where

$$
\mathcal{D}=\left\{\begin{array}{l}
\left(P_{S_{1} X Y Z}, \Upsilon_{S_{2} Y Z}\right):  \tag{4.101b}\\
P_{S_{1} X Y Z}=P_{X S_{1}} W_{Y Z \mid X S_{1}} \\
\Upsilon_{S_{2} Y Z}=P_{S_{2}} W_{Y Z \mid X=x_{0}, S_{2}} \\
\min \left\{\mathbb{I}_{P}\left(X, S_{1} ; Y\right), \mathbb{H}_{P}(X)\right\}>\mathbb{I}_{P}(X ; Z) \\
P_{Z}=\Upsilon_{Z}
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ when the transmitter's codeword is available causally at the jammer is lower bounded by

$$
\begin{equation*}
C_{\mathrm{CJ}-\mathrm{C}} \supseteq \operatorname{conv}(\mathcal{A}), \tag{4.102}
\end{equation*}
$$

where $\operatorname{conv}(\mathcal{A})$ is the convex hull of the set $\mathcal{A}$.

Theorem 34 is proved in Appendix AK.
Since the covert capacity when the transmitter's codeword is available non-causally at the jammer is not less than the covert capacity when the transmitter's codeword is available causally at the jammer (i.e. $C_{\mathrm{CJ}-\mathrm{C}} \subseteq C_{\mathrm{CJ}-\mathrm{NC}}$ ), the upper bound provided in Theorem 33 also is an upper bound when the transmitter's codeword is available causally at the jammer.

Remark 28 (When the Inner and Outer Bound Meet?). Similar to Remark 13, one can simply check that the achievability scheme in Theorem 34 meets the upper bound in Theorem 33 if the jammer has an unlimited source of local randomness and transmits an i.i.d. sequence
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when the transmitter is not communicating with the receiver and transmits a codeword from its codebook otherwise. This is possible since our achievability scheme in Theorem 34 requires the transmitter, the receiver, and the jammer to share a secret key of negligible rate. In this case, the transmitter and the jammer can use the secret key of negligible rate to coordinate and use the strategy described above to achieve a higher covert rate.

### 4.6.4 Transmitter's Message available for the Jammer

In this section, we study a case in which the jammer has access to the transmitter's message (see Fig 4.12).

Theorem 35. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists\left(P_{X S_{1} Y Z}, \Upsilon_{S_{2} Y Z}\right) \in \mathcal{D}:  \tag{4.103a}\\
R<\mathbb{I}_{P}\left(X, S_{1} ; Y\right) \\
R_{K}>\max \left\{\mathbb{I}_{P}\left(X, S_{1} ; Z\right)-\mathbb{I}_{P}\left(X, S_{1} ; Y\right), \mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right)\right\}
\end{array}\right\}
$$

where

$$
\mathcal{D}=\left\{\begin{array}{l}
\left(P_{X S_{1} Y Z}, \Upsilon_{S_{2} Y Z}\right):  \tag{4.103b}\\
P_{X S_{1} Y Z}=P_{X} P_{S_{1} \mid X} W_{Y, Z \mid X, S_{1}} \\
\Upsilon_{S_{2} Y Z}=P_{S_{2}} W_{Y Z \mid X=x_{0}, S_{2}} \\
\mathbb{I}_{P}\left(X, S_{1} ; Y\right)>\mathbb{I}_{P}(X ; Z) \\
P_{Z}=\Upsilon_{Z}
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ when the transmitter's message is available at the jammer is lower bounded by

$$
\begin{equation*}
C_{\mathrm{CJ}-\mathrm{DMS}} \supseteq \operatorname{conv}(\mathcal{A}) . \tag{4.104}
\end{equation*}
$$

Theorem 35 is proved in Appendix AL.
Similar to the upper bounds in the previous sections, we provide an upper bound on the covert capacity for the case that the jammer knows in which blocks communication is happening and uses an unlimited source of local randomness, by transmitting an i.i.d. sequence according to some distribution $P_{S_{2}}$, when the transmitter is not communicating with the receiver. In this case, the distribution induced on the warden's observation is $Q_{0}^{\otimes n}$ where $Q_{0}(\cdot)=\sum_{s_{2} \in \mathcal{S}_{2}} P_{S_{2}}\left(s_{2}\right) W_{Z \mid X=x_{0}, S}\left(\cdot \mid x_{0}, s_{2}\right)$.

Theorem 36. Let

$$
\mathcal{A}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists P_{S X Y Z} \in \mathcal{D}:  \tag{4.105a}\\
R \leq \mathbb{I}(X, S ; Y) \\
R_{K} \geq \mathbb{I}(X, S ; Z)-\mathbb{I}(X, S ; Y)
\end{array}\right\}
$$

where

$$
\mathcal{D}=\left\{\begin{array}{l}
\left(P_{S X Y Z}, \Upsilon_{S Y Z}\right):  \tag{4.105b}\\
P_{S X Y Z}=P_{X} P_{S \mid X} W_{Y, Z \mid X, S} \\
\mathbb{I}(X, S ; Y) \geq \mathbb{I}(X ; Z) \\
P_{Z}=Q_{0}
\end{array}\right\}
$$

The covert capacity of the $D M C W_{Y Z \mid X S}$ when the transmitter's message is available at the jammer is upper bounded by

$$
\begin{equation*}
C_{\mathrm{CJ}-\mathrm{DMS}} \subseteq \operatorname{conv}(\mathcal{A}) \tag{4.106}
\end{equation*}
$$

Theorem 36 is proved in Appendix AM.

Remark 29 (When the Inner and Outer Bound Meet?). Similar to Remark 13, one can simply check that the achievability scheme in Theorem 35 meets the upper bound in Theorem 36 if the jammer has an unlimited source of local randomness and transmits an i.i.d. sequence when the transmitter is not communicating with the receiver and transmits a codeword from its codebook otherwise. This is possible since the jammer knows the transmitter's message.

### 4.6.5 Examples

## Binary Additive Channel

Here, we provide an example in which Theorem 32 and Theorem 34 leads to positive rate for covert communication. Consider a scenario in which the channel inputs and outputs are all binary, the innocent channel input symbol $x_{0}=0$, the transmitter's output is available non-causally or causally at the jammer, and the channel rules are as follows, as it can be seen in Fig. 4.13,

$$
\begin{equation*}
Y=Z=X \oplus S \tag{4.107}
\end{equation*}
$$



Figure 4.13. Additive channel with the transmitter's codeword available at the Jammer

Proposition 12. The covert capacity of the DMC depicted in Fig. 4.13 with the transmitter's codeword available non-causally or causally at the jammer is lower bounded by

$$
\operatorname{conv}\left\{\begin{array}{l}
\left(R, R_{K}\right): \alpha, \beta, \eta \in(0: 0.5)  \tag{4.108}\\
R<\min \left\{\mathbb{H}_{b}(\alpha+\eta), \mathbb{H}_{b}(\beta+\eta)\right\} \\
R_{K}>\mathbb{H}_{b}(\alpha+\eta) \\
\min \left\{\mathbb{H}_{b}(\alpha+\eta), \mathbb{H}_{b}(\beta+\eta)\right\}>\mathbb{H}_{b}(\beta+\eta) \\
\quad-(1-\beta-\eta) \mathbb{H}_{b}\left(\frac{\alpha}{1-\beta-\eta}\right)-(\beta+\eta) \mathbb{H}_{b}\left(\frac{\beta}{\beta+\eta}\right)
\end{array}\right\}
$$

Intuitively, because the jammer knows the transmitter's codeword, it can perfectly control the warden's observation. Here, the jammer by manipulating $S_{1}$ can ensure $Z$ follows the statistics of $S_{2}$ when the transmitter is not communicating.

Proof. We prove Proposition 12 when the transmitter's codeword is available non-causally at the jammer the proof when the transmitter's codeword is available causally at the jammer is similar and is omitted for the sake of brevity.

Without loss of generality let's assume the joint probability distribution between $X$ and $S_{1}$ is according to the Table 4.4, and $S_{2}$ be a Bernoulli random variable independent of $S_{1}$ and $X$ with parameter $\lambda \in \llbracket 0,1 \rrbracket$. To analyze the covertness we have,

$$
\begin{equation*}
P_{Z}(z=0)=\mathbb{P}\left(x=0, s_{1}=0\right)+\mathbb{P}\left(x=1, s_{1}=1\right)=\alpha+\eta, \tag{4.109a}
\end{equation*}
$$

Table 4.4. Joint probability distribution between $X$ and $S$

| $S_{1}$ | 0 | 1 |
| :---: | :---: | :---: |
| 0 | $\alpha$ | $\beta$ |
| 1 | $1-\alpha-\beta-\eta$ | $\eta$ |



Figure 4.14. Noiseless binary channel with additive receiver's channel and multiplicative warden's channel

$$
\begin{equation*}
\Upsilon_{Z}(z=0)=\mathbb{P}\left(s_{2}=0\right)=\lambda \tag{4.109b}
\end{equation*}
$$

Therefore, $P_{Z}=\Upsilon_{Z}$ implies that $\alpha+\eta=\lambda$. Therefore,

$$
\begin{align*}
\mathbb{I}_{P}\left(S_{1}, X ; Y\right) & =\mathbb{H}_{P}(Y)=\mathbb{H}_{b}(\alpha+\eta)  \tag{4.110a}\\
\mathbb{H}_{P}(X) & =\mathbb{H}_{b}(\beta+\eta),  \tag{4.110b}\\
\mathbb{H}_{P}(Z \mid X) & =\mathbb{H}_{P}\left(X \oplus S_{1} \mid X\right)=\mathbb{H}_{P}\left(S_{1} \mid X\right) \\
& =(1-\beta-\eta) \mathbb{H}_{b}\left(\frac{\alpha}{1-\beta-\eta}\right)+(\beta+\eta) \mathbb{H}_{b}\left(\frac{\beta}{\beta+\eta}\right),  \tag{4.110c}\\
\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right) & =\mathbb{I}_{\Upsilon}\left(S_{2} ; S_{2}\right)=\mathbb{H}_{\Upsilon}\left(S_{2}\right)=\mathbb{H}_{b}(\alpha+\eta) . \tag{4.110d}
\end{align*}
$$

The region in Proposition 12 is achieved by substituting (4.110) in Theorem 32 ,

## Noiseless Binary Additive-Multiplicative Channel

Consider a channel in which $X, Y, Z$, and $S$ are all binary and the innocent symbol is $x_{0}=0$ (See Fig. 4.14). The law of the channel is

$$
\begin{equation*}
Y=X \oplus S, \quad Z=X \otimes S \tag{4.111}
\end{equation*}
$$

Proposition 13. The covert capacity of the DMC depicted in Fig. 4.14 is

$$
\begin{equation*}
C_{\mathrm{CJ}-\mathrm{NC}}=C_{\mathrm{CJ}-\mathrm{C}}=\max \mathbb{H}_{b}(X)=1 . \tag{4.112}
\end{equation*}
$$

Intuitively speaking, to satisfy the condition $Q_{Z}=Q_{0}$ in this example the jammer can choose $S_{1}=S_{2}=0$ therefore $Y=X$ and $Z=0$ and the transmitter can communicate with rate $\max \mathbb{H}(X)=1$ with the receiver.

Proof. We prove Proposition 13 when the transmitter's codeword is available non-causally at the jammer, the proof when the transmitter's codeword is available causally at the jammer is similar and is omitted for the sake of brevity.

## Achievability Proof

Let the joint probability distribution between $X$ and $S_{1}$ is according to the Table 4.4, and $S_{2}$ be a Bernoulli random variable independent of $S_{1}$ and $X$ with parameter $\lambda \in \llbracket 0,1 \rrbracket$. Therefore,

$$
\begin{equation*}
P_{Z}(z=0)=P_{X, S_{1}}\left(x=0, s_{1}=0\right)+P_{X, S_{1}}\left(x=0, s_{1}=1\right)+P_{X, S_{1}}\left(x=1, s_{1}=0\right)=1-\eta . \tag{4.113}
\end{equation*}
$$

Also, since $x_{0}=0$ we have $\Upsilon_{Z}(z=0)=1$. Therefore, $P_{Z}=\Upsilon_{Z}$ implies $\eta=0$. We now have,

$$
\mathbb{I}_{P}\left(X, S_{1} ; Y\right)=\mathbb{H}_{P}(Y)=-(\alpha+\eta) \log (\alpha+\eta)-(1-\alpha-\eta) \log (1-\alpha-\eta)
$$



Figure 4.15. Noiseless binary channel with multiplicative receiver's channel and additive warden's channel

$$
\begin{align*}
&=-\alpha \log \alpha-(1-\alpha) \log (1-\alpha)=\mathbb{H}_{b}(\alpha)  \tag{4.114a}\\
& \mathbb{I}_{P}\left(S_{1}, X ; Z\right)=\mathbb{H}_{P}(Z) \stackrel{(a)}{=} 0,  \tag{4.114b}\\
& \mathbb{H}_{P}(X)=-(\beta+\eta) \log _{2}(\beta+\eta)-(1-\beta-\eta) \log _{2}(1-\beta-\eta), \\
&=-\beta \log _{2} \beta-(1-\beta) \log _{2}(1-\beta)=\mathbb{H}_{b}(\beta),  \tag{4.114c}\\
& \mathbb{I}_{P}(X ; Z) \stackrel{(b)}{=} 0,  \tag{4.114d}\\
& \mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right) \stackrel{(c)}{=} 0 \tag{4.114e}
\end{align*}
$$

where, (a) and (b) follow since $\eta=0$ and (c) follows since $x_{0}=0$. The region in Proposition 13 is achieved by setting $(\alpha, \beta, \eta, 1-\alpha-\beta-\eta)=(0.5,0.5,0,0)$ and substituting these choices of $\alpha, \beta$, and $\eta$ in (4.114). We can also set $\lambda=1$ so that the jammer does not use any source of local randomness when communication is not happening.

## Converse Proof

The converse proof is trivial, since it is not possible to communicate more than one bit in this channel.

Table 4.5. Joint probability distribution between $X$ and $S$

| $S_{1}$ | 0 | 1 |
| :---: | :---: | :---: |
| 0 | $\alpha$ | $\beta$ |
| 1 | $1-\alpha-\beta-\eta$ | $\eta$ |

## Noiseless Binary Multiplicative-Additive Channel

Consider a channel in which $X, Y, Z$, and $S$ are all binary and the innocent symbol is $x_{0}=0$ (See Fig. 4.15). The law of the channel is

$$
\begin{equation*}
Y=X \otimes S, \quad Z=X \oplus S \tag{4.115}
\end{equation*}
$$

Proposition 14. The covert capacity of the DMC depicted in Fig. 4.15 is lower bounded as

$$
\begin{equation*}
C_{\mathrm{CJ}-\mathrm{NC}}=C_{\mathrm{CJ}-\mathrm{C}}=1 \tag{4.116}
\end{equation*}
$$

Intuitively speaking, to satisfy the condition $P_{Z}=\Upsilon_{Z}$ the jammer can choose $S=X$ therefore $Y=X$ and $Z=0$ and the transmitter can communicate with rate $\max \mathbb{H}(X)=1$ with the receiver.

Proof. We prove Proposition 14 when the transmitter's codeword is available non-causally at the jammer, the proof when the transmitter's codeword is available causally at the jammer is similar and is omitted for the sake of brevity.

## Achievability Proof

Let the joint probability distribution between $X$ and $S_{1}$ is according to the Table 4.5, and $S_{2}$ be a Bernoulli random variable independent of $S_{1}$ and $X$ with parameter $\lambda \in \llbracket 0,1 \rrbracket$. Therefore,

$$
\begin{align*}
& P_{Z}(z=0)=P_{X, S_{1}}\left(x=0, s_{1}=0\right)+P_{X, S_{1}}\left(x=1, s_{1}=1\right)=\alpha+\eta,  \tag{4.117a}\\
& \Upsilon_{Z}(z=0)=P_{S_{2}}(s=0)=\lambda . \tag{4.117b}
\end{align*}
$$

Therefore, $P_{Z}=\Upsilon_{Z}$ implies $\alpha+\eta=\lambda$. Hence,

$$
\begin{align*}
\mathbb{I}_{P}\left(S_{1}, X ; Y\right) & =H_{P}(Y)=-\eta \log \eta-(1-\eta) \log (1-\eta)=\mathbb{H}_{b}(\eta)  \tag{4.118a}\\
\mathbb{I}_{P}\left(S_{1}, X ; Z\right) & =\mathbb{H}_{P}(Z)=-(\alpha+\eta) \log _{2}(\alpha+\eta)-(1-\alpha-\eta) \log _{2}(1-\alpha-\eta) \\
& =\mathbb{H}_{b}(\alpha+\eta)  \tag{4.118b}\\
\mathbb{H}_{P}(X) & =\mathbb{H}_{b}(\beta+\eta),  \tag{4.118c}\\
\mathbb{H}_{P}(Z \mid X) & =\mathbb{H}_{P}\left(S_{1} \mid X\right)=\mathbb{P}(X=0) \mathbb{H}_{P}\left(S_{1} \mid X=0\right)+\mathbb{P}(X=1) \mathbb{H}_{P}\left(S_{1} \mid X=1\right) \\
& =(1-\beta-\eta) \mathbb{H}_{b}\left(\frac{\alpha}{1-\beta-\eta}\right)+(\beta+\eta) \mathbb{H}_{b}\left(\frac{\beta}{\beta+\eta}\right)  \tag{4.118d}\\
\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right) & =\mathbb{H}_{\Upsilon}\left(S_{2}\right)=\mathbb{H}_{b}(\alpha+\eta) . \tag{4.118e}
\end{align*}
$$

The region in Proposition 14 is achieved by setting $(\alpha, \beta, \eta, 1-\alpha-\beta-\eta)=(0.5,0,0.5,0)$ and substituting these choices of $\alpha, \beta$, and $\eta$ in 4.118).

## Converse Proof

The converse proof is trivial, since it is not possible to communicate more than one bit for this channel.

## CHAPTER 5

## CONCLUSION

We have studied three problems. First, the multi-transmitter multicast problem in the presence of an external eavesdropper. We have studied this problem under the weak and the strong secrecy regime. For the weak secrecy regime the method of Chia and El Gamal has been extended to multi-transmitter case, showing that by using this method one can find the minimum randomness necessary to achieve secrecy. For the strong secrecy regime, we used OSRB and showed that the region derived by this method is a super set of the achievable region derived for the weak secrecy regime. We have also provided some examples where these bounds are optimal.

Second, we have studied keyless covert communication over state dependent channels, when the CSI is available either at the transmitter alone, or at both the transmitter and receiver, but not to the adversary (warden). Our results show the feasibility of covertly communicating with a positive rate without an externally shared key between the transmitter and the receiver. This is in stark contrast with the known results showing that in the absence of CSI, covert communication without a shared key is impossible at positive rates.

Third, we have studied covert communication in the presence of a cooperative jammer. We show that a cooperative jammer can facilitate the communication of positive covert rates, when the transmitter have non-causal or causal access to the jammer's channel input, the jammer have non-causal, causal, strictly-causal access to the transmitter's channel input, there is a shared secret key between all the legitimate terminals, or when the jammer transmits codewords independent of transmitter's codewords.

## APPENDIX A

## PROOF OF LEMMA 2

Let $N\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}\right)=\mid\left\{(k, \ell) \in \llbracket 1,2^{n S} \rrbracket \times \llbracket 1,2^{n T} \rrbracket:\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, U_{1}^{n}(k), V_{1}^{n}(\ell), Z^{n}\right) \in\right.$ $\left.\mathcal{T}_{\epsilon}^{(n)}\right\} \mid$. Next, let's define the following error events.

Let $E_{1}\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}\right)=1$ if $N\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}\right) \geq\left(1+\delta_{1}(\epsilon)\right) 2^{n\left(S+T-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta(\epsilon)\right)}$ and $E_{1}=0$ otherwise.

Let $E=0$ if $\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, U_{1}^{n}(K), V_{1}^{n}(L), Z^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}$ and $E_{1}\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}, K, L\right)=0$, and $E=1$ otherwise.

We now show that if $S \geq \mathbb{I}\left(U_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta(\epsilon), T \geq \mathbb{I}\left(V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta(\epsilon)$, and $S+T \geq \mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta(\epsilon)$, then $\mathbb{P}(E=1) \rightarrow 0$ as $n \rightarrow \infty$.

By the union bound we have

$$
\begin{equation*}
\mathbb{P}(E=1) \leq \mathbb{P}\left(\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, U_{1}^{n}(K), V_{1}^{n}(L), Z^{n}\right) \notin \mathcal{T}_{\epsilon}^{(n)}\right)+\mathbb{P}\left(E_{1}\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}, K, L\right)=1\right) \tag{A.1}
\end{equation*}
$$

The first term tends to zero by the main assumption of the Lemma.
We then partition the event $\left\{E_{1}=1\right\}$ based on the composition of the typical sequences $\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, U_{1}^{n}(k), V_{1}^{n}(\ell), Z^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}:$

- When all such typical sequences share the same $U_{1}^{n}(k)$, i.e., correspond to a single $k$.
- When all such typical sequences share the same $V_{1}^{n}(\ell)$, i.e., correspond to a single $\ell$.
- Neither of the above

As usual, each of the three partitioned $E_{1}$ events gives rise to one rate constraint. We discuss the first in detail; the remaining two follow similarly. Define $A\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, z^{n}\right)$ as the event $\left\{E_{1}\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}\right)=1\right\} \cap\left\{Z^{n}=z^{n}\right\}$,
$\mathbb{P}\left(E_{1}\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}\right)=1\right)$

$$
\begin{align*}
= & \sum_{\substack{\left(q^{n}, u_{0}^{n}, v_{0}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}}}\left[p\left(q^{n}\right) p\left(u_{0}^{n} \mid q^{n}\right) p\left(v_{0}^{n} \mid q^{n}\right) \times\right. \\
& \left.\mathbb{P}\left(\left(E_{1}\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}\right)=1\right) \mid Q^{n}=q^{n}, U_{0}^{n}=u_{0}^{n}, V_{0}^{n}=v_{0}^{n}\right)\right] \\
= & \sum_{\substack{\left(q^{n}, u_{0}^{n}, v_{0}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}\left(Q, U_{0}, V_{0}\right) \\
z^{n} \in \mathcal{T}_{\epsilon}^{(n)}\left(Z \mid Q, U_{0}, V_{0}\right)}} p\left(q^{n}\right) p\left(u_{0}^{n} \mid q^{n}\right) p\left(v_{0}^{n} \mid q^{n}\right) \mathbb{P}\left(A\left(q^{n}, u_{0}^{n}, v_{0}^{n}, z^{n}\right) \mid Q^{n}=q^{n}, U_{0}^{n}=u_{0}^{n}, V_{0}^{n}=v_{0}^{n}\right) \\
\leq & \sum_{\substack{\left(q^{n}, u_{0}^{n}, v_{0}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}\left(Q, U_{0}, V_{0}\right)}} p\left(q^{n}\right) p\left(u_{0}^{n} \mid q^{n}\right) p\left(v_{0}^{n} \mid q^{n}\right) \sum_{z^{n} \in \mathcal{T}_{\epsilon}^{(n)}\left(Z \mid Q, U_{0}, V_{0}\right)} \mathbb{P}\left(\left(E_{1}\left(q^{n}, u_{0}^{n}, v_{0}^{n}, z^{n}\right)=1\right)\right. \\
& \left.\mid Q^{n}=q^{n}, U_{0}^{n}=u_{0}^{n}, V_{0}^{n}=v_{0}^{n}\right) . \tag{A.2}
\end{align*}
$$

Then,

$$
\begin{aligned}
& \mathbb{P}\left(E_{1}\left(q^{n}, u_{0}^{n}, v_{0}^{n}, z^{n}\right)=1 \mid Q^{n}=q^{n}, U_{0}^{n}=u_{0}^{n}, V_{0}^{n}=v_{0}^{n}\right)= \\
& \mathbb{P}\left(N\left(q^{n}, u_{0}^{n}, v_{0}^{n}, z^{n}\right) \geq\left(1+\delta_{1}(\epsilon)\right) 2^{n\left(T-\mathbb{I}\left(V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta(\epsilon)\right)}\right) .
\end{aligned}
$$

Define $X_{\ell}=1$ if $\left(q^{n}, u_{0}^{n}, v_{0}^{n}, V_{1}^{n}(\ell), z^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}$ and 0 otherwise. Here, $X_{\ell}, \ell \in \llbracket 1,2^{n T} \rrbracket$, are i.i.d. Bernoulli- $\alpha$ random variables, where

$$
2^{-n\left(\mathbb{I}\left(V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta(\epsilon)\right)} \leq \alpha \leq 2^{-n\left(\mathbb{I}\left(V_{1} ; Z \mid Q, U_{0}, V_{0}\right)-\delta(\epsilon)\right)}
$$

Then

$$
\begin{aligned}
& \mathbb{P}\left(N\left(q^{n}, u_{0}^{n}, v_{0}^{n}, z^{n}\right) \geq\left(1+\delta_{1}(\epsilon)\right) 2^{n\left(T-\mathbb{I}\left(V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta(\epsilon)\right)} \mid Q^{n}=q^{n}, U_{0}^{n}=u_{0}^{n}, V_{0}^{n}=v_{0}^{n}\right) \leq \\
& \mathbb{P}\left(\sum_{\ell=1}^{2^{n T}} X_{\ell} \geq\left(1+\delta_{1}(\epsilon)\right) 2^{n T} \alpha \mid Q^{n}=q^{n}, U_{0}^{n}=u_{0}^{n}, V_{0}^{n}=v_{0}^{n}\right) .
\end{aligned}
$$

Applying the Chernoff Bound (e.g., see [85, Appendix B]), leads to

$$
\begin{align*}
& \mathbb{P}\left(\sum_{\ell=1}^{2^{n T}} X_{\ell} \geq\left(1+\delta_{1}(\epsilon)\right) 2^{n T} \alpha \mid Q^{n}=q^{n}, U_{0}^{n}=u_{0}^{n}, V_{0}^{n}=v_{0}^{n}\right) \\
& \leq \exp \left(-2^{n T} \alpha \delta_{1}^{2}(\epsilon) / 4\right) \\
& \leq \exp \left(-2^{n\left(T-\mathbb{I}\left(V_{1} ; Z \mid Q, U_{0}, V_{0}\right)-\delta(\epsilon)\right)} \delta_{1}^{2}(\epsilon) / 4\right) . \tag{A.3}
\end{align*}
$$

Therefore,

$$
\begin{align*}
& \mathbb{P}\left(E_{1}\left(Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}\right)=1\right) \\
& \leq \sum_{\left(q^{n}, u_{0}^{n}, v_{0}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}} p\left(q^{n}\right) p\left(u_{0}^{n} \mid q^{n}\right) p\left(v_{0}^{n} \mid q^{n}\right) \sum_{z^{n} \in \mathcal{T}_{\epsilon}^{(n)}\left(Z \mid Q, U_{0}, V_{0}\right)} \exp \left(-2^{n\left(T-\mathbb{I}\left(V_{1} ; Z \mid Q, U_{0}, V_{0}\right)-\delta(\epsilon)\right)} \delta_{1}^{2}(\epsilon) / 4\right) \\
& \leq 2^{n \log \mid \mathcal{Z |}} \exp \left(-2^{n\left(T-\mathbb{I}\left(V_{1} ; Z \mid Q, U_{0}, V_{0}\right)-\delta(\epsilon)\right)} \delta_{1}^{2}(\epsilon) / 4\right) \tag{A.4}
\end{align*}
$$

which tends to zero as $n \rightarrow \infty$ if $T \geq \mathbb{I}\left(V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta(\epsilon)$.
Similarly, the bounding of error probability for the second and third partition of $E_{1}$ (please see above) will give rise to the rate constraints $S \geq \mathbb{I}\left(U_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta(\epsilon)$, and $S+T \geq \mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta(\epsilon)$, respectively. Details are omitted for brevity.

Finally, we bound $\mathbb{H}\left(L, K \mid Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}, \mathcal{C}\right)$ as follows:

$$
\begin{align*}
& \mathbb{H}\left(L, K, E \mid Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}, C\right) \\
& \leq 1+\mathbb{P}(E=1) \mathbb{H}\left(L, K \mid E=1, Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}, C\right) \\
& \quad+\mathbb{P}(E=0) \mathbb{H}\left(L, K \mid E=0, Q^{n}, U_{0}^{n}, V_{0}^{n}, Z^{n}, C\right) \\
& \leq 1+\mathbb{P}(E=1) n(S+T)+\log \left(\left(1+\delta_{1}(\epsilon)\right) 2^{n\left(S+T-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta(\epsilon)\right)}\right) \\
& \leq n\left(S+T-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\delta_{2}(\epsilon)\right) . \tag{A.5}
\end{align*}
$$

## APPENDIX B

## MAC-WTC UNDER RANDOMNESS CONSTRAINT

It is well-known that a stochastic encoding is required to avoid leaking information about the transmitted confidential messages to an eavesdropper. Here, a new achievability technique for characterizing the trade-off between the rate of the random number to realize the stochastic encoding and the communication rates in multiple access wiretap channel, by employing a variation of superposition coding, is presented.

Consider a MAC-WTC $\left(\mathcal{X}_{1}, \mathcal{X}_{2}, p\left(y, z \mid x_{1}, x_{2}\right), \mathcal{Y}, \mathcal{Z}\right)$, in which $\mathcal{X}_{1}, \mathcal{X}_{2}$ are finite input alphabets and $\mathcal{Y}$ and $\mathcal{Z}$ are finite output alphabets at the legitimate receiver and the eavesdropper, respectively (as depicted in Fig. B.1). In this problem, each transmitter sends a confidential message which is supposed to be decoded by the legitimate receiver and must be kept secret from the eavesdropper. Furthermore, for stochastic encoding, Encoder 1 and Encoder 2 are allowed to use a limited amount of randomness. Thus, we are interested in the trade-off between the rate of randomness, and the rates of confidential messages.

Definition 11. $A\left(M_{1, n}, M_{2, n}, n\right)$ code for the considered model (Fig.B.1) consists of the following:
i) Two message sets $\mathcal{W}_{i}=\llbracket 1, M_{i, n} \rrbracket, i=1,2$, from which independent messages $W_{1}$ and $W_{2}$ are drawn uniformly distributed over their respective sets. Also, Two dummy message sets $\mathcal{A}_{i}=\llbracket 1, M_{i, n}^{\prime} \rrbracket, i=1,2$, from which independent dummy messages $A_{1}$ and $A_{2}$ are drawn uniformly distributed over their respective sets.
ii) Deterministic encoders $f_{i, n}, i=1,2$, are defined by function $f_{i, n}: \mathcal{W}_{i} \times \mathcal{A}_{i} \rightarrow \mathcal{X}_{i}^{n}$.
iii) A decoding function $\phi: \mathcal{Y}^{n} \rightarrow \mathcal{W}_{1} \times \mathcal{W}_{2}$ that assigns $\left(\hat{w}_{1}, \hat{w}_{2}\right) \in \llbracket 1, M_{1, n} \rrbracket \times \llbracket 1, M_{2, n} \rrbracket$ to the received sequence $y^{n}$.


Figure B.1. Multiple access wiretap channel with deterministic encoders
The probability of error is given by:

$$
\begin{equation*}
P_{e} \triangleq \mathbb{P}\left(\left\{\left(\hat{W}_{1}, \hat{W}_{2}\right) \neq\left(w_{1}, w_{2}\right)\right\}\right) . \tag{B.1}
\end{equation*}
$$

Definition $12(68])$. A quadruple $\left(R_{1}, R_{d_{1}}, R_{2}, R_{d_{2}}\right)$ is achievable under weak secrecy if there exists a sequence of ( $\left.M_{1, n}, M_{2, n}, M_{1, n}^{\prime}, M_{2, n}^{\prime}, n\right)$ codes with $M_{1, n} \geq 2^{n R_{1}}, M_{2, n} \geq 2^{n R_{2}}, M_{1, n}^{\prime} \leq$ $2^{n R_{d_{1}}}, M_{2, n}^{\prime} \leq 2^{n R_{d_{2}}}$, so that $P_{e} \underset{n \rightarrow \infty}{\longrightarrow} 0$ and

$$
\begin{equation*}
\frac{1}{n} \mathbb{I}\left(W_{1}, W_{2} ; Z^{n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{B.2}
\end{equation*}
$$

Theorem 37. An inner bound on the secrecy capacity region of the multiple access wiretap channel is given by the set of non-negative quadruple $\left(R_{1}, R_{d_{1}}, R_{2}, R_{d_{2}}\right)$ such that

$$
\begin{align*}
R_{1} & \leq \mathbb{I}(U ; Y \mid Q, V)-\mathbb{I}(U ; Z \mid Q),  \tag{B.3}\\
R_{2} & \leq \mathbb{I}(V ; Y \mid Q, U)-\mathbb{I}(V ; Z \mid Q),  \tag{B.4}\\
R_{1}+R_{2} & \leq \mathbb{I}(U, V ; Y \mid Q)-\mathbb{I}(U, V ; Z \mid Q),  \tag{B.5}\\
R_{d_{1}} & \geq \mathbb{I}(U ; Z \mid Q)+\mathbb{I}\left(X_{1} ; Z \mid Q, U, V\right),  \tag{B.6}\\
R_{d_{2}} & \geq \mathbb{I}(V ; Z \mid Q)+\mathbb{I}\left(X_{2} ; Z \mid Q, U, V\right),  \tag{B.7}\\
R_{d_{1}}+R_{d_{2}} & \geq \mathbb{I}(U, V ; Z \mid Q)+\mathbb{I}\left(X_{1}, X_{2} ; Z \mid Q, U, V\right), \tag{B.8}
\end{align*}
$$

for some

$$
\begin{equation*}
p(q) p(u \mid q) p(v \mid q) p\left(x_{1} \mid u\right) p\left(x_{2} \mid v\right) p\left(y, z \mid x_{1}, x_{2}\right) . \tag{B.9}
\end{equation*}
$$

Remark 30. By setting $U=X_{1}, V=X_{2}$, and by taking sufficiently large $R_{d_{1}}$ and $R_{d_{2}}$, the result in Theorem 37 reduces to the achievable rate region of multiple access wiretap channel without common message [21, 22, 23].

Remark 31. By setting $X_{2}=\emptyset$ and $V=\emptyset$ (or $X_{1}=\emptyset$ and $U=\emptyset$ ), the result in Theorem 37 reduces to the capacity rate region of broadcast channel with confidential messages under randomness constraint in [16, Corollary 11].

Proof. Rate Splitting: Divide the dummy message $A_{1}$ into independent dummy messages $A_{1,1} \in \llbracket 1,2^{n R_{1,1}} \rrbracket$ and $A_{1,2} \in \llbracket 1,2^{n R_{1,2}} \rrbracket$. Also, divide the dummy message $A_{2}$ into independent dummy messages $A_{2,1} \in \llbracket 1,2^{n R_{2,1}} \rrbracket$ and $A_{2,2} \in \llbracket 1,2^{n R_{2,2}} \rrbracket$. Therefore, $R_{d_{1}}=R_{1,1}+R_{1,2}$ and $R_{d_{2}}=R_{2,1}+R_{2,2}$.

Codebook Generation: Fix $p(q), p(u \mid q), p(v \mid q), p\left(x_{1} \mid u\right), p\left(x_{2} \mid v\right)$, and $\epsilon>0$. Randomly and independently generate a typical sequence $q^{n}$ according to $p\left(q^{n}\right)=\prod_{i=1}^{n} p\left(q_{i}\right)$. We suppose that all the terminals know $q^{n}$.
i) Generate $2^{n\left(R_{1}+R_{1,1}\right)}$ sequences according to $\prod_{i=1}^{n} p_{U \mid Q}\left(u_{i} \mid q_{i}\right)$. Then, randomly bin these $2^{n\left(R_{1}+R_{1,1}\right)}$ sequences into $2^{n R_{1}}$ bins. We index these sequences as $u^{n}\left(w_{1}, a_{1,1}\right)$. For each $\left(w_{1}, a_{1,1}\right)$, generate $2^{n R_{1,2}}$ codewords $x_{1}^{n}\left(w_{1}, a_{1,1}, a_{1,2}\right)$ each according to $\prod_{i=1}^{n} p_{X_{1} \mid U}\left(x_{1, i} \mid u_{i}\right)$.
ii) Generate $2^{n\left(R_{2}+R_{2,1}\right)}$ sequences according to $\prod_{i=1}^{n} p_{V \mid Q}\left(v_{i} \mid q_{i}\right)$. Then, randomly bin these $2^{n\left(R_{2}+R_{2,1}\right)}$ sequences into $2^{n R_{2}}$ bins. We index these sequences as $v^{n}\left(w_{2}, a_{2,1}\right)$. For each $\left(w_{2}, a_{2,1}\right)$, generate $2^{n R_{2,2}}$ codewords $x_{1}^{n}\left(w_{2}, a_{2,1}, a_{2,2}\right)$ each according to $\prod_{i=1}^{n} p_{X_{2} \mid V}\left(x_{2, i} \mid v_{i}\right)$.

Encoding: To send the message $w_{1}$, the Encoder 1 splits $a_{1}$ into ( $a_{1,1}, a_{1,2}$ ), and chooses $u^{n}\left(w_{1}, a_{1,1}\right)$. Then it chooses codeword $x_{1}^{n}\left(w_{1}, a_{1,1}, a_{1,2}\right)$ and send it over the channel.

To send the message $w_{2}$, the Encoder 2 splits $a_{2}$ into ( $a_{2,1}, a_{2,2}$ ), and chooses $v^{n}\left(w_{2}, a_{2,1}\right)$. Then it chooses codeword $x_{2}^{n}\left(w_{2}, a_{2,1}, a_{2,2}\right)$ and send it over the channel.

## Decoding and Error Probability Analysis:

- Decoder decodes $\left(w_{1}, w_{2}\right)$ by finding a unique pair $\left(w_{1}, w_{2}\right)$ such that $\left(q^{n}, u^{n}\left(w_{1}, a_{1,1}\right), v^{n}\left(w_{2}, a_{2,1}\right), y^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}\left(p_{U, V, Y}\right)$ for some $\left(a_{1,1}, a_{2,1}\right)$. The probability of error for Receiver goes to zero as $n \rightarrow \infty$ if we choose [85]

$$
\begin{align*}
& R_{1}+R_{1,1} \leq \mathbb{I}(U ; Y \mid Q, V)-\epsilon,  \tag{B.10}\\
& R_{2}+R_{2,1} \leq \mathbb{I}(V ; Y \mid Q, U)-\epsilon,  \tag{B.11}\\
& R_{1}+R_{1,1}+R_{2}+R_{2,1} \leq \mathbb{I}(U, V ; Y \mid Q)-\epsilon \tag{B.12}
\end{align*}
$$

Equivocation Calculation: We analyze mutual information between ( $W_{1}, W_{2}$ ) and $Z^{n}$, averaged over all random codebooks,

$$
\begin{align*}
& \mathbb{I}\left(W_{1}, W_{2} ; Z^{n} \mid Q^{n}, \mathcal{C}\right) \\
&= \mathbb{I}\left(W_{1}, W_{2}, A_{1,1}, A_{1,2}, A_{2,1}, A_{2,2} ; Z^{n} \mid Q^{n}, \mathcal{C}\right)-\mathbb{I}\left(A_{1,1}, A_{1,2}, A_{2,1}, A_{2,2} ; Z^{n} \mid W_{1}, W_{2}, Q^{n}, \mathcal{C}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(W_{1}, W_{2}, A_{1,1}, A_{1,2}, A_{2,1}, A_{2,2}, X_{1}^{n}, X_{2}^{n} ; Z^{n} \mid Q^{n}, \mathcal{C}\right)-\mathbb{I}\left(A_{1,1}, A_{1,2}, A_{2,1}, A_{2,2} ; Z^{n} \mid W_{1}, W_{2}, Q^{n}, \mathcal{C}\right) \\
& \stackrel{(b)}{=} \mathbb{I}\left(X_{1}^{n}, X_{2}^{n} ; Z^{n} \mid Q^{n}, \mathcal{C}\right)-\mathbb{I}\left(A_{1,1}, A_{1,2}, A_{2,1}, A_{2,2} ; Z^{n} \mid W_{1}, W_{2}, Q^{n}, \mathcal{C}\right) \\
&= \mathbb{I}\left(X_{1}^{n}, X_{2}^{n} ; Z^{n} \mid Q^{n}, \mathcal{C}\right)-\mathbb{I}\left(A_{1,1}, A_{2,1} ; Z^{n} \mid W_{1}, W_{2}, Q^{n}, \mathcal{C}\right) \\
&-\mathbb{I}\left(A_{1,2}, A_{2,2} ; Z^{n} \mid W_{1}, W_{2}, A_{1,1}, A_{1,2}, Q^{n}, \mathcal{C}\right) \\
&= \mathbb{I}\left(X_{1}^{n}, X_{2}^{n} ; Z^{n} \mid Q^{n}, \mathcal{C}\right)-\mathbb{H}\left(A_{1,1}, A_{2,1} \mid W_{1}, W_{2}, Q^{n}, \mathcal{C}\right)+\mathbb{H}\left(A_{1,1}, A_{2,1} \mid W_{1}, W_{2}, Z^{n}, Q^{n}, \mathcal{C}\right) \\
&-\mathbb{H}\left(A_{1,2}, A_{2,2} \mid W_{1}, W_{2}, A_{1,1}, A_{2,1}, Q^{n}, \mathcal{C}\right)+\mathbb{H}\left(A_{1,2}, A_{2,2} \mid W_{1}, W_{2}, A_{1,1}, A_{2,1}, Z^{n}, Q^{n}, \mathcal{C}\right), \tag{B.13}
\end{align*}
$$

where $(a)$ is due to $X_{1}^{n}$ and $X_{2}^{n}$ are deterministic functions of ( $W_{1}, A_{1,1}, A_{1,2}$ ) and ( $W_{2}, A_{2,1}, A_{2,2}$ ), respectively. Also, $(b)$ is due to the fact that, given $X_{1}^{n}$ and $X_{2}^{n}$, the indices $W_{1}, W_{2}, A_{1,1}, A_{1,2}, A_{2,1}$, and $A_{2,2}$ are uniquely determined.

The first term in $(\overline{\mathrm{B} .13})$ is bounded as:

$$
\begin{equation*}
\mathbb{I}\left(X_{1}^{n}, X_{2}^{n} ; Z^{n} \mid Q^{n}, \mathcal{C}\right) \leq n \mathbb{I}\left(X_{1}, X_{2} ; Z \mid Q\right)+n \epsilon \tag{B.14}
\end{equation*}
$$

where $\epsilon \underset{n \rightarrow \infty}{\longrightarrow} 0$ similar to [85].
For the second term in (B.13) we have

$$
\begin{equation*}
\mathbb{H}\left(A_{1,1}, A_{2,1} \mid W_{1}, W_{2}, Q^{n}, \mathcal{C}\right)=n\left(R_{1,1}+R_{2,1}\right) . \tag{B.15}
\end{equation*}
$$

For the third term, substituting $U_{0} \leftarrow Q, V_{0} \leftarrow Q, U_{1} \leftarrow U$, and $V_{1} \leftarrow V$ in Lemma 2 result that if $\mathbb{P}\left(\left(Q^{n}, U^{n}\left(W_{1}, A_{1,1}\right), V^{n}\left(W_{2}, A_{2,1}\right), Z^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}\right) \underset{n \rightarrow \infty}{\longrightarrow} 1$ and

$$
\begin{align*}
R_{1,1} & \geq \mathbb{I}(U ; Z \mid Q)+\epsilon,  \tag{B.16}\\
R_{2,1} & \geq \mathbb{I}(V ; Z \mid Q)+\epsilon,  \tag{B.17}\\
R_{1,1}+R_{2,1} & \geq \mathbb{I}(U, V ; Z \mid Q)+\epsilon \tag{B.18}
\end{align*}
$$

Then,

$$
\begin{equation*}
\mathbb{H}\left(A_{1,1}, A_{2,1} \mid W_{1}, W_{2}, Z^{n}, Q^{n}, \mathcal{C}\right) \leq n\left(R_{1,1}+R_{2,1}-\mathbb{I}(U, V ; Z \mid Q)+\epsilon\right) \tag{B.19}
\end{equation*}
$$

Here, this condition holds because

$$
\begin{equation*}
\mathbb{P}\left(\left(Q^{n}, U^{n}\left(W_{1}, A_{1,1}\right), X_{1}^{n}\left(W_{1}, A_{1,1}, A_{1,2}\right), V^{n}\left(W_{2}, A_{2,1}\right), X_{2}^{n}\left(W_{2}, A_{2,1}, A_{2,2}\right), Z^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}\right) \underset{n \rightarrow \infty}{\longrightarrow} 1 \tag{B.20}
\end{equation*}
$$

To bound the fourth term in (B.13), we have

$$
\begin{equation*}
\mathbb{H}\left(A_{1,2}, A_{2,2} \mid W_{1}, W_{2}, A_{1,1}, A_{2,1}, Q^{n}, \mathcal{C}\right)=n\left(R_{1,2}+R_{2,2}\right) \tag{B.21}
\end{equation*}
$$

Now, we bound the last term in (B.13) by applying Lemma 2 ,

$$
\begin{equation*}
\mathbb{H}\left(A_{1,2}, A_{2,2} \mid W_{1}, W_{2}, A_{1,1}, A_{2,1}, Z^{n}, Q^{n}, \mathcal{C}\right) \leq n\left(R_{1,2}+R_{2,2}-\mathbb{I}\left(X_{1}, X_{2} ; Z \mid Q, U, V\right)+\epsilon\right), \tag{B.22}
\end{equation*}
$$

if (B.20) holds and

$$
\begin{equation*}
R_{1,2} \geq \mathbb{I}\left(X_{1} ; Z \mid Q, U, V\right)+\epsilon \tag{B.23}
\end{equation*}
$$

$$
\begin{align*}
R_{2,2} & \geq \mathbb{I}\left(X_{2} ; Z \mid Q, U, V\right)+\epsilon  \tag{B.24}\\
R_{1,2}+R_{2,2} & \geq \mathbb{I}\left(X_{1}, X_{2} ; Z \mid Q, U, V\right)+\epsilon \tag{B.25}
\end{align*}
$$

Substituting (B.14), (B.15), (B.19), (B.21), and (B.22) into (B.13) yields

$$
\begin{align*}
& \mathbb{I}\left(W_{1}, W_{2} ; Z^{n} \mid Q^{n}, \mathcal{C}\right) \leq n \mathbb{I}\left(X_{1}, X_{2} ; Z \mid Q\right)-n\left(R_{1,1}+R_{2,1}\right) \\
& +n\left(R_{1,1}+R_{2,1}-\mathbb{I}(U, V ; Z \mid Q)+\epsilon\right)-n\left(R_{1,2}+R_{2,2}\right) \\
& +n\left(R_{1,2}+R_{2,2}-\mathbb{I}\left(X_{1}, X_{2} ; Z \mid Q, U, V\right)+\epsilon\right) \tag{B.26}
\end{align*}
$$

Therefore $\mathbb{I}\left(W_{1}, W_{2} ; Z^{n} \mid Q^{n}, \mathcal{C}\right) \leq 2 n \epsilon$. By applying the Fourier-Motzkin procedure [71] to (B.10)-(B.12), (B.16)-(B.18), (B.23)-(B.25), $R_{d_{1}}=R_{1,1}+R_{1,2}$, and $R_{d_{2}}=R_{2,1}+R_{2,2}$ we obtain the region in Theorem 37 .

## APPENDIX C

## PROOF OF THEOREM 1

The coding scheme is based on superposition coding, Wyner's random binning [1], Marton coding, and applying indirect decoding [11].

The random code generation is as follows:
Fix $p(q), p\left(u_{0} \mid q\right), p\left(u_{1}, u_{2} \mid u_{0}\right), p\left(v_{0} \mid q\right), p\left(v_{1}, v_{2} \mid v_{0}\right), p\left(x_{1} \mid u_{0}, u_{1}, u_{2}\right), p\left(x_{2} \mid v_{0}, v_{1}, v_{2}\right), \epsilon_{1}<$ $\min \left\{\epsilon^{\prime}, \epsilon^{\prime \prime}\right\}$, and $\epsilon_{2}<\min \left\{\epsilon^{\prime}, \epsilon^{\prime \prime}\right\}$.

Codebook Generation: Randomly and independently generate a typical sequence $q^{n}$ according to $p\left(q^{n}\right)=\prod_{i=1}^{n} p\left(q_{i}\right)$. We suppose that all the terminals know $q^{n}$.
i) Generate $2^{n \tilde{R}_{1}}$ codewords $u_{0}^{n}\left(\ell_{0}\right)$ each according to $\prod_{i=1}^{n} p_{U_{0} \mid Q}\left(u_{0, i} \mid q_{i}\right)$. Then, randomly bin the $2^{n \tilde{R}_{1}}$ codewords into $2^{n R_{1}}$ bins, $\mathcal{B}\left(w_{1}\right)$, $w_{1} \in \llbracket 1,2^{n R_{1}} \rrbracket$. For each $\ell_{0}$, generate $2^{n \rho_{1}}$ codewords $u_{1}^{n}\left(\ell_{0}, t_{1}\right)$ each according to $\prod_{i=1}^{n} p_{U_{1} \mid U_{0}}\left(u_{1, i} \mid u_{0, i}\right)$. Then, randomly bin the $2^{n \rho_{1}}$ codewords into $2^{n \rho_{1}^{\prime}}$ bins, $\mathcal{B}\left(\ell_{0}, \ell_{1}\right), \ell_{1} \in \llbracket 1,2^{n \rho_{1}^{\prime}} \rrbracket$. Similarly, for each $\ell_{0}$, generate $2^{n \tilde{\rho}_{1}}$ codewords $u_{2}^{n}\left(\ell_{0}, t_{2}\right)$ each according to $\prod_{i=1}^{n} p_{U_{2} \mid U_{0}}\left(u_{2, i} \mid u_{0, i}\right)$. Then, randomly bin the $2^{n \tilde{\rho}_{1}}$ codewords into $2^{n \tilde{\rho}_{1}^{\prime}}$ bins, $\mathcal{B}\left(\ell_{0}, \ell_{2}\right), \ell_{2} \in \llbracket 1,2^{n \tilde{\rho}_{1}} \rrbracket$.
ii) Similarly, generate $2^{n \tilde{R}_{2}}$ codewords $v_{0}^{n}\left(\ell_{0}^{\prime}\right)$ each according to $\prod_{i=1}^{n} p_{V_{0} \mid Q}\left(v_{0, i} \mid q_{i}\right)$. Then, randomly bin the $2^{n \tilde{R}_{2}}$ codewords into $2^{n R_{2}}$ bins, $\mathcal{B}\left(w_{2}\right), w_{2} \in \llbracket 1,2^{n R_{2}} \rrbracket$. For each $\ell_{0}^{\prime}$, generate $2^{n \rho_{2}}$ codewords $v_{1}^{n}\left(\ell_{0}^{\prime}, s_{1}\right)$ each according to $\prod_{i=1}^{n} p_{V_{1} \mid V_{0}}\left(v_{1, i} \mid v_{0, i}\right)$. Then, randomly bin the $2^{n \rho_{2}}$ codewords into $2^{n \rho_{2}^{\prime}}$ bins, $\mathcal{B}\left(\ell_{0}^{\prime}, \ell_{1}^{\prime}\right), \ell_{1}^{\prime} \in \llbracket 1,2^{n \rho_{2}^{\prime}} \rrbracket$. Similarly, for each $\ell_{0}^{\prime}$, generate $2^{n \tilde{\rho}_{2}}$ codewords $v_{2}^{n}\left(\ell_{0}^{\prime}, s_{2}\right)$ each according to $\prod_{i=1}^{n} p_{V_{2} \mid V_{0}}\left(v_{2, i} \mid v_{0, i}\right)$. Then, randomly bin the $2^{n \tilde{\rho}_{2}}$ codewords into $2^{n \tilde{\rho}_{2}^{\prime}}$ bins, $\mathcal{B}\left(\ell_{0}^{\prime}, \ell_{2}^{\prime}\right), \ell_{2}^{\prime} \in \llbracket 1,2^{n \tilde{\rho}_{2}^{\prime}} \rrbracket$.

Encoding: To send the message $w_{1}$, the encoder $f_{1}$ first uniformly chooses the index $L_{0} \in$ $\mathcal{B}\left(w_{1}\right)$. Then, it uniformly chooses a pair of indices $\left(L_{1}, L_{2}\right)$ and selects a jointly typical sequence pair $\left(u_{1}^{n}\left(L_{0}, t_{1}\left(L_{0}, L_{1}\right)\right), u_{2}^{n}\left(L_{0}, t_{2}\left(L_{0}, L_{1}\right)\right)\right) \in \mathcal{T}_{\epsilon_{1}}^{(n)}\left(U_{1}, U_{2} \mid U_{0}\right)$ in the product bin.

If the encoder $f_{1}$ finds more than one such pair, then it chooses one of them uniformly at random. We have an error if there is no such pair, in which the encoder $f_{1}$ uniformly at random chooses $t_{1} \in \mathcal{B}\left(L_{0}, L_{1}\right), t_{2} \in \mathcal{B}\left(L_{0}, L_{2}\right)$. The error probability of the last event approaches to zero as $n \rightarrow \infty$, if [86]

$$
\begin{equation*}
\rho_{1}^{\prime}+\tilde{\rho}_{1}^{\prime} \leq \rho_{1}+\tilde{\rho}_{1}-\mathbb{I}\left(U_{1} ; U_{2} \mid U_{0}\right)-\epsilon_{1} . \tag{C.1}
\end{equation*}
$$

Finally, the encoder $f_{1}$ generates a sequence $X_{1}^{n}$ at random according to $\prod_{i=1}^{n} p\left(x_{1, i} \mid u_{0, i}, u_{1, i}, u_{2, i}\right)$. Encoder 2 proceeds similarly to encode $w_{2}$ and sends codeword $X_{2}^{n}$. The probability of not finding a jointly typical sequence pair $\left(v_{1}^{n}\left(L_{0}^{\prime}, s_{1}\left(L_{0}^{\prime}, L_{1}^{\prime}\right)\right), v_{2}^{n}\left(L_{0}^{\prime}, s_{2}\left(L_{0}^{\prime}, L_{1}^{\prime}\right)\right)\right) \in \mathcal{T}_{\epsilon_{2}}^{(n)}\left(V_{1}, V_{2} \mid V_{0}\right)$ in the product bin approaches to zero as $n \rightarrow \infty$, if [86]

$$
\begin{equation*}
\rho_{2}^{\prime}+\tilde{\rho}_{2}^{\prime} \leq \rho_{2}+\tilde{\rho}_{2}-\mathbb{I}\left(V_{1} ; V_{2} \mid V_{0}\right)-\epsilon_{2} . \tag{C.2}
\end{equation*}
$$

## Decoding and Error Probability Analysis:

- Let $\left(W_{1}, L_{0}, T_{1}\right)$ and $\left(W_{2}, L_{0}^{\prime}, S_{1}\right)$ denote the transmitted indices by the first and second transmitter, respectively, and let $\left(\hat{W}_{1}, \hat{L}_{0}, \hat{T}_{1}\right)$ and ( $\hat{W}_{2}, \hat{L}_{0}^{\prime}, \hat{S}_{1}$ ) denote the corresponding decoded messages by the first receiver, respectively. Receiver 1 decodes $\left(L_{0}, L_{0}^{\prime}\right)$ and therefore $\left(w_{1}, w_{2}\right)$ indirectly by finding a unique pair ( $\left.\hat{\ell}_{0}, \hat{\ell}_{0}^{\prime}\right)$ such that $\left(q^{n}, u_{0}^{n}\left(\hat{\ell}_{0}\right), u_{1}^{n}\left(\hat{\ell}_{0}, t_{1}\right), v_{0}^{n}\left(\hat{\ell}_{0}^{\prime}\right), v_{1}^{n}\left(\hat{\ell}_{0}^{\prime}, s_{1}\right), y_{1}^{n}\right) \in \mathcal{T}_{\epsilon^{\prime}}^{(n)}\left(U_{0}, U_{1}, V_{0}, V_{1}, Y_{1}\right)$ for some $t_{1} \in \llbracket 1,2^{n \rho_{1}} \rrbracket$ and $s_{1} \in \llbracket 1,2^{n \rho_{2}} \rrbracket$. The idea of indirect decoding for the situation that there is just one transmitter is shown in Fig. C.1. The error event $\left(\hat{W}_{1}, \hat{W}_{1}\right) \neq\left(W_{1}, W_{1}\right)$ occurs only if at least one of the following events occurs:

$$
\begin{align*}
& \mathcal{E}_{1}=\left\{\left(Q^{n}, U_{0}^{n}\left(\ell_{0}\right), U_{1}^{n}\left(\ell_{0}, t_{1}\right), V_{0}^{n}\left(\ell_{0}^{\prime}\right), V_{1}^{n}\left(\ell_{0}^{\prime}, s_{1}\right), Y_{1}^{n}\right) \notin \mathcal{T}_{\epsilon}^{(n)}\right\},  \tag{C.3}\\
& \mathcal{E}_{2}=\left\{\left(Q^{n}, U_{0}^{n}\left(\hat{\ell}_{0}\right), U_{1}^{n}\left(\hat{\ell}_{0}, \hat{t}_{1}\right), V_{0}^{n}\left(\ell_{0}^{\prime}\right), V_{1}^{n}\left(\ell_{0}^{\prime}, s_{1}\right), Y_{1}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)} \text { for some } \hat{\ell}_{0} \neq \ell_{0}, \hat{t}_{1}\right\} \tag{C.4}
\end{align*}
$$



Figure C.1. Codebook structure and indirect decoding for $u_{0}^{n}(1)$ via $u_{1}^{n}\left(1, t_{1}\right)$ and $u_{2}^{n}\left(1, t_{2}\right)$ for the situation that there is just one transmitter.

$$
\begin{align*}
\mathcal{E}_{3}= & \left\{\left(Q^{n}, U_{0}^{n}\left(\ell_{0}\right), U_{1}^{n}\left(\ell_{0}, t_{1}\right), V_{0}^{n}\left(\hat{\ell}_{0}^{\prime}\right), V_{1}^{n}\left(\hat{\ell}_{0}^{\prime}, \hat{s}_{1}\right), Y_{1}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)} \text { for some } \hat{\ell}_{0}^{\prime} \neq \ell_{0}^{\prime}, \hat{s}_{1}\right\}  \tag{C.5}\\
\mathcal{E}_{4}= & \left\{\left(Q^{n}, U_{0}^{n}\left(\hat{\ell}_{0}\right), U_{1}^{n}\left(\hat{\ell}_{0}, \hat{t}_{1}\right), V_{0}^{n}\left(\ell_{0}^{\prime}\right), V_{1}^{n}\left(\ell_{0}^{\prime}, \hat{s}_{1}\right),\right.\right. \\
& \left.\left.Y_{1}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)} \text { for some } \hat{\ell}_{0} \neq \ell_{0}, \hat{t}_{1}, \hat{s}_{1} \neq s_{1}\right\}  \tag{C.6}\\
\mathcal{E}_{5}= & \left\{\left(Q^{n}, U_{0}^{n}\left(\ell_{0}\right), U_{1}^{n}\left(\ell_{0}, \hat{t}_{1}\right), V_{0}^{n}\left(\hat{\ell}_{0}^{\prime}\right), V_{1}^{n}\left(\hat{\ell}_{0}^{\prime}, \hat{s}_{1}\right),\right.\right. \\
& \left.\left.Y_{1}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)} \text { for some } \hat{t}_{1} \neq t_{1}, \hat{\ell}_{0}^{\prime} \neq \ell_{0}^{\prime}, \hat{s}_{1}\right\}  \tag{C.7}\\
\mathcal{E}_{6}= & \left\{\left(Q^{n}, U_{0}^{n}\left(\hat{\ell}_{0}\right), U_{1}^{n}\left(\hat{\ell}_{0}, \hat{t}_{1}\right), V_{0}^{n}\left(\hat{\ell}_{0}^{\prime}\right), V_{1}^{n}\left(\hat{\ell}_{0}^{\prime}, \hat{s}_{1}\right)\right.\right. \\
& \left.\left., Y_{1}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)} \text { for some } \hat{\ell}_{0} \neq \ell_{0}, \hat{t}_{1}, \hat{\ell}_{0}^{\prime} \neq \ell_{0}^{\prime}, \hat{s}_{1}\right\} . \tag{C.8}
\end{align*}
$$

Therefore, by Union Bound the average probability of error for decoder 1 is upper bounded as

$$
P_{e_{1}} \leq \mathbb{P}\left(\mathcal{E}_{1}\right)+\mathbb{P}\left(\mathcal{E}_{2}\right)+\mathbb{P}\left(\mathcal{E}_{3}\right)+\mathbb{P}\left(\mathcal{E}_{4}\right)+\mathbb{P}\left(\mathcal{E}_{5}\right)+\mathbb{P}\left(\mathcal{E}_{6}\right)
$$

By law of large numbers, $\mathbb{P}\left(\mathcal{E}_{1}\right)$ tends to zero as $n \rightarrow \infty$. By packing lemma [85, Lemma 3.1] $\mathbb{P}\left(\mathcal{E}_{2}\right)$ to $\mathbb{P}\left(\mathcal{E}_{6}\right)$ respectively tend to zero as $n \rightarrow \infty$ if The probability of error for Receiver 1 goes to zero as $n \rightarrow \infty$ if we choose [85]

$$
\begin{array}{r}
\tilde{R}_{1}+\rho_{1}<\mathbb{I}\left(U_{0}, U_{1} ; Y_{1} \mid Q, V_{0}, V_{1}\right), \\
\tilde{R}_{2}+\rho_{2}<\mathbb{I}\left(V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}, U_{1}\right), \\
\tilde{R}_{1}+\rho_{1}+\rho_{2}<\mathbb{I}\left(U_{0}, U_{1}, V_{1} ; Y_{1} \mid Q, V_{0}\right), \\
\rho_{1}+\tilde{R}_{2}+\rho_{2}<\mathbb{I}\left(U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q, U_{0}\right), \\
\tilde{R}_{1}+\rho_{1}+\tilde{R}_{2}+\rho_{2}<\mathbb{I}\left(U_{0}, U_{1}, V_{0}, V_{1} ; Y_{1} \mid Q\right), \tag{C.13}
\end{array}
$$

- Similarly, Receiver 2 decodes $\left(L_{0}, L_{0}^{\prime}\right)$ and therefore $\left(w_{1}, w_{2}\right)$ indirectly by finding a unique pair $\left(\check{\ell}_{0}, \check{\ell}_{0}^{\prime}\right)$ such that $\left(q^{n}, u_{0}^{n}\left(\check{\ell}_{0}\right), u_{2}^{n}\left(\check{\ell}_{0}, t_{2}\right), v_{0}^{n}\left(\check{\ell}_{0}^{\prime}\right), v_{2}^{n}\left(\check{\ell}_{0}^{\prime}, s_{2}\right), y_{2}^{n}\right) \in$ $\mathcal{T}_{\epsilon^{\prime \prime}}^{(n)}\left(U_{0}, U_{2}, V_{0}, V_{2}, Y_{2}\right)$ for some $t_{2} \in \llbracket 1,2^{n \tilde{\rho}_{1}} \rrbracket$ and $s_{2} \in \llbracket 1,2^{n \tilde{\rho}_{2}} \rrbracket$. The error analysis
for the second receiver is similar to the first receiver, and for the interest of brevity it is omitted here. Similar to Receiver 1 the probability of error for Receiver 2 goes to zero as $n \rightarrow \infty$ if we choose [85]

$$
\begin{array}{r}
\tilde{R}_{1}+\tilde{\rho}_{1}<\mathbb{I}\left(U_{0}, U_{2} ; Y_{2} \mid Q, V_{0}, V_{2}\right), \\
\tilde{R}_{2}+\tilde{\rho}_{2}<\mathbb{I}\left(V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}, U_{2}\right), \\
\tilde{R}_{1}+\tilde{\rho}_{1}+\tilde{\rho}_{2}<\mathbb{I}\left(U_{0}, U_{2}, V_{2} ; Y_{2} \mid Q, V_{0}\right), \\
\tilde{\rho}_{1}+\tilde{R}_{2}+\tilde{\rho}_{2}<\mathbb{I}\left(U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q, U_{0}\right), \\
\tilde{R}_{1}+\tilde{\rho}_{1}+\tilde{R}_{2}+\tilde{\rho}_{2}<\mathbb{I}\left(U_{0}, U_{2}, V_{0}, V_{2} ; Y_{2} \mid Q\right), \tag{C.18}
\end{array}
$$

Equivocation Calculation: We analyze mutual information between $\left(W_{1}, W_{2}\right)$ and $Z^{n}$, averaged over all random codebooks

$$
\begin{align*}
& \mathbb{I}\left(W_{1}, W_{2} ; Z^{n} \mid Q^{n}, \mathcal{C}\right) \\
&= \mathbb{I}\left(W_{1}, W_{2}, L_{0}, T_{1}, T_{2}, L_{0}^{\prime}, S_{1}, S_{2} ; Z^{n} \mid Q^{n}, \mathcal{C}\right)-\mathbb{I}\left(L_{0}, T_{1}, T_{2}, L_{0}^{\prime}, S_{1}, S_{2} ; Z^{n} \mid W_{1}, W_{2}, Q^{n}, \mathcal{C}\right) \\
& \leq \mathbb{I}\left(U_{0}^{n}, U_{1}^{n}, U_{2}^{n}, V_{0}^{n}, V_{1}^{n}, V_{2}^{n} ; Z^{n} \mid Q^{n}, \mathcal{C}\right)-\mathbb{I}\left(L_{0}, L_{0}^{\prime} ; Z^{n} \mid W_{1}, W_{2}, Q^{n}, \mathcal{C}\right) \\
&-\mathbb{I}\left(T_{1}, T_{2}, S_{1}, S_{2} ; Z^{n} \mid L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right) \\
&= \mathbb{I}\left(U_{0}^{n}, U_{1}^{n}, U_{2}^{n}, V_{0}^{n}, V_{1}^{n}, V_{2}^{n} ; Z^{n} \mid Q^{n}, \mathcal{C}\right)-\mathbb{H}\left(L_{0}, L_{0}^{\prime} \mid W_{1}, W_{2}, Q^{n}, \mathcal{C}\right) \\
&+\mathbb{H}\left(L_{0}, L_{0}^{\prime} \mid Z^{n}, W_{1}, W_{2}, Q^{n}, \mathcal{C}\right)-\mathbb{I}\left(T_{1}, T_{2}, S_{1}, S_{2} ; Z^{n} \mid L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right) \tag{C.19}
\end{align*}
$$

where the inequality is due to the data processing inequality. Here, $T_{1}, T_{2}, S_{1}$, and $S_{2}$ are deterministic functions of $\left(L_{0}, L_{1}\right),\left(L_{0}, L_{2}\right),\left(L_{0}^{\prime}, L_{1}^{\prime}\right)$, and $\left(L_{0}^{\prime}, L_{2}^{\prime}\right)$, respectively.

The first term in (C.19) is bounded as:

$$
\begin{equation*}
\mathbb{I}\left(U_{0}^{n}, U_{1}^{n}, U_{2}^{n}, V_{0}^{n}, V_{1}^{n}, V_{2}^{n} ; Z^{n} \mid Q^{n}, \mathcal{C}\right) \leq n \mathbb{I}\left(U_{0}, U_{1}, U_{2}, V_{0}, V_{1}, V_{2} ; Z \mid Q\right)+n \epsilon \tag{C.20}
\end{equation*}
$$

as $n \rightarrow \infty$ where $\epsilon \rightarrow 0$ [85].

For the second term in (C.19) we have

$$
\begin{equation*}
\mathbb{H}\left(L_{0}, L_{0}^{\prime} \mid W_{1}, W_{2}, Q^{n}, \mathcal{C}\right)=n\left(\tilde{R}_{1}-R_{1}+\tilde{R}_{2}-R_{2}\right) \tag{C.21}
\end{equation*}
$$

For the third term, substituting $U_{0} \leftarrow Q, V_{0} \leftarrow Q, U_{1} \leftarrow U_{0}$, and $V_{1} \leftarrow V_{0}$ in Lemma 2 result that,

$$
\begin{equation*}
\mathbb{H}\left(L_{0}, L_{0}^{\prime} \mid Z^{n}, W_{1}, W_{2}, Q^{n}, \mathcal{C}\right) \leq n\left(\tilde{R}_{1}-R_{1}+\tilde{R}_{2}-R_{2}-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)+\epsilon\right) \tag{C.22}
\end{equation*}
$$

if $\mathbb{P}\left(\left(Q^{n}, U_{0}^{n}\left(L_{0}\right), V_{0}^{n}\left(L_{0}^{\prime}\right), Z^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}\right) \rightarrow 1$ as $n \rightarrow \infty$ and $\tilde{R}_{1}-R_{1} \geq \mathbb{I}\left(U_{0} ; Z \mid Q\right)+\epsilon$, $\tilde{R}_{2}-R_{2} \geq \mathbb{I}\left(V_{0} ; Z \mid Q\right)+\epsilon$, and $\tilde{R}_{1}-R_{1}+\tilde{R}_{2}-R_{2} \geq \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)+\epsilon$.

Here, the first condition holds because

$$
\begin{align*}
& \mathbb{P}\left(\left(Q^{n}, U_{0}^{n}\left(L_{0}\right), U_{1}^{n}\left(L_{0}, t_{1}\left(L_{0}, L_{1}\right)\right), U_{2}^{n}\left(L_{0}, t_{2}\left(L_{0}, L_{1}\right)\right), V_{0}^{n}\left(L_{0}^{\prime}\right), V_{1}^{n}\left(L_{0}^{\prime}, s_{1}\left(L_{0}^{\prime}, L_{1}^{\prime}\right)\right)\right.\right. \\
& \left.\left.\quad, V_{2}^{n}\left(L_{0}^{\prime}, s_{2}\left(L_{0}^{\prime}, L_{1}^{\prime}\right)\right), Z^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}\right) \rightarrow 1 \tag{C.23}
\end{align*}
$$

as $n \rightarrow \infty$. Now, we bound the last term in C.19)

$$
\begin{align*}
& \mathbb{I}\left(T_{1}, T_{2}, S_{1}, S_{2} ; Z^{n} \mid L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right) \\
&= \mathbb{H}\left(T_{1}, T_{2}, S_{1}, S_{2} \mid L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right)-\mathbb{H}\left(T_{1}, T_{2}, S_{1}, S_{2} \mid Z^{n}, L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right) \\
& \stackrel{(a)}{=} \mathbb{H}\left(T_{1}, T_{2}, S_{1}, S_{2}, L_{1}, L_{2}, L_{1}^{\prime}, L_{2}^{\prime} \mid L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right)-\mathbb{H}\left(T_{1}, T_{2}, S_{1}, S_{2} \mid Z^{n}, L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right) \\
& \geq \mathbb{H}\left(L_{1}, L_{2}, L_{1}^{\prime}, L_{2}^{\prime} \mid L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right)-\mathbb{H}\left(T_{1}, S_{1} \mid Z^{n}, L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right)-\mathbb{H}\left(T_{2}, S_{2} \mid Z^{n}, L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right) \\
& \stackrel{(b)}{=} \mathbb{H}\left(L_{1}, L_{2} \mid L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right)+\mathbb{H}\left(L_{1}^{\prime}, L_{2}^{\prime} \mid L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right) \\
&-\mathbb{H}\left(T_{1}, S_{1} \mid Z^{n}, L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right)-\mathbb{H}\left(T_{2}, S_{2} \mid Z^{n}, L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right), \tag{C.24}
\end{align*}
$$

where (a) follows since given the codebook $\mathcal{C}$ and $\left(L_{0}, L_{0}^{\prime}\right),\left(L_{1}, L_{2}, L_{1}^{\prime}, L_{2}^{\prime}\right)$ is a deterministic function of $\left(T_{1}\left(L_{0}, L_{1}\right), T_{2}\left(L_{0}, L_{2}\right), S_{1}\left(L_{0}^{\prime}, L_{1}^{\prime}\right), S_{2}\left(L_{0}^{\prime}, L_{2}^{\prime}\right)\right)$, and (b) holds due to the fact that given $\left(L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right),\left(L_{1}, L_{2}\right)$ and $\left(L_{1}^{\prime}, L_{2}^{\prime}\right)$ are independent. Now,

$$
\begin{equation*}
\mathbb{H}\left(L_{1}, L_{2} \mid L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right)=n\left(\rho_{1}^{\prime}+\tilde{\rho}_{1}^{\prime}\right), \tag{C.25}
\end{equation*}
$$

$$
\begin{align*}
& \mathbb{H}\left(L_{1}^{\prime}, L_{2}^{\prime} \mid L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right)=n\left(\rho_{2}^{\prime}+\tilde{\rho}_{2}^{\prime}\right),  \tag{C.26}\\
& \mathbb{H}\left(T_{1}, S_{1} \mid Z^{n}, L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right) \stackrel{(a)}{\leq} n\left(\rho_{1}+\rho_{2}-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon\right),  \tag{C.27}\\
& \mathbb{H}\left(T_{2}, S_{2} \mid Z^{n}, L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right) \stackrel{(b)}{\leq} n\left(\tilde{\rho}_{1}+\tilde{\rho}_{2}-\mathbb{I}\left(U_{2}, V_{2} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon\right), \tag{C.28}
\end{align*}
$$

where $(a)$ is due to the following. Consider,

$$
\begin{aligned}
& \mathbb{H}\left(T_{1}, S_{1} \mid Z^{n}, L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right)=\mathbb{H}\left(T_{1}, S_{1} \mid U_{0}^{n}\left(L_{0}\right), V_{0}^{n}\left(L_{0}^{\prime}\right), Z^{n}, L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right) \\
& \quad \leq \mathbb{H}\left(T_{1}, S_{1} \mid U_{0}^{n}\left(L_{0}\right), V_{0}^{n}\left(L_{0}^{\prime}\right), Z^{n}, Q^{n}, \mathcal{C}\right)
\end{aligned}
$$

We now upper bound the term $\mathbb{H}\left(T_{1}, S_{1} \mid U_{0}^{n}\left(L_{0}\right), V_{0}^{n}\left(L_{0}^{\prime}\right), Z^{n}, Q^{n}, \mathcal{C}\right)$. From (C.23) we have $\mathbb{P}\left(\left(Q^{n}, U_{0}^{n}\left(L_{0}\right), U_{1}^{n}\left(L_{0}, t_{1}\left(L_{0}, L_{1}\right)\right), V_{0}^{n}\left(L_{0}^{\prime}\right), V_{1}^{n}\left(L_{0}^{\prime}, s_{1}\left(L_{0}^{\prime}, L_{1}^{\prime}\right)\right), Z^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}\right) \rightarrow 1$ as $n \rightarrow \infty$. Applying Lemma 2 leads to,

$$
\begin{equation*}
\mathbb{H}\left(T_{1}, S_{1} \mid U_{0}^{n}\left(L_{0}\right), V_{0}^{n}\left(L_{0}^{\prime}\right), Z^{n}, Q^{n}, \mathcal{C}\right) \leq n\left(\rho_{1}+\rho_{2}-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon\right), \tag{C.29}
\end{equation*}
$$

if $\rho_{1} \geq \mathbb{I}\left(U_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon, \rho_{2} \geq \mathbb{I}\left(V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon$, and $\rho_{1}+\rho_{2} \geq \mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon$. By the same argument the inequality (b) holds, if the following inequalities hold,

$$
\begin{aligned}
\tilde{\rho}_{1} & \geq \mathbb{I}\left(U_{2} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon, \\
\tilde{\rho}_{2} & \geq \mathbb{I}\left(V_{2} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon, \\
\tilde{\rho}_{1}+\tilde{\rho}_{2} & \geq \mathbb{I}\left(U_{2}, V_{2} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon
\end{aligned}
$$

Substituting (C.25-(C.28) into (C.24) leads to,

$$
\begin{align*}
\mathbb{I}\left(T_{1}, T_{2}, S_{1}, S_{2} ; Z^{n} \mid L_{0}, L_{0}^{\prime}, Q^{n}, \mathcal{C}\right) \geq & n\left(\rho_{1}^{\prime}+\tilde{\rho}_{1}^{\prime}\right)+n\left(\rho_{2}^{\prime}+\tilde{\rho}_{2}^{\prime}\right) \\
& -n\left(\rho_{1}+\rho_{2}-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon\right) \\
& -n\left(\tilde{\rho}_{1}+\tilde{\rho}_{2}-\mathbb{I}\left(U_{2}, V_{2} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon\right) \tag{C.30}
\end{align*}
$$

Substituting (C.20)-(C.22) and (C.30) into (C.19) yields

$$
\mathbb{I}\left(W_{1}, W_{2} ; Z^{n} \mid Q^{n}, \mathcal{C}\right) \leq n \mathbb{I}\left(U_{0}, U_{1}, U_{2}, V_{0}, V_{1}, V_{2} ; Z \mid Q\right)-n\left(\tilde{R}_{1}-R_{1}+\tilde{R}_{2}-R_{2}\right)
$$

$$
\begin{align*}
& +n\left(\tilde{R}_{1}-R_{1}+\tilde{R}_{2}-R_{2}-\mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right)\right)-n\left(\rho_{1}^{\prime}+\tilde{\rho}_{1}^{\prime}\right)-n\left(\rho_{2}^{\prime}+\tilde{\rho}_{2}^{\prime}\right) \\
& +n\left(\rho_{1}+\rho_{2}-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon\right)+n\left(\tilde{\rho}_{1}+\tilde{\rho}_{2}-\mathbb{I}\left(U_{2}, V_{2} ; Z \mid Q, U_{0}, V_{0}\right)+\epsilon\right) \tag{C.31}
\end{align*}
$$

Therefore $\mathbb{I}\left(W_{1}, W_{2} ; Z^{n} \mid Q^{n}, \mathcal{C}\right) \leq n \epsilon$ if

$$
\begin{align*}
& \mathbb{I}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right)-\rho_{1}^{\prime}-\tilde{\rho}_{1}^{\prime}-\rho_{2}^{\prime}-\tilde{\rho}_{2}^{\prime}+\rho_{1}+\rho_{2}-\mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right) \\
& +\tilde{\rho}_{1}+\tilde{\rho}_{2}-\mathbb{I}\left(U_{2}, V_{2} ; Z \mid Q, U_{0}, V_{0}\right) \leq \epsilon \tag{C.32}
\end{align*}
$$

As a result, the rate constraints derived in equivocation analysis are

$$
\begin{align*}
& \tilde{R}_{1}-R_{1}+\tilde{R}_{2}-R_{2} \geq \mathbb{I}\left(U_{0}, V_{0} ; Z \mid Q\right),  \tag{С.33}\\
& \tilde{R}_{1}-R_{1} \geq \mathbb{I}\left(U_{0} ; Z \mid Q\right),  \tag{C.34}\\
& \tilde{R}_{2}-R_{2} \geq \mathbb{I}\left(V_{0} ; Z \mid Q\right),  \tag{C.35}\\
& \rho_{1}+\rho_{2} \geq \mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right),  \tag{C.36}\\
& \rho_{1} \geq \mathbb{I}\left(U_{1} ; Z \mid Q, U_{0}, V_{0}\right),  \tag{С.37}\\
& \rho_{2} \geq \mathbb{I}\left(V_{1} ; Z \mid Q, U_{0}, V_{0}\right),  \tag{C.38}\\
& \tilde{\rho}_{1}+\tilde{\rho}_{2} \geq \mathbb{I}\left(U_{2}, V_{2} ; Z \mid Q, U_{0}, V_{0}\right),  \tag{C.39}\\
& \tilde{\rho}_{1} \geq \mathbb{I}\left(U_{2} ; Z \mid Q, U_{0}, V_{0}\right),  \tag{C.40}\\
& \tilde{\rho}_{2} \geq \mathbb{I}\left(V_{2} ; Z \mid Q, U_{0}, V_{0}\right),  \tag{C.41}\\
& \rho_{1}+\rho_{2}+\tilde{\rho}_{1}+\tilde{\rho}_{2}-\rho_{1}^{\prime}-\tilde{\rho}_{1}^{\prime}-\rho_{2}^{\prime}-\tilde{\rho}_{2}^{\prime} \leq \mathbb{I}\left(U_{1}, V_{1} ; Z \mid Q, U_{0}, V_{0}\right)+\mathbb{I}\left(U_{2}, V_{2} ; Z \mid Q, U_{0}, V_{0}\right) \\
& \quad-\mathbb{C}\left(U_{1}, U_{2}, V_{1}, V_{2} ; Z \mid U_{0}, V_{0}\right) . \tag{C.42}
\end{align*}
$$

Finally, by applying the Fourier-Motzkin procedure [72] to (C.1), (C.2), (C.9)-(C.18), and C.33- C.42 we obtain the inequalities in Theorem 1 .

## APPENDIX D

## PROOF OF THEOREM 2

To prove Theorem 2 we first show that any achievable rate pairs ( $R_{1}, R_{2}$ ) will satisfy (2.13)(2.15) for some distribution factorized as (2.16).

Applying Fano's inequality [85] results in

$$
\begin{align*}
& H\left(W_{1}, W_{2} \mid Y_{1}^{n}\right) \leq n \varepsilon_{1},  \tag{D.1}\\
& H\left(W_{1}, W_{2} \mid Y_{2}^{n}\right) \leq n \varepsilon_{2}, \tag{D.2}
\end{align*}
$$

where $\varepsilon_{i} \rightarrow 0, i=1,2$ as $P_{e}^{n} \rightarrow 0$.
We first derive the bound on $R_{1}$. Note that the secrecy condition (2.1) implies that

$$
\begin{align*}
& n R_{1}-n \delta \leq H\left(W_{1} \mid Z^{n}\right)  \tag{D.3}\\
& n R_{2}-n \delta \leq H\left(W_{2} \mid Z^{n}\right) \tag{D.4}
\end{align*}
$$

We first define

$$
\begin{align*}
Q_{i} & =\left(Z_{i+1}^{n}, Y_{2}^{i-1}\right),  \tag{D.5}\\
U_{0, i} & =\left(W_{1}, Q_{i}\right)  \tag{D.6}\\
V_{0, i} & =\left(W_{2}, Q_{i}\right) \tag{D.7}
\end{align*}
$$

From (D.3) we have,

$$
\begin{aligned}
& n R_{1} \leq H\left(W_{1} \mid Z^{n}\right)+n \delta \\
& =H\left(W_{1}\right)-I\left(W_{1} ; Z^{n}\right)+n \delta \\
& \stackrel{(a)}{\leq} H\left(W_{1}\right)-H\left(W_{1} \mid Y_{2}^{n}\right)-I\left(W_{1} ; Z^{n}\right)+n\left(\varepsilon_{2}+\delta\right) \\
& \stackrel{(b)}{=} I\left(W_{1} ; Y_{2}^{n}\right)-I\left(W_{1} ; Z^{n}\right)+n \varepsilon \\
& =\sum_{i=1}^{n}\left[I\left(W_{1} ; Y_{2, i} \mid Y_{2}^{i-1}\right)-I\left(W_{1} ; Z_{i} \mid Z_{i+1}^{n}\right)\right]+n \varepsilon
\end{aligned}
$$

$$
\begin{align*}
&= \sum_{i=1}^{n}\left[I\left(W_{1}, Z_{i+1}^{n} ; Y_{2, i} \mid Y_{2}^{i-1}\right)-I\left(Z_{i+1}^{n} ; Y_{2, i} \mid W_{1}, Y_{2}^{i-1}\right)\right. \\
&\left.-I\left(W_{1}, Y_{2}^{i-1} ; Z_{i} \mid Z_{i+1}^{n}\right)+I\left(Y_{2}^{i-1} ; Z_{i} \mid W_{1}, Z_{i+1}^{n}\right)\right]+n \varepsilon \\
& \stackrel{(c)}{=} \sum_{i=1}^{n}\left[I\left(W_{1}, Z_{i+1}^{n} ; Y_{2, i} \mid Y_{2}^{i-1}\right)-I\left(W_{1}, Y_{2}^{i-1} ; Z_{i} \mid Z_{i+1}^{n}\right)\right]+n \varepsilon \\
&= \sum_{i=1}^{n}\left[I\left(Z_{i+1}^{n} ; Y_{2, i} \mid Y_{2}^{i-1}\right)+I\left(W_{1} ; Y_{2, i} \mid Z_{i+1}^{n}, Y_{2}^{i-1}\right)\right. \\
&\left.-I\left(Y_{2}^{i-1} ; Z_{i} \mid Z_{i+1}^{n}\right)-I\left(W_{1} ; Z_{i} \mid Z_{i+1}^{n}, Y_{2}^{i-1}\right)\right]+n \varepsilon \\
& \stackrel{(d)}{=} \sum_{i=1}^{n}\left[I\left(W_{1} ; Y_{2, i} \mid Z_{i+1}^{n}, Y_{2}^{i-1}\right)-I\left(W_{1} ; Z_{i} \mid Z_{i+1}^{n}, Y_{2}^{i-1}\right)\right]+n \varepsilon \\
& \stackrel{(e)}{=} \sum_{i=1}^{n}\left[I\left(U_{0, i} ; Y_{2, i} \mid Q_{i}\right)-I\left(U_{0, i} ; Z_{i} \mid Q_{i}\right)\right]+n \varepsilon, \tag{D.8}
\end{align*}
$$

where (a) follows from Fano's inequality, (b) follows by setting $\varepsilon=\varepsilon_{2}+\delta$. Equalities in (c) and (d) result from Csiszár's sum identity [70] where we have

$$
\begin{align*}
\sum_{i=1}^{n} I\left(Z_{i+1}^{n} ; Y_{2, i} \mid W_{1}, Y_{2}^{i-1}\right) & =\sum_{i=1}^{n} I\left(Y_{2}^{i-1} ; Z_{i} \mid W_{1}, Z_{i+1}^{n}\right)  \tag{D.9}\\
\sum_{i=1}^{n} I\left(Z_{i+1}^{n} ; Y_{2, i} \mid Y_{2}^{i-1}\right) & =\sum_{i=1}^{n} I\left(Y_{2}^{i-1} ; Z_{i} \mid Z_{i+1}^{n}\right) \tag{D.10}
\end{align*}
$$

The equality ( $e$ ) follows from definition of random variables in (D.5)-D.7).
Now, based on (D.8) we have:

$$
\begin{align*}
n R_{1} & \leq n \sum_{i=1}^{n} \frac{1}{n}\left[I\left(U_{0, K} ; Y_{2, K} \mid Q_{K}, K=i\right)-I\left(U_{0, K} ; Z_{K} \mid Q_{K}, K=i\right)\right]+n \varepsilon \\
& =n \sum_{i=1}^{n} p(K=i)\left[I\left(U_{0, K} ; Y_{2, K} \mid Q_{K}, K=i\right)-I\left(U_{0, K} ; Z_{K} \mid Q_{K}, K=i\right)\right]+n \varepsilon \\
& =n\left[I\left(U_{0, K} ; Y_{2, K} \mid Q_{K}, K\right)-I\left(U_{0, K} ; Z_{K} \mid Q_{K}, K\right)\right]+n \varepsilon \\
& =n\left[I\left(U_{0} ; Y_{2} \mid Q\right)-I\left(U_{0} ; Z \mid Q\right)\right]+n \varepsilon \tag{D.11}
\end{align*}
$$

where $U_{0, K}=U_{0}, Y_{2, K}=Y_{2}, Z_{K}=Z,\left(Q_{K}, K\right)=Q$ and $K$ has a uniform distribution over $\{1,2, \ldots, n\}$ outcomes.

The bounds on $R_{2}$ and $R_{1}+R_{2}$ can be proven similar to the bound on $R_{1}$ by substitution of $W_{1}$ by $W_{2}$ and $W_{1}$ by $\left(W_{1}, W_{2}\right)$, respectively. We omit the details for brevity.

## APPENDIX E

## PROOF OF THEOREM 3

The proof of achievability follows from Theorem 1 by setting $U_{0}=U_{1}=U_{2}$ and $V_{0}=V_{1}=V_{2}$ and considering the fact that the channel is degraded. Now, we show that for the degraded switch model the outer bound in Theorem 2 will reduce to the region in Theorem 3. We need to show that the outer bound distribution for the degraded switch case is equal to (2.26). Therefore, we need to show that given $Q, U_{0}$ and $V_{0}$ are independent, i.e.,

$$
\begin{equation*}
I\left(U_{0} ; V_{0} \mid Q\right)=0 \tag{E.1}
\end{equation*}
$$

Moreover, we have to show that

$$
\begin{align*}
& I\left(U_{0} ; Y_{2}^{\prime} \mid V_{0}, Q\right)=I\left(U_{0} ; Y_{2}^{\prime} \mid Q\right)  \tag{E.2}\\
& I\left(V_{0} ; Y_{2}^{\prime} \mid U_{0}, Q\right)=I\left(V_{0} ; Y_{2}^{\prime} \mid Q\right) \tag{E.3}
\end{align*}
$$

To prove $(\overline{\mathrm{E} .2})$ and $(\overline{\text { E.3 }})$ we need to show that

$$
\begin{equation*}
I\left(U_{0} ; V_{0} \mid Y_{2}^{\prime}, Q\right)=0 \tag{E.4}
\end{equation*}
$$

because if this equation holds we have

$$
\begin{align*}
I\left(U_{0} ; Y_{2}^{\prime} \mid Q\right) & =I\left(U_{0} ; V_{0} \mid Q\right)+I\left(U_{0} ; Y_{2}^{\prime} \mid V_{0}, Q\right)-I\left(U_{0} ; V_{0} \mid Y_{2}^{\prime}, Q\right) \\
& =I\left(U_{0} ; Y_{2}^{\prime} \mid V_{0}, Q\right)  \tag{E.5}\\
I\left(V_{0} ; Y_{2}^{\prime} \mid Q\right) & =I\left(V_{0} ; U_{0} \mid Q\right)+I\left(V_{0} ; Y_{2}^{\prime} \mid U_{0}, Q\right)-I\left(V_{0} ; U_{0} \mid Y_{2}^{\prime}, Q\right) \\
& =I\left(V_{0} ; Y_{2}^{\prime} \mid U_{0}, Q\right) . \tag{E.6}
\end{align*}
$$

From (D.5)-(D.7) and (2.17)-(2.19) the equations in (E.1) and (E.4) are equal to the following equalities, respectively,

$$
\begin{equation*}
I\left(W_{1} ; W_{2} \mid Z_{i+1}^{n}, S_{i+1}^{n}, Y_{2}^{i-1}, S^{i-1}\right)=0 \tag{E.7}
\end{equation*}
$$

$$
\begin{equation*}
I\left(W_{1} ; W_{2} \mid Y_{2, i}, S_{i}, Z_{i+1}^{n}, S_{i+1}^{n}, Y_{2}^{i-1}, S^{i-1}\right)=0 \tag{E.8}
\end{equation*}
$$

First, we prove (E.7),

$$
\begin{align*}
& I\left(W_{1} ; W_{2} \mid Z_{i+1}^{n}, S_{i+1}^{n}, Y_{2}^{i-1}, S^{i-1}\right) \\
& =\sum_{s_{i+1}^{n}} \sum_{s^{i-1}} p\left(S_{i+1}^{n}=s_{i+1}^{n}, S^{i-1}=s^{i-1}\right) I\left(W_{1} ; W_{2} \mid Z_{i+1}^{n}, S_{i+1}^{n}=s_{i+1}^{n}, Y_{2}^{i-1}, S^{i-1}=s^{i-1}\right) \\
& =\sum_{s_{i+1}^{n}} \sum_{s^{i-1}} \prod_{\substack{j=1 \\
j \neq i}}^{n}\left[p\left(S_{j}=s_{j}\right)\right] I\left(W_{1} ; W_{2} \mid Z_{i+1}^{n}, S_{i+1}^{n}=s_{i+1}^{n}, Y_{2}^{i-1}, S^{i-1}=s^{i-1}\right) \tag{E.9}
\end{align*}
$$

For a given $s_{i}, 2.22$ implies that $y_{1, i}$ and therefore $y_{2, i}$ and $z_{i}$ only depend on the channel input $x_{s_{i}, i}$. By using functional dependence graphs [87], one can show that

$$
\begin{equation*}
I\left(W_{1} ; W_{2} \mid Z_{i+1}^{n}, S_{i+1}^{n}=s_{i+1}^{n}, Y_{2}^{i-1}, S^{i-1}=s^{i-1}\right)=0 \tag{E.10}
\end{equation*}
$$

for fixed switch state information $s^{i-1}$ and $s_{i+1}^{n}$. This completes the proof of the equality (E.1). By following the same approach, we can also prove (E.8).

## APPENDIX F

## PROOF OF THEOREM 4

To prove Theorem4, we first show that any achievable rate pairs ( $R_{1}, R_{2}$ ) will satisfy (2.27)(2.29) for some distribution factorized as (2.30).

Applying Fano's inequality [85] results in

$$
\begin{align*}
& H\left(W_{1}, W_{2} \mid Y_{1}^{n}\right) \leq n \varepsilon_{1}  \tag{F.1}\\
& H\left(W_{1}, W_{2} \mid Y_{2}^{n}\right) \leq n \varepsilon_{2} \tag{F.2}
\end{align*}
$$

where $\varepsilon_{i} \rightarrow 0, i=1,2$ as $P_{e}^{n} \rightarrow 0$.
We first derive the bound on $R_{1}$. Note that the perfect secrecy (2.1) implies that

$$
\begin{align*}
& n R_{1}-n \delta \leq H\left(W_{1} \mid Z^{n}\right)  \tag{F.3}\\
& n R_{2}-n \delta \leq H\left(W_{2} \mid Z^{n}\right) \tag{F.4}
\end{align*}
$$

Define,

$$
\begin{align*}
Q_{i} & =\left(Z_{i+1}^{n}, Y_{1}^{i-1}, Y_{2}^{i-1}\right)  \tag{F.5}\\
U_{0, i} & =\left(W_{1}, Q_{i}\right),  \tag{F.6}\\
V_{1, i} & =\left(W_{2}, Q_{i}\right), \tag{F.7}
\end{align*}
$$

From (F.3) we have,

$$
\begin{aligned}
& n R_{1} \leq H\left(W_{1} \mid Z^{n}\right)+n \delta \\
& =H\left(W_{1}\right)-I\left(W_{1} ; Z^{n}\right)+n \delta \\
& \stackrel{(a)}{\leq} H\left(W_{1}\right)-H\left(W_{1} \mid Y_{1}^{n}, Y_{2}^{n}\right)-I\left(W_{1} ; Z^{n}\right)+n\left(\varepsilon_{2}+\delta\right) \\
& \stackrel{(b)}{=} I\left(W_{1} ; Y_{1}^{n}, Y_{2}^{n}\right)-I\left(W_{1} ; Z^{n}\right)+n \varepsilon \\
& =\sum_{i=1}^{n}\left[I\left(W_{1} ; Y_{1, i}, Y_{2, i} \mid Y_{1}^{i-1}, Y_{2}^{i-1}\right)-I\left(W_{1} ; Z_{i} \mid Z_{i+1}^{n}\right)\right]+n \varepsilon
\end{aligned}
$$

$$
\begin{align*}
&= \sum_{i=1}^{n}\left[I\left(W_{1}, Z_{i+1}^{n} ; Y_{1, i}, Y_{2, i} \mid Y_{1}^{i-1}, Y_{2}^{i-1}\right)-I\left(Z_{i+1}^{n} ; Y_{1, i}, Y_{2, i} \mid W_{1}, Y_{1}^{i-1}, Y_{2}^{i-1}\right)\right. \\
&\left.-I\left(W_{1}, Y_{1}^{i-1}, Y_{2}^{i-1} ; Z_{i} \mid Z_{i+1}^{n}\right)+I\left(Y_{1}^{i-1}, Y_{2}^{i-1} ; Z_{i} \mid W_{1}, Z_{i+1}^{n}\right)\right]+n \varepsilon \\
& \stackrel{(c)}{=} \sum_{i=1}^{n}\left[I\left(W_{1}, Z_{i+1}^{n} ; Y_{1, i}, Y_{2, i} \mid Y_{1}^{i-1}, Y_{2}^{i-1}\right)-I\left(W_{1}, Y_{1}^{i-1}, Y_{2}^{i-1} ; Z_{i} \mid Z_{i+1}^{n}\right)\right]+n \varepsilon \\
&= \sum_{i=1}^{n}\left[I\left(Z_{i+1}^{n} ; Y_{1, i}, Y_{2, i} \mid Y_{1}^{i-1}, Y_{2}^{i-1}\right)+I\left(W_{1} ; Y_{1, i}, Y_{2, i} \mid Z_{i+1}^{n}, Y_{1}^{i-1}, Y_{2}^{i-1}\right)\right. \\
&\left.-I\left(Y_{1}^{i-1}, Y_{2}^{i-1} ; Z_{i} \mid Z_{i+1}^{n}\right)-I\left(W_{1} ; Z_{i} \mid Z_{i+1}^{n}, Y_{1}^{i-1}, Y_{2}^{i-1}\right)\right]+n \varepsilon \\
& \stackrel{(d)}{=} \sum_{i=1}^{n}\left[I\left(W_{1} ; Y_{1, i}, Y_{2, i} \mid Z_{i+1}^{n}, Y_{1}^{i-1}, Y_{2}^{i-1}\right)-I\left(W_{1} ; Z_{i} \mid Z_{i+1}^{n}, Y_{1}^{i-1}, Y_{2}^{i-1}\right)\right]+n \varepsilon \\
& \stackrel{(e)}{=} \sum_{i=1}^{n}\left[I\left(U_{0, i} ; Y_{1, i}, Y_{2, i} \mid Q_{i}\right)-I\left(U_{0, i} ; Z_{i} \mid Q_{i}\right)\right]+n \varepsilon \tag{F.8}
\end{align*}
$$

where (a) follows from Fano's inequality, (b) follows by setting $\varepsilon=\varepsilon_{2}+\delta$. Equalities in (c) and (d) result from Csiszár's sum identity [70] where we have

$$
\begin{align*}
\sum_{i=1}^{n} I\left(Z_{i+1}^{n} ; Y_{1, i}, Y_{2, i} \mid W_{1}, Y_{1}^{i-1}, Y_{2}^{i-1}\right) & =\sum_{i=1}^{n} I\left(Y_{1}^{i-1}, Y_{2}^{i-1} ; Z_{i} \mid W_{1}, Z_{i+1}^{n}\right)  \tag{F.9}\\
\sum_{i=1}^{n} I\left(Z_{i+1}^{n} ; Y_{1, i}, Y_{2, i} \mid Y_{1}^{i-1}, Y_{2}^{i-1}\right) & =\sum_{i=1}^{n} I\left(Y_{1}^{i-1}, Y_{2}^{i-1} ; Z_{i} \mid Z_{i+1}^{n}\right) \tag{F.10}
\end{align*}
$$

The equality (e) follows from definition of random variables in (F.5)-(F.7).
Now, by applying the same time-sharing strategy as (D.11) we have

$$
\begin{equation*}
R_{1} \leq I\left(U_{0} ; Y_{1}, Y_{2} \mid Q\right)-I\left(U_{0} ; Z \mid Q\right)+n \varepsilon \tag{F.11}
\end{equation*}
$$

The bounds on $R_{2}$ and $R_{1}+R_{2}$ can be proven similar to the bound on $R_{1}$ by substitution of $W_{1}$ by $W_{2}$ and $W_{1}$ by $\left(W_{1}, W_{2}\right)$, respectively. We omit the details for brevity.

## APPENDIX G

## PROOF OF THEOREM 5

First, we rewrite the achievable rate region in Theorem 1 and the outer bound in Theorem 4 for the considered model in this subsection, and then we show that these two bounds are equal, and they are equal to the rate region in Theorem 5 .

Corollary 5. By setting $U_{0}=U_{1}=U_{2}$ and $V_{0}=V_{1}=V_{2}$ and considering the fact that $Y_{1}=Y_{2}$, and therefore $Y_{1}^{\prime}=Y_{2}^{\prime}$, the achievable rate region in Theorem 1 will reduce to the set of non-negative rate pair $\left(R_{1}, R_{2}\right)$ such that

$$
\begin{align*}
& R_{1} \leq I\left(U_{0} ; Y_{1}^{\prime} \mid Q, V_{0}\right)-I\left(U_{0} ; Z \mid Q\right)  \tag{G.1}\\
& R_{2} \leq I\left(V_{0} ; Y_{1}^{\prime} \mid Q, U_{0}\right)-I\left(V_{0} ; Z \mid Q\right)  \tag{G.2}\\
& R_{1}+R_{2} \leq I\left(U_{0}, V_{0} ; Y_{1}^{\prime} \mid Q\right)-I\left(U_{0}, V_{0} ; Z \mid Q\right) \tag{G.3}
\end{align*}
$$

for some

$$
\begin{equation*}
p(q) p\left(u_{0} \mid q\right) p\left(v_{0} \mid q\right) p\left(x_{1} \mid u_{0}\right) p\left(x_{2} \mid v_{0}\right) . \tag{G.4}
\end{equation*}
$$

Corollary 6. By considering the fact that $Y_{1}^{\prime}$ is equal to $Y_{2}^{\prime}$ the outer bound in Theorem 4 will reduce to the set of couple rates $\left(R_{1}, R_{2}\right)$ satisfying

$$
\begin{align*}
R_{1} & \leq I\left(U_{0} ; Y_{1}^{\prime} \mid Q\right)-I\left(U_{0} ; Z \mid Q\right)  \tag{G.5}\\
R_{2} & \leq I\left(V_{0} ; Y_{1}^{\prime} \mid Q\right)-I\left(V_{0} ; Z \mid Q\right)  \tag{G.6}\\
R_{1}+R_{2} & \leq I\left(U_{0}, V_{0} ; Y_{1}^{\prime} \mid Q\right)-I\left(U_{0}, V_{0} ; Z \mid Q\right) \tag{G.7}
\end{align*}
$$

for some joint distribution

$$
\begin{equation*}
p(q) p\left(u_{0}, v_{0} \mid q\right) p\left(x_{1} \mid u_{0}\right) p\left(x_{2} \mid v_{0}\right) . \tag{G.8}
\end{equation*}
$$

By using a similar approach to the proof of Theorem 4 one can show that for the outer bound we have

$$
\begin{align*}
I\left(U_{0} ; V_{0} \mid Q\right) & =0,  \tag{G.9}\\
I\left(U_{0} ; V_{0} \mid Q, Y_{1}^{\prime}\right) & =0 \tag{G.10}
\end{align*}
$$

Therefore, the achievable rate region in Corollary 5 and the outer bound in Corollary 6 meet. By setting $Q=\emptyset, U_{0}=X_{1}$, and $V_{0}=X_{2}$ and considering the fact that the channel is noiseless one can verify the region in Theorem 5 .

## APPENDIX H

## PROOF OF THEOREM 7

Achievability Proof: Fix $P_{X \mid S}(x \mid s)$ and $\epsilon_{1}>\epsilon_{2}>0$ such that, $P_{Z}=Q_{0}$.
Codebook Generation: For every $s^{n} \in \mathcal{S}^{n}$ let $C_{n} \triangleq\left\{X^{n}\left(s^{n}, m\right)\right\}_{\left(s^{n}, m\right) \in \mathcal{S}^{n} \times \mathcal{M}}$, where $\mathcal{M} \triangleq$ $\llbracket 1,2^{n R} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{X \mid S}^{\otimes n}\left(\cdot \mid s_{i}\right)$. We denote a realization of $C_{n}$ by $\mathcal{C}_{n} \triangleq\left\{x^{n}\left(s^{n}, m\right)\right\}_{\left(s^{n}, m\right) \in \mathcal{S}^{n} \times \mathcal{M}}$.

Encoding: Given the CSI $s^{n}$, to send the message $m$, the transmitter computes $x^{n}\left(s^{n}, m\right)$ and transmits it over the channel. For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution is

$$
\begin{equation*}
P_{S^{n}, M, X^{n}, Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(s^{n}, m, \tilde{x}^{n}, z^{n}\right)=Q_{S}^{\otimes n}\left(s^{n}\right) 2^{-n R} \mathbb{1}_{\left\{\tilde{x}^{n}=x^{n}\left(s^{n}, m\right)\right\}} W_{Z \mid S, X}^{\otimes n}\left(z^{n} \mid s^{n}, \tilde{x}^{n}\right) . \tag{H.1}
\end{equation*}
$$

Covert Analysis: We now show $\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}}| | Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$, where

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{s \in \mathcal{S}} \sum_{x \in \mathcal{X}} Q_{S}(s) P_{X \mid S}(x \mid s) W_{Z \mid X, S}(\cdot \mid x, s) \tag{H.2}
\end{equation*}
$$

Then we choose $P_{X \mid S}$ such that it satisfies $Q_{Z}=Q_{0}$. Henceforth, we denote by $P^{\left(\mathcal{C}_{n}\right)}$ the distributions induced by a fixed codebook $\mathcal{C}_{n}$, and by $P_{{ }_{\mid C_{n}}}$ the distributions induced by a random codebook $C_{n}$. First, consider the following marginal from H.1),

$$
\begin{equation*}
P_{Z^{n} \mid C_{n}}\left(z^{n}\right)=\sum_{s^{n}} \sum_{m} Q_{S}^{\otimes n}\left(s^{n}\right) 2^{-n R} W_{Z \mid S, X}^{\otimes n}\left(z^{n} \mid s^{n}, X^{n}\left(s^{n}, m\right)\right) . \tag{H.3}
\end{equation*}
$$

We now have,

$$
\begin{aligned}
& \mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}}| | Q_{Z}^{\otimes n}\right)\right]=\mathbb{E}_{C_{n}}\left[\sum_{z^{n}} P_{Z^{n} \mid C_{n}}\left(z^{n}\right) \log \left(\frac{P_{Z^{n} \mid C_{n}}\left(z^{n}\right)}{Q_{Z}^{\otimes n}\left(z^{n}\right)}\right)\right] \\
& =\mathbb{E}_{C_{n}}\left[\sum_{z^{n}} \sum_{s^{n}} \sum_{m} \frac{1}{2^{n R}} Q_{S}^{\otimes n}\left(s^{n}\right) W_{Z \mid S, X}^{\otimes n}\left(z^{n} \mid s^{n}, X^{n}\left(s^{n}, m\right)\right)\right. \\
& \left.\quad \times \log \left(\frac{\sum_{\left(\tilde{s}^{n}, \tilde{m}\right)} Q_{S}^{\otimes n}\left(\tilde{s}^{n}\right) W_{Z \mid S, X}^{\otimes n}\left(z^{n} \mid \tilde{s}^{n}, X^{n}\left(\tilde{s}^{n}, \tilde{m}\right)\right)}{2^{n R} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(a)}{\leq} \sum_{z^{n}} \sum_{s^{n}} \sum_{m} \frac{1}{2^{n R}} \sum_{x^{n}\left(s^{n}, m\right)} P_{S, X, Z}^{\otimes n}\left(s^{n}, x^{n}\left(s^{n}, m\right), z^{n}\right) \\
& \times \log \mathbb{E}_{\backslash\left(s^{n}, m\right)}\left[\frac{\sum_{\left(\tilde{s}^{n}, \tilde{m}\right)} Q_{S}^{\otimes n}\left(\tilde{s}^{n}\right) W_{Z \mid S, X}^{\otimes n}\left(z^{n} \mid \tilde{s}^{n}, X^{n}\left(\tilde{s}^{n}, \tilde{m}\right)\right)}{2^{n R} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right] \\
& =\sum_{z^{n}} \sum_{s^{n}} \sum_{m} \frac{1}{2^{n R}} \sum_{x^{n}\left(s^{n}, m\right)} P_{S, X, Z}^{\otimes n}\left(s^{n}, x^{n}\left(s^{n}, m\right), z^{n}\right) \\
& \times \log \left(\frac{Q_{S}^{\otimes n}\left(s^{n}\right) W_{Z \mid S, X}^{\otimes n}\left(z^{n} \mid s^{n}, x^{n}\left(s^{n}, m\right)\right)}{2^{n R} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right. \\
& \left.+\mathbb{E}_{\backslash\left(s^{n}, m\right)}\left[\frac{\sum_{\left(\tilde{s}^{n}, \tilde{m}\right) \neq\left(s^{n}, m\right)} Q_{S}^{\otimes n}\left(\tilde{s}^{n}\right) W_{Z \mid S, X}^{\otimes n}\left(z^{n} \mid \tilde{s}^{n}, X^{n}\left(\tilde{s}^{n}, \tilde{m}\right)\right)}{2^{n R} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right]\right) \\
& \stackrel{(b)}{\leq} \sum_{z^{n}} \sum_{s^{n}} \sum_{m} \frac{1}{2^{n R}} \sum_{x^{n}\left(s^{n}, m\right)} P_{S, X, Z}^{\otimes n}\left(s^{n}, x^{n}\left(s^{n}, m\right), z^{n}\right) \\
& \times \log \left(\frac{Q_{S}^{\otimes n}\left(s^{n}\right) W_{Z \mid S, X}^{\otimes n}\left(z^{n} \mid s^{n}, x^{n}\left(s^{n}, m\right)\right)}{2^{n R} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right. \\
& \left.+\mathbb{E}_{\backslash s^{n}}\left[\sum_{\tilde{m} \neq m} \frac{\mathbb{E}_{\backslash m} \sum_{\tilde{s}^{n}}\left(Q_{S}^{\otimes n}\left(\tilde{s}^{n}\right) W_{Z \mid S, X}^{\otimes n}\left(z^{n} \mid \tilde{s}^{n}, X^{n}\left(\tilde{s}^{n}, \tilde{m}\right)\right)\right)}{2^{n R} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right]\right) \\
& =\sum_{z^{n}} \sum_{s^{n}} \sum_{m} \frac{1}{2^{n R}} \sum_{x^{n}\left(s^{n}, m\right)} P_{S, X, Z}^{\otimes n}\left(s^{n}, x^{n}\left(s^{n}, m\right), z^{n}\right) \\
& \times \log \left(\frac{Q_{S}^{\otimes n}\left(s^{n}\right) W_{Z \backslash S, X}^{\otimes n}\left(z^{n} \mid s^{n}, x^{n}\left(s^{n}, m\right)\right)}{2^{n R} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\mathbb{E}_{\backslash s^{n}}\left[\sum_{\tilde{m} \neq m} \frac{Q_{Z}^{\otimes n}\left(z^{n}\right)}{2^{n R} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right]\right) \\
& \leq \sum_{z^{n}} \sum_{s^{n}} \sum_{m} \frac{1}{2^{n R}} \sum_{x^{n}\left(s^{n}, m\right)} P_{S, X, Z}^{\otimes n}\left(s^{n}, x^{n}\left(s^{n}, m\right), z^{n}\right) \\
& \times \log \left(\frac{Q_{S}^{\otimes n}\left(s^{n}\right) W_{Z \mid S, X}^{\otimes n}\left(z^{n} \mid s^{n}, x^{n}\left(s^{n}, m\right)\right)}{2^{n R} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right) \\
& \triangleq \Psi_{1}+\Psi_{2}, \tag{H.4}
\end{align*}
$$

where (a) follows from Jensen's inequality and (b) follows by adding some terms to the nominator of the second term in the argument of the log function. We define $\Psi_{1}$ and $\Psi_{2}$ as

$$
\begin{align*}
& \Psi_{1}= \sum_{m} \frac{1}{2^{n R}} \sum_{\left(s^{n}, x^{n}\left(s^{n}, m\right), z^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}} P_{S, X, Z}^{\otimes n}\left(s^{n}, x^{n}\left(s^{n}, m\right), z^{n}\right) \\
& \times \log \left(\frac{Q_{S}^{\otimes n}\left(s^{n}\right) W_{Z \mid S, X}^{\otimes n}\left(z^{n} \mid s^{n}, x^{n}\left(s^{n}, m\right)\right)}{2^{n R} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right) \\
& \leq \log \left(\frac{2^{-n(1-\epsilon)(\mathbb{H}(S)+\mathbb{H}(Z \mid S, X))}}{2^{n R} 2^{-n(1+\epsilon) \mathbb{H}(Z)}}+1\right)  \tag{H.5}\\
& \Psi_{2}= \sum_{m} \frac{1}{2^{n R}} \sum_{\left(s^{n}, x^{n}\left(s^{n}, m\right), z^{n}\right) \notin \mathcal{T}_{\epsilon}^{(n)}} P_{S, X, Z}^{\otimes n}\left(s^{n}, x^{n}\left(s^{n}, m\right), z^{n}\right) \\
& \times \log \left(\frac{Q_{S}^{\otimes n}\left(s^{n}\right) W_{Z \mid S, X}^{\otimes n}\left(z^{n} \mid s^{n}, x^{n}\left(s^{n}, m\right)\right)}{2^{n R} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right) \\
& \leq 2|S||X \| Z| e^{-n \epsilon^{2} \mu_{S, X, Z} n \log \left(\frac{3}{\mu_{Z}}+1\right)} \tag{H.6}
\end{align*}
$$

where $\mu_{S, X, Z}=\min _{(s, x, z) \in(\mathcal{S}, \mathcal{X}, \mathcal{Z})} P_{S, X, Z}(s, x, z)$ and $\mu_{Z}=\min _{z \in \mathcal{Z}} P_{Z}(z)$. When $n \rightarrow \infty$ then $\Psi_{2} \rightarrow 0$; and $\Psi_{1} \rightarrow 0$ when $n \rightarrow \infty$ if,

$$
\begin{equation*}
R>\mathbb{I}(S, X ; Z)-\mathbb{H}(S) \tag{H.7}
\end{equation*}
$$

Basic information identities yield:

$$
\begin{equation*}
\mathbb{I}(X, S ; Z)=\mathbb{I}(X ; S, Z)+\mathbb{I}(S ; Z)-\mathbb{I}(X ; S) . \tag{H.8}
\end{equation*}
$$

Substituting (H.8) into H.7 leads to

$$
\begin{equation*}
R>\mathbb{I}(X ; Z \mid S)-\mathbb{H}(S \mid Z) \tag{H.9}
\end{equation*}
$$

Decoding and Error Probability Analysis: By access to the CSI $s^{n}$, the receiver declares that $\hat{m}=m$ if there exists a unique index $\hat{m}$ such that $\left(x^{n}\left(s^{n}, \hat{m}\right), y^{n}, s^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}(X, Y, S)$. According to the law of large numbers and the packing lemma the probability of error goes to zero as $n \rightarrow \infty$ if [85],

$$
\begin{equation*}
R<\mathbb{I}(X ; Y \mid S) \tag{H.10}
\end{equation*}
$$

The region in Theorem 7 is derived by combining (H.9) and (H.10).
Converse Proof: We now develop an upper bound for the non-causal side information. Consider any sequence of length- $n$ codes for a state-dependent channel with CSI available non-causally at both the transmitter and the receiver, such that $P_{e}^{(n)} \leq \epsilon_{n}$ and $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$ with $\lim _{n \rightarrow \infty} \epsilon_{n}=0$. Note that the converse is consistent with the model and does not require $\delta$ to vanish.

Epsilon Rate Region: We first define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ that expands the region defined in (3.2) as follows.

$$
\begin{equation*}
\mathcal{A}_{\epsilon} \triangleq\left\{R \geq 0: \exists P_{S, X, Y, Z} \in \mathcal{D}_{\epsilon}: R \leq \mathbb{I}(X ; Y \mid S)+\epsilon\right\} \tag{H.11a}
\end{equation*}
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
P_{S, X, Y, Z}:  \tag{H.11b}\\
P_{S, X, Y, Z}=Q_{S} P_{X \mid S} W_{Y, Z \mid X, S} \\
\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon \\
\mathbb{H}(S \mid Z) \geq \mathbb{I}(X ; Z \mid S)-\mathbb{I}(X ; Y \mid S)-2 \epsilon
\end{array}\right\}
$$

We next show that if a rate $R$ is achievable, then $R \in \mathcal{A}_{\epsilon}$ for any $\epsilon>0$. For any $\epsilon_{n}>0$ and $\nu>0$, we start by upper bounding $n R$ using standard techniques,

$$
\begin{aligned}
n R & =\mathbb{H}(M) \\
& \stackrel{(a)}{\leq} \mathbb{H}\left(M \mid S^{n}\right)-\mathbb{H}\left(M \mid Y^{n}, S^{n}\right)+n \epsilon_{n} \\
& =\mathbb{I}\left(M ; Y^{n} \mid S^{n}\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid Y^{i-1}, S^{n}\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid Y^{i-1}, S^{n}\right)-\mathbb{H}\left(Y_{i} \mid M, Y^{i-1}, S^{n}\right)\right]+n \epsilon_{n} \\
& \stackrel{(b)}{\leq} \sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid S_{i}\right)-\mathbb{H}\left(Y_{i} \mid M, Y^{i-1}, S^{n}, X^{n}\right)\right]+n \epsilon_{n}
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid S_{i}\right)-\mathbb{H}\left(Y_{i} \mid S_{i}, X_{i}\right)\right]+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(X_{i} ; Y_{i} \mid S_{i}\right)+n \epsilon_{n} \\
& \stackrel{(c)}{\leq} n \mathbb{I}(\tilde{X} ; \tilde{Y} \mid \tilde{S})+n \epsilon_{n} \\
& \stackrel{(d)}{\leq} n \mathbb{I}(\tilde{X} ; \tilde{Y} \mid \tilde{S})+n \epsilon \\
& \stackrel{(e)}{=} n \mathbb{I}(X ; Y \mid S)+n \epsilon \tag{H.12}
\end{align*}
$$

where
(a) follows from Fano's inequality and since $M$ is independent of $S^{n}$;
(b) holds because conditioning does not increase entropy;
(c) follows from the concavity of mutual information, with the resulting random variables $\tilde{X}, \tilde{S}, \tilde{Y}$, and $\tilde{Z}$ having the following distributions

$$
\begin{align*}
\tilde{P}_{X, S}(x, s) & \triangleq \frac{1}{n} \sum_{i=1}^{n} P_{X_{i}, S_{i}}(x, s)  \tag{H.13a}\\
\tilde{P}_{X, S, Y, Z}(x, s, y, z) & \triangleq \tilde{P}_{X, S}(x, s) W_{Y, Z \mid X, S}(y, z \mid x, s) \tag{H.13b}
\end{align*}
$$

(d) follows by defining $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$, where we choose $n$ large enough such that $\nu \geq \frac{\delta}{n}$;
(e) follows by defining $X=\tilde{X}, Y=\tilde{Y}$, and $S=\tilde{S}$.

We also have,

$$
\begin{aligned}
n R & =\mathbb{H}(M) \\
& =\mathbb{H}\left(M \mid S^{n}\right) \\
& \geq \mathbb{I}\left(M ; Z^{n} \mid S^{n}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(M, X^{n} ; Z^{n} \mid S^{n}\right)
\end{aligned}
$$

$$
\begin{align*}
& \geq \mathbb{I}\left(X^{n} ; Z^{n} \mid S^{n}\right) \\
& =\mathbb{I}\left(X^{n}, S^{n} ; Z^{n}\right)-\mathbb{I}\left(S^{n} ; Z^{n}\right) \\
& =\sum_{x^{n}} \sum_{s^{n}} \sum_{z^{n}} P\left(x^{n}, s^{n}, z^{n}\right) \log \frac{W_{Z \mid X, S}^{\otimes n}\left(z^{n} \mid x^{n}, s^{n}\right)}{P\left(z^{n}\right)}-\mathbb{H}\left(S^{n}\right)+\mathbb{H}\left(S^{n} \mid Z^{n}\right) \\
& \geq \sum_{x^{n}} \sum_{s^{n}} \sum_{z^{n}} P\left(x^{n}, s^{n}, z^{n}\right) \log \frac{W_{Z \mid X, S}^{\otimes n}\left(z^{n} \mid x^{n}, s^{n}\right)}{P\left(z^{n}\right)}+\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right)-\mathbb{H}\left(S^{n}\right)-\delta \\
& \geq \sum_{i=1}^{n} \sum_{x_{i}} \sum_{s_{i}} \sum_{z_{i}} P\left(x_{i}, s_{i}, z_{i}\right) \log \frac{W_{Z \mid X, S}\left(z_{i} \mid x_{i}, s_{i}\right)}{Q_{0}\left(z_{i}\right)}-\sum_{i=1}^{n} \mathbb{H}\left(S_{i}\right)-\delta \\
& =\sum_{i=1}^{n} \mathbb{D}\left(P_{X_{i}, S_{i}, Z_{i}} \| P_{X_{i}, S_{i}} Q_{0}\right)-\sum_{i=1}^{n} \mathbb{H}\left(S_{i}\right)-\delta \\
& \stackrel{(b)}{\geq} n \mathbb{D}\left(\tilde{P}_{X, S, Z} \| \tilde{P}_{X, S} Q_{0}\right)-n \mathbb{H}(\tilde{S})-\delta \\
& =n \mathbb{D}\left(\tilde{P}_{X, S, Z} \| \tilde{P}_{X, S} \tilde{P}_{Z}\right)+\mathbb{D}\left(\tilde{P}_{Z} \| Q_{0}\right)-n \mathbb{H}(\tilde{S})-\delta \\
& \stackrel{(c)}{\geq} n \mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Z})-n \mathbb{H}(\tilde{S})-\delta \\
& \stackrel{(d)}{=} n \mathbb{I}(X, S ; Z)-n \mathbb{H}(S)-\delta, \tag{H.14}
\end{align*}
$$

where
(a) follows because $X^{n}$ is a function of $\left(M, S^{n}\right)$;
(b) follows from Jensen's inequality, the convexity of $\mathbb{D}(\cdot \| \cdot)$, and concavity of $\mathbb{H}(\cdot)$;
(c) follows from the positivity of the KL-divergence and the definition of random variables $\tilde{X}, \tilde{S}, \tilde{Y}$, and $\tilde{Z}$ in H.13);
(d) follows by defining $X=\tilde{X}, Z=\tilde{Z}$, and $S=\tilde{S}$.

For any $\nu>0$, by choosing $n$ large enough and substituting (H.8) into H.14) ensures that

$$
\begin{align*}
R & \geq \mathbb{I}(X ; Z \mid S)-\mathbb{H}(S \mid Z)-\nu, \\
& \geq \mathbb{I}(X ; Z \mid S)-\mathbb{H}(S \mid Z)-\epsilon, \tag{H.15}
\end{align*}
$$

where the last inequality follows from the definition of $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$. To show that $\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon$, note that for $n$ large enough,

$$
\begin{align*}
\mathbb{D}\left(P_{Z} \| Q_{0}\right) & =\mathbb{D}\left(P_{\tilde{Z}} \| Q_{0}\right)=\mathbb{D}\left(\frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}} \| Q_{0}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \leq \frac{1}{n} \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \frac{\delta}{n} \leq \nu \leq \epsilon \tag{H.16}
\end{align*}
$$

Combining H.12) and H.15 shows that $\forall \epsilon_{n}, \nu>0, R \leq \max \left\{a: a \in \mathcal{A}_{\epsilon}\right\}$. Therefore,

$$
\begin{equation*}
C_{\mathrm{NC}-\mathrm{TR}}=\max \left\{a: a \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}\right\} . \tag{H.17}
\end{equation*}
$$

Continuity at Zero: One can prove the continuity at zero of $\mathcal{A}_{\epsilon}$ by substituting $\min \{\mathbb{I}(U ; Y)-$ $\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}$ with $\mathbb{I}(X ; Y \mid S)$ and $\mathbb{I}(V ; Z)-\mathbb{I}(V ; S)$ with $\mathbb{I}(X ; Z \mid S)-\mathbb{H}(S \mid Z)$ in the continuity at zero proof in Appendix N and following the exact same arguments.

## APPENDIX I

## PROOF OF THEOREM 8

Achievability Proof: To prove the achievability of Theorem 8 it is convenient to introduce an associated channel $W_{Y, Z \mid U, S}$ as follows: Let $U \in \mathcal{U}$ be an arbitrary auxiliary random variable which is independent of the state $S$, and let $x: \mathcal{U} \times \mathcal{S} \mapsto \mathcal{X}$ be a deterministic mapping subject to $\mathbb{1}_{\{x=x(s, u)\}}$. According to the Shannon strategy [88], we define the $W_{Y, Z \mid U, S}$ as a channel specified by

$$
\begin{equation*}
W_{Y, Z \mid U, S}=\sum_{x \in \mathcal{X}} \mathbb{1}_{\{x=x(s, u)\}} W_{Y, Z \mid X, S}(y, z \mid x, s), \tag{I.1}
\end{equation*}
$$

which results in a channel with input $U$, outputs $Y, Z$, and state $S$. Therefore, we only focus on the coding problem for the channel $W_{Y, Z \mid U, S}$ for the achievability proof.

We use block-Markov coding in which $B$ independent messages are transmitted over $B$ channel blocks, each of length $r$, therefore the overall codeword length is $n=r B$ symbols. The warden's observation $Z^{n}$ can be described in terms of observations in individual blockMarkov blocks $Z^{n}=\left(Z_{1}^{r}, \ldots, Z_{B}^{r}\right)$. The distribution of the warden's observation, induced by the block-Markov coding, is $P_{Z^{n}} \triangleq P_{Z_{1}^{r}, \ldots, Z_{B}^{r}}$ and the target output distribution is $Q_{0}^{\otimes n}=$ $\prod_{j=1}^{B} Q_{0}^{\otimes r}$. Therefore,

$$
\begin{align*}
\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) & =\mathbb{D}\left(P_{Z_{1}^{r} \ldots Z_{B}^{r}}| | Q_{0}^{\otimes r B}\right) \\
& =\sum_{j=1}^{B} \mathbb{D}\left(P_{Z_{j}^{r} \mid Z_{j+1}^{B, r}} \| Q_{0}^{\otimes r} \mid P_{Z_{j+1}^{B, r}}\right) \\
& =\sum_{j=1}^{B}\left[\mathbb{D}\left(P_{Z_{j}^{r}} \| Q_{0}^{\otimes r}\right)+\mathbb{D}\left(P_{Z_{j}^{r} \mid Z_{j+1}^{B, r}} \| P_{Z_{j}^{r}} \mid P_{Z_{j+1}^{B, r}}\right)\right] \\
& =\sum_{j=1}^{B}\left[\mathbb{D}\left(P_{Z_{j}^{r}} \| Q_{0}^{\otimes r}\right)+\mathbb{I}\left(Z_{j}^{r} ; Z_{j+1}^{B, r}\right)\right], \tag{I.2}
\end{align*}
$$

where $Z_{j+1}^{B, r}=\left\{Z_{j+1}^{r}, \ldots Z_{B}^{r}\right\}$. Hence, $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0$, is equivalent to;

$$
\begin{equation*}
\mathbb{D}\left(P_{Z_{j}^{r}} \| Q_{0}^{\otimes r}\right) \underset{r \rightarrow \infty}{\longrightarrow} 0, \quad \mathbb{I}\left(Z_{j}^{r} ; Z_{j+1}^{B, r}\right) \underset{r \rightarrow \infty}{\longrightarrow} 0, \quad \forall j \in \llbracket 1, B \rrbracket \tag{I.3}
\end{equation*}
$$

This requires constructing a code that approximates $Q_{0}^{\otimes r}$ in each block, while eliminating the dependencies across blocks created by block-Markov coding. The random code generation is as follows.

Fix $P_{U}(u), x=x(s, u)$, and $\epsilon_{1}>\epsilon_{2}>0$ such that, $P_{Z}=Q_{0}$.
Codebook Generation for Keys: For each block $j \in \llbracket 1, B \rrbracket$, create a function $\Phi: S_{j}^{r} \mapsto$ $\llbracket 1,2^{r R_{K}} \rrbracket$ through random binning by choosing the value of $\Phi\left(s_{j}^{r}\right)$ independently and uniformly at random for every $s_{j}^{r} \in \mathcal{S}^{r}$. The key $k_{j}=\Phi\left(s_{j}^{r}\right)$ obtained in the block $j \in \llbracket 1, B \rrbracket$ from the state sequence $s_{j}^{r}$ is used to assist the encoder in the next block.

Codebook Generation for Messages: For each block $j \in \llbracket 1, B \rrbracket$, let $C_{r} \triangleq$ $\left\{U^{r}\left(m_{j}, k_{j-1}\right)\right\}_{\left(m_{j}, k_{j-1}\right) \in \mathcal{M} \times \mathcal{K}}$, where $\mathcal{M} \triangleq \llbracket 1,2^{r R} \rrbracket$ and $\mathcal{K} \triangleq \llbracket 1,2^{r R_{k}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{U}^{\otimes r}$. We denote a realization of $C_{r}$ by $\mathcal{C}_{r} \triangleq\left\{u^{r}\left(m_{j}, k_{j-1}\right)\right\}_{\left(m_{j}, k_{j-1}\right) \in \mathcal{M} \times \mathcal{K}}$.

Encoding: For the first block, we assume that the transmitter and the receiver have access to a shared secret key $k_{0}$, in this block to transmit $m_{1}$ the encoder computes $u^{r}\left(m_{1}, k_{0}\right)$ and transmits codeword $x^{r}$, where $x_{i}=x\left(u_{i}\left(m_{1}, k_{0}\right), s_{i}\right)$. At the end of the first block, the encoder generates a key from CSI $s_{1}^{r}$ to be used in Block 2.

For block $j \in \llbracket 2, B \rrbracket$, to send the message $m_{j}$ according to the generated key $k_{j-1}$ from the previous block, the encoder computes $u^{r}\left(m_{j}, k_{j-1}\right)$ and transmits codeword $x^{r}$, where $x_{i}=x\left(u_{i}\left(m_{j}, k_{j-1}\right), s_{i}\right)$. Also, at the end of each block $j \in \llbracket 2, B \rrbracket$, the encoder generates a key from CSI $s_{j}^{r}$ to be used in the next block.

Define

$$
\begin{align*}
\Upsilon_{M_{j}, K_{j-1}, U^{r}, S_{j}^{r}, Z_{j}^{r}, K_{j}}^{\left(\mathcal{C}_{r}\right)}\left(m_{j}, k_{j-1}, \tilde{u}^{r}, s_{j}^{r}, z_{j}^{r}, k_{j}\right) \triangleq & 2^{-r\left(R_{k}+R\right)} \mathbb{1}_{\left\{\tilde{u}^{r}=u^{r}\left(m_{j}, k_{j-1}\right)\right\}} Q_{S}^{\otimes r}\left(s_{j}^{r}\right) \\
& \times W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid \tilde{u}^{r}, s_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{s}_{j}^{r}\right)\right\}} . \tag{I.4}
\end{align*}
$$

For a fixed codebook $\mathcal{C}_{r}$, the induced joint distribution by our code design (i.e. $P^{\left(\mathcal{C}_{r}\right)}$ ) satisfies

$$
\begin{equation*}
\mathbb{D}\left(P_{M_{j}, K_{j-1}, U^{r}, S_{j}^{r}, Z_{j}^{r}, K_{j}}^{\left(\mathcal{C}_{r}\right)} \| \Upsilon_{M_{j}, K_{j-1}, U^{r}, S_{j}^{r}, Z_{j}^{r}, K_{j}}^{\left(\mathcal{C}_{r}\right)}\right) \leq \epsilon . \tag{I.5}
\end{equation*}
$$



Figure I.1. Functional dependence graph for the block-Markov encoding scheme

This intermediate distribution $\Upsilon^{\left(\mathcal{C}_{r}\right)}$ approximates the true distribution $P^{\left(\mathcal{C}_{r}\right)}$ and will be used in the sequel for bounding purposes. Expression (I.5) holds because the main difference between $P^{\left(\mathcal{C}_{r}\right)}$ and $\Upsilon^{\left(\mathcal{C}_{r}\right)}$ is that the key $K_{j-1}$ is assumed to be uniformly distributed in $\Upsilon^{\left(\mathcal{C}_{r}\right)}$, which is made (arbitrarily) nearly uniform in $P^{\left(\mathcal{C}_{r}\right)}$ with appropriate control of rate as in (I.17).

Covert Analysis: We now show $\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$, where $C_{n}$ is the set of all codebooks from all blocks, and

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{s \in \mathcal{S}} \sum_{u \in \mathcal{U}} \sum_{x \in \mathcal{X}} Q_{S}(s) P_{U}(u) \mathbb{1}_{\{x=X(u, s)\}} W_{Z \mid X, S}(\cdot \mid x, s) . \tag{I.6}
\end{equation*}
$$

Then we choose $P_{U}$ and $X(U, S)$ such that it satisfies $Q_{Z}=Q_{0}$. From the expansion in (I.2), by substituting $Q_{0}$ with $Q_{Z}$, for every block $j \in \llbracket 2, B \rrbracket$,

$$
\begin{align*}
& \mathbb{I}\left(Z_{j}^{r} ; Z_{j+1}^{B, r}\right) \leq \mathbb{I}\left(Z_{j}^{r} ; K_{j}, Z_{j+1}^{B, r}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(Z_{j}^{r} ; K_{j}\right) \tag{I.7}
\end{align*}
$$

where (a) holds because $Z_{j}^{r}-K_{j}-Z_{j+1}^{B, r}$ forms a Markov chain, as seen in the functional dependence graph depicted in Fig. I.1. Also,

$$
\mathbb{I}\left(Z_{j}^{r} ; K_{j}\right)=\mathbb{D}\left(P_{Z_{j}^{r}, K_{j}}^{\left(\mathcal{C}_{n}\right)} \| P_{Z_{j}^{r}}^{\left(\mathcal{C}_{n}\right)} P_{K_{j}}^{\left(\mathcal{C}_{n}\right)}\right)
$$

$$
\begin{equation*}
\stackrel{(b)}{\leq} \mathbb{D}\left(P_{Z_{j}^{r}, K_{j}}^{\left(\mathcal{C}_{n}\right)} \| Q_{Z}^{\otimes r} Q_{K_{j}}\right) \tag{I.8}
\end{equation*}
$$

where $Q_{K_{j}}$ is the uniform distribution over $\llbracket 1,2^{r R_{K}} \rrbracket$ and $(b)$ follows from the positivity of relative entropy and

$$
\begin{equation*}
\mathbb{D}\left(P_{Z_{j}^{r}, K_{j}} \| P_{Z_{j}^{r}} P_{K_{j}}\right)=\mathbb{D}\left(P_{Z_{j}^{r}, K_{j}} \| Q_{Z}^{\otimes r} Q_{K_{j}}\right)-\mathbb{D}\left(P_{K_{j}} \| Q_{K_{j}}\right)-\mathbb{D}\left(P_{Z_{j}^{r}} \| Q_{Z}^{\otimes r}\right) . \tag{I.9}
\end{equation*}
$$

Therefore by combining (I.2), (I.8), and (I.9),

$$
\begin{equation*}
\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right) \leq 2 \sum_{j=1}^{B} \mathbb{D}\left(P_{Z_{j}^{r}, K_{j} \mid C_{r}} \| Q_{Z}^{\otimes r} Q_{K_{j}}\right) . \tag{I.10}
\end{equation*}
$$

We now proceed to bound the right-hand side of I.10). First, consider the following marginal from (I.4),

$$
\begin{equation*}
\Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j}\right)=\sum_{m_{j}} \sum_{k_{j-1}} \sum_{s_{j}^{r}} \frac{1}{2^{r\left(R+R_{k}\right)}} Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(s_{j}^{r}\right)\right\}} . \tag{I.11}
\end{equation*}
$$

From (I.5) and the monotonicity of KL-divergence we have,

$$
\begin{equation*}
\mathbb{D}\left(\Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}}| | P_{Z_{j}^{r}, K_{j} \mid C_{r}}\right) \leq \epsilon . \tag{I.12}
\end{equation*}
$$

To bound the Right Hand Side (RHS) of (I.10) by using Lemma 1 and the triangle inequality we have,

$$
\begin{equation*}
\mathbb{E}_{C_{r}}\left\|P_{Z_{j}^{r}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j}}\right\|_{1} \leq \mathbb{E}_{C_{r}}| | P_{Z_{j}^{r}, K_{j} \mid C_{r}}-\Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}}\left\|_{1}+\mathbb{E}_{C_{r}}\right\| \Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j}} \|_{1} \tag{I.13}
\end{equation*}
$$

From Lemma 1 and (I.12) the first term on the RHS of (I.13) vanishes as $r$ grows; to bound the second term on the RHS of (I.13) by using Lemma 1 we have,
$\mathbb{E}_{C_{r}}\left[\mathbb{D}\left(\Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}} \| Q_{Z}^{\otimes r} Q_{K_{j}}\right)\right]=\mathbb{E}_{C_{r}}\left[\sum_{z_{j}^{r}, k_{j}} \Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j}\right) \log \left(\frac{\Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j}\right)}{Q_{Z}^{\otimes r}\left(z_{j}^{r}\right) Q_{K_{j}}\left(k_{j}\right)}\right)\right]$

$$
\begin{aligned}
& =\mathbb{E}_{C_{r}}\left[\sum_{\left(z_{j}^{r}, k_{j}\right)} \sum_{m_{j}} \sum_{k_{j-1}} \frac{1}{2^{r\left(R+R_{k}\right)}} \sum_{s_{j}^{r}} Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(s_{j}^{r}\right)\right\}}\right. \\
& \left.\quad \times \log \left(\frac{\sum_{\tilde{m}_{j}} \sum_{\tilde{k}_{j-1}} \sum_{\tilde{s}_{j}^{r}} Q_{S}^{\otimes r}\left(\tilde{s}_{j}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right), \tilde{s}_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{s}_{j}^{r}\right)\right\}}}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right)\right]
\end{aligned}
$$

$$
\begin{array}{r}
\stackrel{(a)}{\leq} \sum_{\left(z_{j}^{r}, k_{j}\right)} \sum_{m_{j}} \sum_{k_{j-1}} \frac{1}{2^{r\left(R+R_{k}\right)}} \sum_{s_{j}^{r}} \sum_{u^{r}\left(m_{j}, k_{j-1}\right)} \Upsilon_{U^{r}, S^{r}, Z^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right) \mathbb{E}_{\Phi\left(s_{j}^{r}\right)}\left[\mathbb{1}_{\left\{k_{j}=\Phi\left(s_{j}^{r}\right)\right\}}\right] \\
\quad \times \log \mathbb{E}_{\backslash\left(\left(m_{j}, k_{j-1}\right), \Phi\left(s_{j}^{r}\right)\right)}\left[\frac{\sum_{\tilde{m}_{j}} \sum_{\tilde{k}_{j-1}} \sum_{\tilde{s}_{j}^{r}} Q_{S}^{\otimes r}\left(\tilde{s}_{j}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right), \tilde{s}_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{s}_{j}^{r}\right)\right\}}}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right]
\end{array}
$$

$$
\stackrel{(b)}{\leq} \sum_{\left(z_{j}^{r}, k_{j}\right)} \sum_{m_{j}} \sum_{k_{j-1}} \frac{1}{2^{r\left(R+R_{k}\right)}} \sum_{s_{j}^{r}} \sum_{u^{r}\left(m_{j}, k_{j-1}\right)} \Upsilon_{U^{r}, S^{r}, Z^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, k_{j-1}, s_{j}^{r}, z_{j}^{r}\right)\right) \frac{1}{2^{r R_{K}}}
$$

$$
\times \log \frac{1}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\left(Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right)\right.
$$

$$
+\mathbb{E}_{\backslash\left(m_{j}, k_{j-1}\right)}\left[\sum_{\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right) \neq\left(m_{j}, k_{j-1}\right)} Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right), s_{j}^{r}\right)\right]
$$

$$
+\mathbb{E}_{\backslash \Phi\left(s_{j}^{r}\right)}\left[\sum_{\tilde{s}_{j}^{r}} Q_{S}^{\otimes r}\left(\tilde{s}_{j}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, k_{j-1}\right), \tilde{s}_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{s}_{j}^{r}\right)\right\}}\right]
$$

$$
\left.+\mathbb{E}_{\backslash\left(\left(m_{j}, k_{j-1}\right), \Phi\left(s_{j}^{r}\right)\right)}\left[\sum_{\tilde{s}_{j}^{r}} \sum_{\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right) \neq\left(m_{j}, k_{j-1}\right)} Q_{S}^{\otimes r}\left(\tilde{s}_{j}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right), \tilde{s}_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{s}_{j}^{r}\right)\right\}}\right]\right)
$$

$$
\leq \sum_{\left(z_{j}^{r}, k_{j}\right)} \sum_{m_{j}} \sum_{k_{j-1}} \frac{1}{2^{r\left(R+R_{k}+R_{K}\right)}} \sum_{s_{j}^{r}} \sum_{u^{r}\left(m_{j}, k_{j-1}\right)} \Upsilon_{U^{r}, S^{r}, Z^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right)
$$

$$
\times \log \left(\frac{Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right)}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\sum_{\left(\tilde{k}_{j-1}, \tilde{m}_{j}\right) \neq\left(m_{j}, k_{j-1}\right)} \frac{Q_{S, Z}^{\otimes r}\left(s_{j}^{r}, z_{j}^{r}\right)}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right.
$$

$$
\left.+\frac{W_{Z \mid U}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, k_{j-1}\right)\right)}{2^{r\left(R+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right)
$$

$$
\leq \sum_{\left(z_{j}^{r}, k_{j}\right)} \sum_{m_{j}} \sum_{k_{j-1}} \frac{1}{2^{r\left(R+R_{k}+R_{K}\right)}} \sum_{s_{j}^{r}} \sum_{u^{r}\left(m_{j}, k_{j-1}\right)} \Upsilon_{U^{r}, S^{r}, Z^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right)
$$

$$
\times \log \left(\frac{Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right)}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{2^{r R_{K}} Q_{S, Z}^{\otimes r}\left(s_{j}^{r}, z_{j}^{r}\right)}{Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid U}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, k_{j-1}\right)\right)}{2^{r\left(R+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right)
$$

$$
\begin{equation*}
\triangleq \Psi_{1}+\Psi_{2} \tag{I.14}
\end{equation*}
$$

where (a) follows from Jensen's inequality and $(b)$ holds because $\mathbb{1}_{\{.\}} \leq 1$. We define $\Psi_{1}$ and $\Psi_{2}$ as

$$
\begin{align*}
& \Psi_{1}= \sum_{k_{j}} \sum_{m_{j}} \sum_{k_{j-1}} \frac{1}{2^{r\left(R+R_{k}+R_{K}\right)}} \sum_{\left(u^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right) \in \mathcal{T}_{\epsilon}^{(n)}} \Upsilon_{U^{r}, S^{r}, Z^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right) \\
& \times \log \left(\frac{Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right)}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
&\left.+\frac{2^{r R_{K}} Q_{S}^{\otimes r}\left(s_{j}^{r}, z_{j}^{r}\right)}{Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid U}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, k_{j-1}\right)\right)}{2^{r\left(R+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq \log \left(\frac{2^{r R_{K}} 2^{-r(1-\epsilon)(\mathbb{H}(S)+\mathbb{H}(Z \mid U, S))}}{\left.2^{r\left(R+R_{k}\right)} 2^{-r(1+\epsilon) \mathbb{H}(Z)}+\frac{2^{r R_{K}} 2^{-r(1-\epsilon) \mathbb{H}(S, Z)}}{2^{-r(1+\epsilon) \mathbb{H}(Z)}}+\frac{2^{-r(1-\epsilon) \mathbb{H}(Z \mid U)}}{2^{r\left(R+R_{k}\right)} 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+1\right)}\right.  \tag{I.15}\\
& \Psi_{2}= \sum_{k_{j}} \sum_{m_{j}} \sum_{k_{j-1}} \frac{1}{2^{r\left(R+R_{k}+R_{K}\right)}}\left(\sum_{\left.u^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(n)}} \Upsilon_{U^{r}, S^{r}, Z^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right)\right. \\
& \times \log \left(\frac{Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right)}{2^{r\left(R+R_{k}-R_{K}\right) Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}}\right. \\
&+\frac{2^{r R_{K}} Q_{S, Z}^{\otimes r}\left(s_{j}^{r}, z_{j}^{r}\right)}{Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid U}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, k_{j-1}\right)\right)}{\left.2^{r\left(R+R_{k}\right) Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right)} \\
& \leq 2|U\|S\| Z| e^{-r \epsilon^{2} \mu_{U, S, Z} r \log \left(\frac{3}{\mu_{Z}}+1\right),} \tag{I.16}
\end{align*}
$$

where $\mu_{U, S, Z}=\min _{(u, s, z) \in(\mathcal{U}, \mathcal{S}, \mathcal{Z})} P_{U, S, Z}(u, s, z)$ and $\mu_{Z}=\min _{z \in \mathcal{Z}} P_{Z}(z)$. When $r \rightarrow \infty$ then $\Psi_{2} \rightarrow 0$, by choosing $R_{K}=\mathbb{H}(S \mid Z)-\epsilon, \Psi_{1}$ vanishes when $r$ grows if,

$$
\begin{align*}
& R+R_{k}>\mathbb{I}(U ; Z \mid S)  \tag{I.17a}\\
& R+R_{k}>\mathbb{I}(U ; Z) \tag{I.17b}
\end{align*}
$$

Since $U$ and $S$ are independent, I.17b is redundant because of (I.17a).
Decoding and Error Probability Analysis: At the end of the block $j \in \llbracket 1, B \rrbracket$, using its knowledge of the CSI $s_{j}^{r}$ of the current block and the key $k_{j-1}$ generated from the previous
block, the receiver finds a unique $\hat{m}_{j}$ such that $\left(u^{r}\left(\hat{m}_{j}, k_{j-1}\right), s_{j}^{r}, y_{j}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)}$. To analyze the probability of error, we define the following error events for $j \in \llbracket 1, B \rrbracket$

$$
\begin{align*}
\mathcal{E} & =\{\hat{M} \neq M\}  \tag{I.18a}\\
\mathcal{E}_{j} & =\left\{\hat{M}_{j} \neq M_{j}\right\}  \tag{I.18b}\\
\mathcal{E}_{1, j} & =\left\{\left(U^{r}\left(M_{j}, K_{j-1}\right), S_{j}^{r}\right) \notin \mathcal{T}_{\epsilon_{1}}^{(r)}\left(Q_{S} P_{U}\right)\right\},  \tag{I.18c}\\
\mathcal{E}_{2, j} & =\left\{\left(U^{r}\left(M_{j}, K_{j-1}\right), S_{j}^{r}, Y_{j}^{r}\right) \notin \mathcal{T}_{\epsilon_{2}}^{(r)}\left(Q_{S} P_{U} W_{Y \mid U, S}\right)\right\},  \tag{I.18d}\\
\mathcal{E}_{3, j} & =\left\{\left(U^{r}\left(k_{j-1}, \hat{m}_{j}\right), S_{j}^{r}, Y_{j}^{r}\right) \in \mathcal{T}_{\epsilon_{2}}^{(r)}, \quad \text { for some } \quad \hat{m}_{j} \neq M_{j}\right\}, \tag{I.18e}
\end{align*}
$$

where $\epsilon_{2}>\epsilon_{1}>\epsilon>0$. The probability of error is upper bounded as follows,

$$
\begin{equation*}
\mathbb{P}(\mathcal{E}) \leq \mathbb{P}\left\{\bigcup_{j=1}^{B} \mathcal{E}_{j}\right\} \leq \sum_{j=1}^{B} \mathbb{P}\left(\mathcal{E}_{j}\right) \tag{I.19}
\end{equation*}
$$

Now we bound $\mathbb{P}\left(\mathcal{E}_{j}\right)$ by using union bound

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{E}_{j}\right) \leq \mathbb{P}\left(\mathcal{E}_{1, j}\right)+\mathbb{P}\left(\mathcal{E}_{1, j}^{c} \cap \mathcal{E}_{2, j}\right)+\mathbb{P}\left(\mathcal{E}_{2, j}^{c} \cap \mathcal{E}_{3, j}\right) \tag{I.20}
\end{equation*}
$$

By the law of large numbers the first and second term on RHS of (I.20) vanishes when $r$ grows. According to the law of large numbers and the packing lemma, the last term on RHS of (I.20) vanishes when $r$ grows if [85],

$$
\begin{equation*}
R<\mathbb{I}(U ; S, Y)=\mathbb{I}(U ; Y \mid S) \tag{I.21}
\end{equation*}
$$

Furthermore, this scheme requires that

$$
\begin{equation*}
R_{k} \leq R_{K}=\mathbb{H}(S \mid Z)-\epsilon \tag{I.22}
\end{equation*}
$$

The region in Theorem 8 is obtained by applying Fourier-Motzkin to (I.17a), (I.21), and (I.22).

Converse Proof: We now develop an upper bound when CSI is available causally at both of the legitimate terminals. Consider any sequence of length- $n$ codes for a statedependent channel with CSI available causally at both the transmitter and the receiver
such that $P_{e}^{(n)} \leq \epsilon_{n}$ and $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$ with $\lim _{n \rightarrow \infty} \epsilon_{n}=0$. Note that the converse is consistent with the model and does not require $\delta$ to vanish.

Epsilon Rate Region: We first define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ that expands the region defined in (3.4) as follows,

$$
\begin{equation*}
\mathcal{A}_{\epsilon} \triangleq\left\{R \geq 0: \exists P_{S, U, X, Y, Z} \in \mathcal{D}_{\epsilon}: R \leq \mathbb{I}(U ; Y \mid S)+\epsilon\right\} \tag{I.23a}
\end{equation*}
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
P_{S, U, X, Y, Z}:  \tag{I.23b}\\
P_{S, U, X, Y, Z}=Q_{S} P_{U} \mathbb{1}_{\{X=X(U, S)\}} W_{Y, Z \mid X, S} \\
\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon \\
\mathbb{H}(S \mid Z) \geq \mathbb{I}(U ; Z \mid S)-\mathbb{I}(U ; Y \mid S)-2 \epsilon \\
|\mathcal{U}| \leq|\mathcal{X}|+1
\end{array}\right\}
$$

We next show that if a rate $R$ is achievable then $R \in \mathcal{A}_{\epsilon}$ for any $\epsilon>0$. For any $\epsilon_{n}>0$ and $\nu>0$, we start by upper bounding $n R$ using standard techniques,

$$
\begin{aligned}
n R & =\mathbb{H}(M) \\
& \stackrel{(a)}{\leq} \mathbb{H}\left(M \mid S^{n}\right)-\mathbb{H}\left(M \mid Y^{n}, S^{n}\right)+n \epsilon_{n} \\
& =\mathbb{I}\left(M ; Y^{n} \mid S^{n}\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid Y^{i-1}, S^{n}\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid Y^{i-1}, S^{n}\right)-\mathbb{H}\left(Y_{i} \mid M, Y^{i-1}, S^{n}\right)\right]+n \epsilon_{n} \\
& \stackrel{(b)}{\leq} \sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid S_{i}\right)-\mathbb{H}\left(Y_{i} \mid U_{i}, S_{i}\right)\right]+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(U_{i} ; Y_{i} \mid S_{i}\right)+n \epsilon_{n}
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(c)}{\leq} n \mathbb{I}(\tilde{U} ; \tilde{Y} \mid \tilde{S})+n \epsilon_{n} \\
& \stackrel{(d)}{\leq} n \mathbb{I}(\tilde{U} ; \tilde{Y} \mid \tilde{S})+n \epsilon \\
& \stackrel{(e)}{=} n \mathbb{I}(U ; Y \mid S)+n \epsilon \tag{I.24}
\end{align*}
$$

where
(a) follows from Fano's inequality and since $M$ is independent of $S^{n}$;
(b) holds because conditioning does not increase entropy and $U_{i}=\left(M, Y^{i-1}, S_{\sim i}^{n}\right)$;
(c) follows from the concavity of mutual information, with the resulting random variables $\tilde{U}, \tilde{S}$, and $\tilde{Y}$ having the following distributions

$$
\begin{gather*}
\tilde{P}_{U, S, X}(u, s, x) \triangleq \frac{1}{n} \sum_{i=1}^{n} P_{U_{i}, S_{i}, X_{i}}(u, s, x)  \tag{I.25a}\\
\tilde{P}_{U, S, X, Y, Z}(u, s, x, y, z) \triangleq \tilde{P}_{U, S, X}(u, s, x) W_{Y, Z \mid X, S}(y, z \mid x, s) ; \tag{I.25b}
\end{gather*}
$$

(d) follows by defining $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$, where we choose $n$ large enough such that $\nu \geq \frac{\delta}{n}$;
(e) follows by defining $U=\tilde{U}, Y=\tilde{Y}$, and $S=\tilde{S}$.

We now have,

$$
\begin{align*}
& n R \stackrel{(a)}{\geq} n \mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Z})-n \mathbb{H}(\tilde{S})-\epsilon \\
& \quad \stackrel{(b)}{\geq} n \mathbb{I}(\tilde{U}, \tilde{S} ; \tilde{Z})-n \mathbb{H}(\tilde{S})-\epsilon \\
& \quad \stackrel{(c)}{=} \mathbb{I}(U, S ; Z)-\mathbb{H}(S)-\epsilon, \tag{I.26}
\end{align*}
$$

where
(a) follows from the exact same steps as in H.15;
(b) follows from the Markov chain $U-(X, S)-Z$ and from the definition of random variables $\tilde{U}, \tilde{X}, \tilde{S}, \tilde{Y}$, and $\tilde{Z}$ in (I.25);
(c) follows by defining $U=\tilde{U}, Z=\tilde{Z}$, and $S=\tilde{S}$.

Rewriting the bound in (I.26) by using the basic property in (H.8) leads to

$$
\begin{equation*}
R \geq \mathbb{I}(U ; Z \mid S)-\mathbb{H}(S \mid Z)-\epsilon \tag{I.27}
\end{equation*}
$$

To show that $\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon$, note that for $n$ large enough,

$$
\begin{align*}
\mathbb{D}\left(P_{Z} \| Q_{0}\right) & =\mathbb{D}\left(P_{\tilde{Z}} \| Q_{0}\right)=\mathbb{D}\left(\frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}} \| Q_{0}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \leq \frac{1}{n} \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \frac{\delta}{n} \leq \nu \leq \epsilon \tag{I.28}
\end{align*}
$$

Combining (I.24) and (I.27) shows that $\forall \epsilon_{n}, \nu>0, R \leq \max \left\{a: a \in \mathcal{A}_{\epsilon}\right\}$. Therefore,

$$
\begin{equation*}
C_{\mathrm{C}-\mathrm{TR}}=\max \left\{a: a \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}\right\} . \tag{I.29}
\end{equation*}
$$

Continuity at Zero: Continuity at zero for $\mathcal{A}_{\epsilon}$ is established by substituting $\min \{\mathbb{I}(U ; Y)-$ $\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}$ with $\mathbb{I}(U ; Y \mid S)$ and $\mathbb{I}(V ; Z)-\mathbb{I}(V ; S)$ with $\mathbb{I}(U ; Z \mid S)-\mathbb{H}(S \mid Z)$ in the continuity at zero proof in Appendix $N$ and following the same arguments.

## APPENDIX J

## PROOF OF THEOREM 9

Achievability Proof: We adopt a block-Markov encoding scheme in which $B$ independent messages are transmitted over $B$ channel blocks each of length $r$, such that $n=r B$. The warden's observation is $Z^{n}=\left(Z_{1}^{r}, \ldots, Z_{B}^{r}\right)$, the target output distribution is $Q_{0}^{\otimes n}$, and Equation (I.2), describing the distance between the two distributions, continues to hold. The random code generation is as follows.

Fix $P_{X}$ and $\epsilon_{1}>\epsilon_{2}>0$ such that, $P_{Z}=Q_{0}$.
Codebook Generation for Keys: For each block $j \in \llbracket 1, B \rrbracket$, create a function $\Phi: S_{j}^{r} \mapsto$ $\llbracket 1,2^{r R_{K}} \rrbracket$ through random binning by choosing the value of $\Phi\left(s_{j}^{r}\right)$ independently and uniformly at random for every $s_{j}^{r} \in \mathcal{S}^{r}$. The key $k_{j}=\Phi\left(s_{j}^{r}\right)$ obtained in the block $j \in \llbracket 1, B \rrbracket$ from the state sequence $s_{j}^{r}$ is used to assist the encoder in the next block.

Codebook Generation for Messages: For each block $j \in \llbracket 1, B \rrbracket$, let $C_{r} \triangleq$ $\left\{X^{r}\left(m_{j}, k_{j-1}\right)\right\}_{\left(m_{j}, k_{j-1}\right) \in \mathcal{M} \times \mathcal{K}}$, where $\mathcal{M} \triangleq \llbracket 1,2^{r R} \rrbracket$ and $\mathcal{K} \triangleq \llbracket 1,2^{r R_{k}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{X}^{\otimes r}$. We denote a realization of $C_{r}$ by $\mathcal{C}_{r} \triangleq\left\{x^{r}\left(m_{j}, k_{j-1}\right)\right\}_{\left(m_{j}, k_{j-1}\right) \in \mathcal{M} \times \mathcal{K}}$.

Encoding: For the first block, we assume that the transmitter and the receiver have access to a shared secret key $k_{0}$, in this block to transmit $m_{1}$ the encoder computes $x^{r}\left(m_{1}, k_{0}\right)$ and transmits it over the channel. At the end of the first block, the encoder generates a key from CSI $s_{1}^{r}$ to be used in Block 2.

For block $j \in \llbracket 2, B \rrbracket$, to send the message $m_{j}$ according to the generated key $k_{j-1}$ from the previous block, the encoder computes $x^{r}\left(m_{j}, k_{j-1}\right)$ and transmits it over the channel. Also, at the end of the block $j \in \llbracket 2, B \rrbracket$, the encoder generates a key from CSI $s_{j}^{r}$ to be used in the next block.

Define

$$
\Upsilon_{M_{j}, K_{j-1}, X^{r}, S_{j}^{r}, Z_{j}^{r}, K_{j}}^{\left(\mathcal{C}_{r}\right)}\left(m_{j}, k_{j-1}, \tilde{x}^{r}, s_{j}^{r}, z_{j}^{r}, k_{j}\right) \triangleq 2^{-r\left(R+R_{k}\right)} \mathbb{1}_{\left\{\tilde{x}^{r}=x^{r}\left(m_{j}, k_{j-1}\right)\right\}} Q_{S}^{\otimes r}\left(s_{j}^{r}\right)
$$



Figure J.1. Functional dependence graph for the block-Markov encoding scheme

$$
\begin{equation*}
\times W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid \tilde{x}^{r}, s_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{s}_{j}^{r}\right)\right\}} \tag{J.1}
\end{equation*}
$$

For a fixed codebook $\mathcal{C}_{r}$, the induced joint distribution by our code design (i.e. $P^{\left(\mathcal{C}_{r}\right)}$ ) satisfies

$$
\begin{equation*}
\mathbb{D}\left(P_{M_{j}, K_{j-1}, X^{r}, S_{j}^{r}, Z_{j}^{r}, K_{j}}^{\left(\mathcal{C}_{r}\right)} \| \Upsilon_{M_{j}, K_{j-1}, X^{r}, S_{j}^{r}, Z_{j}^{r}, K_{j}}^{\left(\mathcal{C}_{r}\right)}\right) \leq \epsilon . \tag{J.2}
\end{equation*}
$$

This intermediate distribution $\Upsilon^{\left(\mathcal{C}_{r}\right)}$ approximates the true distribution $P^{\left(\mathcal{C}_{r}\right)}$ and will be used in the sequel for bounding purposes. Expression (J.2) holds because the main difference between $P^{\left(\mathcal{C}_{r}\right)}$ and $\Upsilon^{\left(\mathcal{C}_{r}\right)}$ is that the key $K_{j-1}$ is assumed to be uniformly distributed in $\Upsilon^{\left(\mathcal{C}_{r}\right)}$, which is made (arbitrarily) nearly uniform in $P^{\left(\mathcal{C}_{r}\right)}$ with appropriate control of rate as in (J.10).

Covert Analysis: We now show that this coding scheme guarantees that $\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}}| | Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$, where $C_{n}$ is the set of all the codebooks for all blocks, and

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{s \in \mathcal{S}} \sum_{x \in \mathcal{X}} Q_{S}(s) P_{X}(x) W_{Z \mid X, S}(\cdot \mid x, s) \tag{J.3}
\end{equation*}
$$

Then we choose $P_{X}$ such that it satisfies $Q_{Z}=Q_{0}$. Similar to (I.10), by using the functional dependence graph depicted in Fig. J.1,

$$
\begin{equation*}
\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right) \leq 2 \sum_{j=1}^{B} \mathbb{D}\left(P_{Z_{j}^{r}, K_{j} \mid C_{r}} \| Q_{Z}^{\otimes r} Q_{K_{j}}\right) . \tag{J.4}
\end{equation*}
$$

We now proceed to bound the RHS of (J.4). First, consider the following marginal from (J.1),

$$
\begin{equation*}
\Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j}\right)=\sum_{m_{j}} \sum_{k_{j-1}} \sum_{s_{j}^{r}} \frac{1}{2^{r\left(R+R_{k}\right)}} Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(s_{j}^{r}\right)\right\}} \tag{J.5}
\end{equation*}
$$

To bound the RHS of (J.4) by using Lemma 1 and the triangle inequality we have,

$$
\begin{equation*}
\mathbb{E}_{C_{r}}\left\|P_{Z_{j}^{r}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j}}\right\|_{1} \leq \mathbb{E}_{C_{r}}| | P_{Z_{j}^{r}, K_{j} \mid C_{r}}-\Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}}\left\|_{1}+\mathbb{E}_{C_{r}} \mid\right\| \Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j}} \|_{1} \tag{J.6}
\end{equation*}
$$

From Lemma 1 and (J.2) the first term on the RHS of (J.6) vanishes as $r$ grows; to bound the second term by using Lemma 1 we have,

$$
\begin{aligned}
& \mathbb{E}_{C_{r}}\left[\mathbb{D}\left(\Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}} \| Q_{Z}^{\otimes r} Q_{K_{j}}\right)\right]=\mathbb{E}_{C_{r}}\left[\sum_{\left(z_{j}^{r}, k_{j}\right)} \Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j}\right) \log \left(\frac{\Upsilon_{Z_{j}^{r}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j}\right)}{Q_{Z}^{\otimes r}\left(z_{j}^{r}\right) Q_{K_{j}}\left(k_{j}\right)}\right)\right] \\
& =\mathbb{E}_{C_{r}}\left[\sum_{\left(z_{j}^{r}, k_{j}\right)} \sum_{m_{j}} \sum_{k_{j-1}} \frac{1}{2^{r\left(R+R_{k}\right)}} \sum_{s_{j}^{r}} Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(s_{j}^{r}\right)\right\}}\right. \\
& \left.\times \log \left(\frac{\sum_{\tilde{m}_{j}} \sum_{\tilde{k}_{j-1}} \sum_{\tilde{s}_{j}^{r}} Q_{S}^{\otimes r}\left(\tilde{s}_{j}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right), \tilde{s}_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{s}_{j}^{r}\right)\right\}}}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right)\right] \\
& \stackrel{(a)}{\leq} \sum_{\left(z_{j}^{r}, k_{j}\right)} \sum_{m_{j}} \sum_{k_{j-1}} \frac{1}{2^{r\left(R+R_{k}\right)}} \sum_{s_{j}^{r}} \sum_{x^{r}\left(m_{j}, k_{j-1}\right)} \Upsilon_{X^{r}, S^{r}, Z^{r}}^{\otimes r}\left(x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right) \times \mathbb{E}_{\Phi\left(s_{j}^{r}\right)}\left[\mathbb{1}_{\left\{k_{j}=\Phi\left(s_{j}^{r}\right)\right\}}\right] \\
& \times \log \mathbb{E}_{\backslash\left(\left(m_{j}, k_{j-1}\right), \Phi\left(s_{j}^{r}\right)\right)}\left[\frac{\sum_{\tilde{m}_{j}} \sum_{\tilde{k}_{j-1}} \sum_{\tilde{s}_{j}^{r}} Q_{S}^{\otimes r}\left(\tilde{s}_{j}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right), \tilde{s}_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{s}_{j}^{r}\right)\right\}}}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right] \\
& \stackrel{(b)}{\leq} \sum_{\left(z_{j}^{r}, k_{j}\right)} \sum_{m_{j}} \sum_{k_{j-1}} \frac{1}{2^{r\left(R+R_{k}\right)}} \sum_{s_{j}^{r}} \sum_{x^{r}\left(m_{j}, k_{j-1}\right)} \Upsilon_{X^{r}, S^{r}, Z^{r}}^{\otimes r}\left(x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right) \times \frac{1}{2^{r R_{K}}} \\
& \times \log \frac{1}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\left(Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right)\right. \\
& +\mathbb{E}_{\backslash\left(m_{j}, k_{j-1}\right)}\left[\sum_{\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right) \neq\left(m_{j}, k_{j-1}\right)} Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right), s_{j}^{r}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& +\mathbb{E}_{\backslash \Phi\left(s_{j}^{r}\right)}\left[\sum_{\tilde{s}_{j}^{r} \neq s_{j}^{r}} Q_{S}^{\otimes r}\left(\tilde{s}_{j}^{r}\right) \times W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, k_{j-1}\right), \tilde{s}_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{s}_{j}^{r}\right)\right\}}\right] \\
& \left.+\mathbb{E}_{\backslash\left(\left(m_{j}, k_{j-1}\right), \Phi\left(s_{j}^{r}\right)\right)}\left[\sum_{\tilde{s}_{j}^{r} \neq s_{j}^{r}\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right) \neq\left(m_{j}, k_{j-1}\right)} Q_{S}^{\otimes r}\left(\tilde{s}_{j}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right), \tilde{s}_{j}^{r}\right) \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{s}_{j}^{r}\right)\right\}}\right]\right) \\
& \stackrel{(c)}{\leq} \sum_{\left(z_{j}^{r}, k_{j}\right)} \sum_{m_{j}} \sum_{k_{j-1}} \frac{1}{2^{r\left(R+R_{k}+R_{K}\right)}} \sum_{s_{j}^{r}} \sum_{x^{r}\left(m_{j}, k_{j-1}\right)} \Upsilon_{X^{r}, S^{r}, Z^{r}}^{\otimes r}\left(x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right) \\
& \times \log \left(\frac{Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right)}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\sum_{\left(\tilde{m}_{j}, \tilde{k}_{j-1}\right) \neq\left(m_{j}, k_{j-1}\right)} \frac{Q_{S, Z}^{\otimes r}\left(s_{j}^{r}, z_{j}^{r}\right)}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
& \left.+\sum_{\tilde{s}_{j}^{r} \neq s_{j}^{r}} \frac{Q_{S}^{\otimes r}\left(\tilde{s}_{j}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, k_{j-1}\right), \tilde{s}_{j}^{r}\right)}{2^{r\left(R+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq \sum_{\left(z_{j}^{r}, k_{j}\right)} \sum_{m_{j}} \sum_{k_{j-1}} \frac{1}{2^{r\left(R+R_{k}+R_{K}\right)}} \sum_{s_{j}^{r}} \sum_{x^{r}\left(m_{j}, k_{j-1}\right)} \Upsilon_{X^{r}, S^{r}, Z^{r}}^{\otimes r}\left(x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right) \\
& \times \log \left(\frac{Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right)}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{2^{r R_{K}} Q_{S, Z}^{\otimes r}\left(s_{j}^{r}, z_{j}^{r}\right)}{Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid X}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, k_{j-1}\right)\right)}{2^{r\left(R+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \triangleq \Psi_{1}+\Psi_{2}, \tag{J.7}
\end{align*}
$$

where $(a)$ follows from Jensen's inequality, $(b)$ and $(c)$ are because $\mathbb{1}_{\{\cdot\}} \leq 1$, and the last term in the RHS of $(b)$ is smaller than 1 . We define $\Psi_{1}$ and $\Psi_{2}$ as

$$
\begin{align*}
& \Psi_{1}= \sum_{k_{j}} \sum_{k_{j-1}} \sum_{m_{j}} \frac{1}{2^{r\left(R+R_{k}+R_{K}\right)}} \sum_{\left(x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right) \in \mathcal{T}_{\epsilon}^{(n)}} \Upsilon_{X^{r}, S^{r}, Z^{r}}^{\otimes r}\left(x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right) \\
& \times \log \left(\frac{Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right)}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
&\left.+\frac{2^{r R_{K}} Q_{S, Z}^{\otimes r}\left(s_{j}^{r}, z_{j}^{r}\right)}{Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid X}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, k_{j-1}\right)\right)}{2^{r\left(R+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq \log \left(\frac{2^{r R_{K}} 2^{-r(1-\epsilon)(\mathbb{H}(S)+\mathbb{H}(Z \mid X, S))}}{\left.2^{r\left(R+R_{k}\right)} 2^{-r(1+\epsilon) \mathbb{H}(Z)}+\frac{2^{r R_{K}} 2^{-r(1-\epsilon) \mathbb{H}(S, Z)}}{2^{-r(1+\epsilon) \mathbb{H}(Z)}}+\frac{2^{-r(1-\epsilon) \mathbb{H}(Z \mid X)}}{2^{r\left(R+R_{k}\right)} 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+1\right)}\right.  \tag{J.8}\\
& \Psi_{2}= \sum_{k_{j}} \sum_{k_{j-1}} \sum_{m_{j}} \frac{1}{2^{r\left(R+R_{k}+R_{K}\right)}} \sum_{\left.x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(n)}} \Upsilon_{X^{r}, S^{r}, Z^{r}}^{\otimes r}\left(x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}, z_{j}^{r}\right)
\end{align*}
$$

$$
\begin{align*}
& \times \log \left(\frac{Q_{S}^{\otimes r}\left(s_{j}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, k_{j-1}\right), s_{j}^{r}\right)}{2^{r\left(R+R_{k}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
& \left.\quad+\frac{2^{r R_{K}} Q_{S, Z}^{\otimes r}\left(s_{j}^{r}, z_{j}^{r}\right)}{Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid X}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, k_{j-1}\right)\right)}{2^{r\left(R+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq 2|X||S||Z| e^{-r \epsilon^{2} \mu_{X, S, Z}} r \log \left(\frac{3}{\mu_{Z}}+1\right), \tag{J.9}
\end{align*}
$$

where $\mu_{X, S, Z}=\min _{(x, s, z) \in(\mathcal{X}, \mathcal{S}, \mathcal{Z})} P_{X, S, Z}(x, s, z)$ and $\mu_{Z}=\min _{z \in \mathcal{Z}} P_{Z}(z)$. When $r \rightarrow \infty$ then $\Psi_{2} \rightarrow 0$, by choosing $R_{K}=\mathbb{H}(S \mid Z)-\epsilon, \Psi_{1}$ vanishes when $r$ grows if,

$$
\begin{align*}
& R+R_{k}>\mathbb{I}(X ; Z \mid S),  \tag{J.10a}\\
& R+R_{k}>\mathbb{I}(X ; Z) \tag{J.10b}
\end{align*}
$$

Since $X$ and $S$ are independent, (J.10b is redundant because of (J.10a).
Decoding and Error Probability Analysis: At the end of the block $j \in \llbracket 1, B \rrbracket$, using its knowledge of the CSI $s_{j}^{r}$ of the current block and the key $k_{j-1}$ generated from the previous block, the receiver finds a unique $\hat{m}_{j}$ such that $\left(u^{r}\left(\hat{m}_{j}, k_{j-1}\right), s_{j}^{r}, y_{j}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)}$. To analyze the probability of error, we define the following error events for $j \in \llbracket 1, B \rrbracket$,

$$
\begin{align*}
\mathcal{E} & =\{\hat{M} \neq M\}  \tag{J.11a}\\
\mathcal{E}_{j} & =\left\{\hat{M}_{j} \neq M_{j}\right\}  \tag{J.11b}\\
\mathcal{E}_{1, j} & =\left\{\left(X^{r}\left(M_{j}, K_{j-1}\right), S_{j}^{r}\right) \notin \mathcal{T}_{\epsilon_{1}}^{(r)}\left(Q_{S} P_{X}\right)\right\},  \tag{J.11c}\\
\mathcal{E}_{2, j} & =\left\{\left(X^{r}\left(M_{j}, K_{j-1}\right), S_{j}^{r}, Y_{j}^{r}\right) \notin \mathcal{T}_{\epsilon_{2}}^{(r)}\left(Q_{S} P_{X} W_{Y \mid X, S}\right)\right\}  \tag{J.11d}\\
\mathcal{E}_{3, j} & =\left\{\left(X^{r}\left(k_{j-1}, \hat{m}_{j}\right), S_{j}^{r}, Y_{j}^{r}\right) \in \mathcal{T}_{\epsilon_{2}}^{(r)}, \quad \text { for some } \quad \hat{m}_{j} \neq M_{j}\right\}, \tag{J.11e}
\end{align*}
$$

where $\epsilon_{2}>\epsilon_{1}>\epsilon>0$. The probability of error is upper bounded as follows,

$$
\begin{equation*}
\mathbb{P}(\mathcal{E}) \leq \mathbb{P}\left\{\bigcup_{j=1}^{B} \mathcal{E}_{j}\right\} \leq \sum_{j=1}^{B} \mathbb{P}\left(\mathcal{E}_{j}\right) \tag{J.12}
\end{equation*}
$$

Now we bound $\mathbb{P}\left(\mathcal{E}_{j}\right)$ by using union bound

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{E}_{j}\right) \leq \mathbb{P}\left(\mathcal{E}_{1, j}\right)+\mathbb{P}\left(\mathcal{E}_{1, j}^{c} \cap \mathcal{E}_{2, j}\right)+\mathbb{P}\left(\mathcal{E}_{2, j}^{c} \cap \mathcal{E}_{3, j}\right) \tag{J.13}
\end{equation*}
$$

By the law of large numbers the first and second term on RHS of (J.13) vanishes when $r$ grows. According to the law of large numbers and the packing lemma, the last term on RHS of (J.13) vanishes when $r$ grows if [85],

$$
\begin{equation*}
R<\mathbb{I}(X ; S, Y)=\mathbb{I}(X ; Y \mid S) \tag{J.14}
\end{equation*}
$$

Furthermore, this scheme requires that,

$$
\begin{equation*}
R_{k} \leq R_{K}=\mathbb{H}(S \mid Z)-\epsilon \tag{J.15}
\end{equation*}
$$

The region in Theorem 9 is obtained by applying Fourier-Motzkin to (J.10a), (J.14), and (J.15).

Remark 32. In the achievability proof of Theorem 8 and Theorem 9 we transmit $B$ messages over $B$ blocks. We assume that there exists a shared secret key between the transmitter and the receiver that is used in the first block to bootstrap the covert communication. Consequently, the shared secret key rate is negligible. However, to eliminate the need for this secret key, similar to the block Markov encoding schemes in [89, 64] we can transmit $B-1$ messages over $B$ blocks and remove the decodability condition of the message of the first block, this results in a slight rate loss in the first block, which becomes asymptotically negligible as the number of blocks $B \rightarrow \infty$.

Converse Proof: To establish the upper bound, consider any sequence of length- $n$ codes for a state-dependent channel with CSI available strictly causally at both the transmitter and the receiver, such that $P_{e}^{(n)} \leq \epsilon_{n}$ and $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$ with $\lim _{n \rightarrow \infty} \epsilon_{n}=0$. Note that the converse is consistent with the model and does not require $\delta$ to vanish.

Epsilon Rate Region: We first define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ that expands the region defined in (3.6) as follows,

$$
\begin{equation*}
\mathcal{A}_{\epsilon} \triangleq\left\{R \geq 0: \exists P_{S, X, Y, Z} \in \mathcal{D}_{\epsilon}: R \leq \mathbb{I}(X ; Y \mid S)+\epsilon\right\} \tag{J.16a}
\end{equation*}
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
P_{S, X, Y, Z}:  \tag{J.16b}\\
P_{S, X, Y, Z}=Q_{S} P_{X} W_{Y, Z \mid X, S} \\
\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon \\
\mathbb{H}(S \mid Z) \geq \mathbb{I}(X ; Z \mid S)-\mathbb{I}(X ; Y \mid S)-2 \epsilon
\end{array}\right\}
$$

We next show that if a rate $R$ is achievable then $R \in \mathcal{A}_{\epsilon}$ for any $\epsilon>0$. For any $\epsilon_{n}>0$ and $\nu>0$, we start by upper bounding $n R$ using standard techniques.

$$
\begin{align*}
n R & =\mathbb{H}(M) \\
& \stackrel{(a)}{\leq} \mathbb{H}\left(M \mid S^{n}\right)-\mathbb{H}\left(M \mid Y^{n}, S^{n}\right)+n \epsilon_{n} \\
& =\mathbb{I}\left(M ; Y^{n} \mid S^{n}\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid Y^{i-1}, S^{n}\right)+n \epsilon_{n} \\
& \leq \sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid Y^{i-1}, S^{n}\right)-\mathbb{H}\left(Y_{i} \mid Y^{i-1}, S^{n}, X_{i}, M\right)\right]+n \epsilon_{n} \\
& \stackrel{(b)}{\leq} \sum_{i=1}^{n} \mathbb{I}\left(X_{i} ; Y_{i} \mid S_{i}\right)+n \epsilon_{n} \\
& \stackrel{(c)}{\leq} n \mathbb{I}(\tilde{X} ; \tilde{Y} \mid \tilde{S})+n \epsilon_{n} \\
& \stackrel{(d)}{\leq} n \mathbb{I}(\tilde{X} ; \tilde{Y} \mid \tilde{S})+n \epsilon \\
& \stackrel{(e)}{=} n \mathbb{I}(X ; Y \mid S)+n \epsilon \tag{J.17}
\end{align*}
$$

where
(a) follows from Fano's inequality and since $M$ is independent of $S^{n}$;
(b) holds because conditioning does not increase entropy and $\left(M, Y^{i-1}, S_{\sim i}^{n}, X_{\sim i}^{n}\right)-$ $\left(X_{i}, S_{i}\right)-Y_{i}$ forms a Markov chain;
(c) follows from concavity of mutual information, with respect to the input distribution, with the random variables $\tilde{X}, \tilde{S}, \tilde{Y}$, and $\tilde{Z}$ having the following distributions

$$
\begin{align*}
\tilde{P}_{X, S}(x, s) & \triangleq \frac{1}{n} \sum_{i=1}^{n} P_{X_{i}, S_{i}}(x, s)  \tag{J.18a}\\
\tilde{P}_{X, S, Y, Z}(x, s, y, z) & \triangleq \tilde{P}_{X, S}(x, s) W_{Y, Z \mid X, S}(y, z \mid x, s) \tag{J.18b}
\end{align*}
$$

(d) follows by defining $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$, where we choose $n$ large enough such that $\nu \geq \frac{\delta}{n}$;
(e) follows by defining $U=\tilde{U}, Y=\tilde{Y}$, and $S=\tilde{S}$.

By following the same steps as in H.15 we also have,

$$
\begin{equation*}
n R \geq n \mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Z})-n \mathbb{H}(\tilde{S})-\epsilon \tag{J.19}
\end{equation*}
$$

where the random variables $\tilde{X}, \tilde{S}, \tilde{Y}$, and $\tilde{Z}$ have been defined in (J.18). Substituting H.8) into (J.19) leads to

$$
\begin{align*}
R & \geq \mathbb{I}(\tilde{X} ; \tilde{Z} \mid \tilde{S})-\mathbb{H}(\tilde{S} \mid \tilde{Z})-\epsilon \\
& =\mathbb{I}(X ; Z \mid S)-\mathbb{H}(S \mid Z)-\epsilon, \tag{J.20}
\end{align*}
$$

where the last equality follows by defining $U=\tilde{U}, Z=\tilde{Z}$, and $S=\tilde{S}$. To show that $\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon$, note that for $n$ large enough,

$$
\begin{align*}
\mathbb{D}\left(P_{Z} \| Q_{0}\right) & =\mathbb{D}\left(P_{\tilde{Z}} \| Q_{0}\right)=\mathbb{D}\left(\frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}} \| Q_{0}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \leq \frac{1}{n} \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \frac{\delta}{n} \leq \nu \leq \epsilon \tag{J.21}
\end{align*}
$$

Combining J.17 and J.20 shows that $\forall \epsilon_{n}, \nu>0, R \leq \max \left\{a: a \in \mathcal{A}_{\epsilon}\right\}$. Therefore,

$$
\begin{equation*}
C_{\mathrm{SC}-\mathrm{TR}}=\max \left\{a: a \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}\right\} \tag{J.22}
\end{equation*}
$$

Continuity at Zero: One can prove the continuity at zero of $\mathcal{A}_{\epsilon}$ by substituting $\min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}$ with $\mathbb{I}(X ; Y \mid S)$ and $\mathbb{I}(V ; Z)-\mathbb{I}(V ; S)$ with $\mathbb{I}(X ; Z \mid S)-\mathbb{H}(S \mid Z)$ in the continuity at zero proof in Appendix N and following the exact same arguments.

## APPENDIX K

## PROOF OF THEOREM 10

We adopt a block-Markov encoding scheme in which $B$ independent messages are transmitted over $B$ channel blocks each of length $r$, such that $n=r B$. The warden's observation is $Z^{n}=\left(Z_{1}^{r}, \ldots, Z_{B}^{r}\right)$, the distribution induced at the output of the warden is $P_{Z^{n}}$, the target output distribution is $Q_{0}^{\otimes n}$, and Equation (I.2), describing the distance between the two distributions, continues to hold. The random code generation is as follows.

Fix $P_{U \mid S}(u \mid s), P_{V \mid S}(v \mid s), x(u, s)$, and $\epsilon_{1}>\epsilon_{2}>0$ such that, $P_{Z}=Q_{0}$.
Codebook Generation for Keys: For each block $j \in \llbracket 1, B \rrbracket$, let $C_{1}^{(r)} \triangleq\left\{V^{r}\left(a_{j}\right)\right\}_{a_{j} \in \mathcal{A}}$, where $\mathcal{A} \triangleq \llbracket 1,2^{r \tilde{R}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{V}^{\otimes r}$, where $P_{V}=\sum_{s \in \mathcal{S}} Q_{S}(s) P_{V \mid S}(v \mid s)$. We denote a realization of $C_{1}^{(r)}$ by $\mathcal{C}_{1}^{(r)} \triangleq\left\{v^{r}\left(a_{j}\right)\right\}_{a_{j} \in \mathcal{A}}$. Partition the set of indices $a_{j} \in \llbracket 1,2^{r \tilde{R}} \rrbracket$ into bins $\mathcal{B}(t)$, $t \in \llbracket 1,2^{r R_{T}} \rrbracket$ by using function $\varphi: V^{r}\left(a_{j}\right) \mapsto \llbracket 1,2^{r R_{T}} \rrbracket$ through random binning by choosing the value of $\varphi\left(v^{r}\left(a_{j}\right)\right)$ independently and uniformly at random for every $v^{r}\left(a_{j}\right) \in \mathcal{V}^{r}$. For each block $j \in \llbracket 1, B \rrbracket$, create a function $\Phi: V^{r}\left(a_{j}\right) \mapsto \llbracket 1,2^{r R_{K}} \rrbracket$ through random binning by choosing the value of $\Phi\left(v^{r}\left(a_{j}\right)\right)$ independently and uniformly at random for every $v^{r}\left(a_{j}\right) \in \mathcal{V}^{r}$. The key $k_{j}=\Phi\left(v^{r}\left(a_{j}\right)\right)$ obtained in block $j \in \llbracket 1, B \rrbracket$ from the description of the CSI sequence $v^{r}\left(a_{j}\right)$ is used to assist the encoder in block $j+2$.

Codebook Generation for Messages: For each block $j \in \llbracket 1, B \rrbracket$, let $C_{2}^{(r)} \triangleq$ $\left\{U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)\right\}_{\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right) \in \mathcal{M} \times \mathcal{T} \times \mathcal{K} \times \mathcal{L}}$, where $\mathcal{M} \triangleq \llbracket 1,2^{r R} \rrbracket, \mathcal{T} \triangleq \llbracket 1,2^{r R_{t}} \rrbracket, \mathcal{K} \triangleq$ $\llbracket 1,2^{r R_{k}} \rrbracket$, and $\mathcal{L} \triangleq \llbracket 1,2^{r R^{\prime}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{U}^{\otimes r}$. We denote a realization of $C_{2}^{(r)}$ by $\mathcal{C}_{2}^{(r)} \triangleq$ $\left\{u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)\right\}_{\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right) \in \mathcal{M} \times \mathcal{T} \times \mathcal{K} \times \mathcal{L}}$. Let, $C_{r}=\left\{C_{1}^{(r)}, C_{2}^{(r)}\right\}$ and $\mathcal{C}_{r}=\left\{\mathcal{C}_{1}^{(r)}, \mathcal{C}_{2}^{(r)}\right\}$. The indices $\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)$ can be viewed as a three layer binning. We define an ideal PMF for codebook $\mathcal{C}_{r}$, as an approximate distribution to facilitate the analysis

$$
\Gamma_{M_{j}, T_{j-1}, K_{j-2}, L_{j}, A_{j}, U^{r}, V^{r}, S_{j}^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}, a_{j}, \tilde{u}^{r}, \tilde{v}_{j}^{r}, s_{j}^{r}, z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)
$$



Figure K.1. Proposed coding scheme for the dual use of CSI

$$
\begin{align*}
= & 2^{-r\left(R+R_{t}+R_{k}+R^{\prime}+\tilde{R}\right)} \mathbb{1}_{\left\{\tilde{u}^{r}=u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)\right\}} \mathbb{1}_{\left\{\tilde{v}^{r}=v^{r}\left(a_{j}\right)\right\}} P_{S \mid U, V}^{\otimes r}\left(s_{j}^{r} \mid \tilde{u}^{r}, \tilde{v}^{r}\right) \\
& \times W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid \tilde{u}^{r}, s_{j}^{r}\right) 2^{-r R_{k}} \mathbb{1}_{\left\{t_{j}=\sigma\left(\tilde{v}^{r}\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{v}^{r}\right)\right\}}, \tag{K.1}
\end{align*}
$$

where $W_{Z \mid U, S}$ is the marginal distribution $W_{Z \mid U, S}=\sum_{x \in \mathcal{X}} \mathbb{1}_{\{x=x(u, s)\}} W_{Z \mid X, S}$ and $P_{S \mid U, V}$ is defined as follows

$$
\begin{equation*}
P_{S \mid U, V}(s \mid u, v) \triangleq \frac{P_{S, U, V}(s, u, v)}{P_{U, V}(u, v)}=\frac{Q_{S}(s) P_{U \mid S}(u \mid s) P_{V \mid S}(v \mid s)}{\sum_{s \in \mathcal{S}} Q_{S}(s) P_{U \mid S}(u \mid s) P_{V \mid S}(v \mid s)} \tag{K.2}
\end{equation*}
$$

Encoding: We assume that the transmitter and the receiver have access to shared secret keys $k_{-1}$ and $k_{0}$ for the first two blocks, but after the first two blocks they use the key that they generate from the CSI.

In the first block, to send the message $m_{1}$ according to $k_{-1}$, the encoder generates the index $t_{0}$ uniformly at random and then generates the indices $\ell_{1}$ and $a_{1}$ according to the following distribution with $j=1$,

$$
\begin{equation*}
f\left(\ell_{j}, a_{j} \mid s_{j}^{r}, m_{j}, t_{j-1}, k_{j-2}\right)=\frac{P_{S \mid U, V}^{\otimes r}\left(s_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right)\right)}{\sum_{\ell_{j}^{\prime} \in \llbracket 1,2^{r R^{\prime}} \rrbracket a_{j}^{\prime} \in \llbracket 1,2^{r \tilde{R}} \rrbracket} P_{S \mid U, V}^{\otimes r}\left(s_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}^{\prime}\right), v^{r}\left(a_{j}^{\prime}\right)\right)}, \tag{K.3}
\end{equation*}
$$

where $P_{S \mid U, V}$ is defined in K.2. Based on these indices, the encoder computes $u^{r}\left(m_{1}, t_{0}, k_{-1}, \ell_{1}\right)$ and $v^{r}\left(a_{1}\right)$ and transmits codeword $x^{r}$, where $x_{i}=x\left(u_{i}\left(m_{1}, t_{0}, k_{-1}, \ell_{1}\right), s_{i}\right)$. Note that, the index $t_{0}$ does not convey any useful information. Simultaneously, it uses the description of the CSI $v^{r}\left(a_{1}\right)$ to generate a reconciliation index $t_{1}$ and a key $k_{1}$ to be used in the second and the third blocks, respectively.

In the second block, to send the message $m_{2}$ and reconciliation index $t_{1}$ according to $k_{0}$, the encoder generates the indices $\ell_{2}$ and $a_{2}$ according to the likelihood encoder described in (K.3) with $j=2$. Based on these indices, the encoder computes $u^{r}\left(m_{2}, t_{1}, k_{0}, \ell_{2}\right)$ and $v^{r}\left(a_{2}\right)$ and transmits codeword $x^{r}$, where $x_{i}=x\left(u_{i}\left(m_{2}, t_{1}, k_{0}, \ell_{1}\right), s_{i}\right)$. Simultaneously, it uses the description of the CSI $v^{r}\left(a_{2}\right)$ to generate a reconciliation index $t_{2}$ and a key $k_{2}$ to be used in the third and the fourth block, respectively.

In block $j \in \llbracket 3, B \rrbracket$, to send the message $m_{j}$ and the reconciliation index $t_{j-1}$, generated in the previous block, according to the key $k_{j-2}$, generated in the block $j-2$, and the CSI of the current block, the encoder generates indices $\ell_{j}$ and $a_{j}$ from the bin $\left(m_{j}, t_{j-1}, k_{j-2}\right)$ according to the likelihood encoder described in (K.3). The encoder then transmits the codeword $x^{r}$, where each coordinate of the transmitted signal is a function of the CSI, as well as the corresponding sample of the transmitter's codeword $u_{i}$, i.e., $x_{i}=x\left(u_{i}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), s_{i}\right)$. Simultaneously, the encoder uses the description of the CSI $v^{r}\left(a_{j}\right)$ to generate a reconciliation index $t_{j}$ and a key $k_{j}$ to be used in the block $j+1$ and the block $j+2$, respectively. The encoding scheme in block $j \in \llbracket 3, B \rrbracket$ is depicted in Fig. K.1.

Define

$$
\begin{align*}
& \Upsilon_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right.}\left(m_{j}, t_{j-1}, k_{j-2}, s_{j}^{r}, \ell_{j}, a_{j}, \tilde{u}^{r}, \tilde{v}^{r}, z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right) \\
& \triangleq 2^{-r\left(R+R_{t}+R_{k}\right)} Q_{S}^{\otimes r}\left(s_{j}^{r}\right) f\left(\ell_{j}, a_{j} \mid s_{j}^{r}, m_{j}, t_{j-1}, k_{j-2}\right) \mathbb{1}_{\left\{\tilde{u}^{r}=u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)\right\}} \mathbb{1}_{\left\{\tilde{v}^{r}=v^{r}\left(a_{j}\right)\right\}} \\
& \quad \times W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid \tilde{u}^{r}, s_{j}^{r}\right) 2^{-r R_{k}} \mathbb{1}_{\left\{t_{j}=\sigma\left(\tilde{v}^{r}\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{v}^{r}\right)\right\}} . \tag{K.4}
\end{align*}
$$

For a given codebook $\mathcal{C}_{r}$, the induced joint distribution over the codebook (i.e. $P^{\left(\mathcal{C}_{r}\right)}$ ) satisfies

$$
\begin{equation*}
\mathbb{D}\left(P_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)} \| \Upsilon_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)}\right) \leq \epsilon \tag{K.5}
\end{equation*}
$$

This intermediate distribution $\Upsilon^{\left(\mathcal{C}_{r}\right)}$ approximates the true distribution $P^{\left(\mathcal{C}_{r}\right)}$ and will be used in the sequel for bounding purposes. Expression K.5 holds because the main difference between $P^{\left(\mathcal{C}_{r}\right)}$ and $\Upsilon^{\left(\mathcal{C}_{r}\right)}$ is that the keys $K_{j-2}, K_{j-1}$ and the reconciliation index $T_{j-1}$ are assumed to be uniformly distributed in $\Upsilon^{\left(\mathcal{C}_{r}\right)}$, which are made (arbitrarily) nearly uniform in $P^{\left(\mathcal{C}_{r}\right)}$ with appropriate control of rate as in (K.14) and (K.20).

Covert Analysis: We now show $\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$, where $C_{n}$ is the set of all the codebooks for all blocks and,

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{u \in \mathcal{U}} \sum_{v \in \mathcal{V}} \sum_{s \in \mathcal{S}} \sum_{x \in \mathcal{X}} P_{U}(u) P_{V}(v) P_{S \mid U, V}(s \mid u, v) \mathbb{1}_{\{X=X(u, s)\}} W_{Z \mid X, S}(\cdot \mid x, s), \tag{K.6}
\end{equation*}
$$

such that $\sum_{u \in \mathcal{U}} \sum_{v \in \mathcal{V}} P_{U}(u) P_{V}(v) P_{S \mid U, V}(\cdot \mid u, v)=Q_{S}(\cdot)$. Then we choose $P_{U}, P_{V}, P_{S \mid U, V}$, and $x(u, s)$ such that it satisfies $Q_{Z}=Q_{0}$. For every $j \in \llbracket 2, B \rrbracket$,

$$
\begin{align*}
\mathbb{I}\left(Z_{j}^{r} ; Z_{j+1}^{B, r}\right) & \leq \mathbb{I}\left(Z_{j}^{r} ; K_{j-1}, T_{j}, K_{j}, Z_{j+1}^{B, r}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(Z_{j}^{r} ; K_{j-1}, T_{j}, K_{j}\right), \tag{K.7}
\end{align*}
$$

where (a) holds because $Z_{j}^{r}-\left(K_{j-1}, T_{j}, K_{j}\right)-Z_{j+1}^{B, r}$ forms a Markov chain, as seen in the functional dependence graph depicted in Fig. K.2. Also,

$$
\begin{align*}
\mathbb{I}\left(Z_{j}^{r} ; K_{j-1}, T_{j}, K_{j}\right) & =\mathbb{D}\left(P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)} \| P_{Z_{j}^{r}} P_{K_{j-1}, T_{j}, K_{j}}\right) \\
& \stackrel{(b)}{\leq} \mathbb{D}\left(P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)} \| Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right), \tag{K.8}
\end{align*}
$$

where $Q_{K_{j-1}} Q_{K_{j}} Q_{T_{j}}$ is the uniform distribution over $\llbracket 1,2^{r R_{k}} \rrbracket \times \llbracket 1,2^{r R_{K}} \rrbracket \times \llbracket 1,2^{r R_{T}} \rrbracket$ and $(b)$ follows from

$$
\begin{align*}
\mathbb{D}\left(P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)} \| P_{Z_{j}^{r}}^{\left(\mathcal{C}_{r}\right)} P_{K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)}\right)= & \mathbb{D}\left(P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)} \| Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right) \\
& -\mathbb{D}\left(P_{Z_{j}^{r}}^{\left(\mathcal{C}_{r}\right)} \| Q_{Z}^{\otimes r}\right)-\mathbb{D}\left(P_{K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)} \| Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right) . \tag{K.9}
\end{align*}
$$



Figure K.2. Functional dependence graph for the block-Markov encoding scheme

Therefore, from the expansion in (I.2), by substituting $Q_{0}$ with $Q_{Z}$, and also from (K.8) and (K.9),

$$
\begin{equation*}
\mathbb{D}\left(P_{Z^{n}}^{\left(\mathcal{C}_{r}\right)} \| Q_{Z}^{\otimes n}\right) \leq 2 \sum_{j=1}^{B} \mathbb{D}\left(P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{\boldsymbol{r}}\right)} \| Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right) \tag{K.10}
\end{equation*}
$$

To bound the RHS of (K.10) by using Lemma 1 and the triangle inequality we have,

$$
\begin{align*}
& \mathbb{E}_{C_{r}}| | P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\left\|_{1} \leq \mathbb{E}_{C_{r}}\right\| P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}} \|_{1} \\
& \quad+\mathbb{E}_{C_{r}}| | \Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}} \|_{1} \\
& \leq \mathbb{E}_{C_{r}}\left\|P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Upsilon_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\right\|_{1}+\mathbb{E}_{C_{r}} \mid \Upsilon_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}} \|_{1} \\
& \quad+\mathbb{E}_{C_{r}}| | \Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}} \|_{1} . \tag{K.11}
\end{align*}
$$

From K.5 and the monotonicity of KL-divergence the first term on the RHS of K.11) vanishes when $r$ grows. To bound the second term on the RHS of (K.11) for a fixed codebook $\mathcal{C}_{r}$, we have,

$$
\begin{gather*}
\Gamma_{M_{j}, T_{j-1}, K_{j-2}}^{\left(\mathcal{C}_{r}\right)}=2^{-r\left(R+R_{t}+R_{k}\right)}=\Upsilon_{M_{j}, T_{j-1}, K_{j-2}}^{\left(\mathcal{C}_{r}\right)},  \tag{K.12a}\\
\Gamma_{L_{j}, A_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}}^{\left(\mathcal{C}_{r}\right)}=f\left(\ell_{j}, a_{j} \mid s_{j}^{r}, m_{j}, t_{j-1}, k_{j-2}\right)=\Upsilon_{L_{j}, A_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}}^{\left(\mathcal{C}_{r}\right)}  \tag{K.12b}\\
\Gamma_{U^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}}^{\left(\mathcal{C}_{r}\right)}=\mathbb{1}_{\left\{\tilde{u}^{r}=u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)\right\}}=\Upsilon_{U^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}}^{\left(\mathcal{C}_{r}\right)}, \tag{K.12c}
\end{gather*}
$$

$$
\begin{array}{r}
\Gamma_{V^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}}^{\left(\mathcal{C}_{r}\right)}=\mathbb{1}_{\left\{\tilde{v}^{r}=v^{r}\left(a_{j}\right)\right\}}=\Upsilon_{V^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}}^{\left(\mathcal{C}_{r}\right)}, \quad \text { (K.12d) } \\
\Gamma_{Z_{j}^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}}^{\left(\mathcal{C}_{r}\right)}=W_{Z \mid U, S}^{\otimes r}=\Upsilon_{Z_{j}^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r},}^{\left(\mathcal{C}_{r}\right)} \quad \text { (K.12e) } \\
\Gamma_{K_{j-1} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}}^{\left(\mathcal{C}_{r}\right)}=2^{-r R_{k}}=\Upsilon_{K_{j-1} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}}^{\left(\mathcal{C}_{r}\right)}, \quad \text { (K.12f) } \\
\Gamma_{T_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}}^{\left(\mathcal{C}_{r}\right)}=\mathbb{1}_{\left\{t_{j}=\sigma\left(v^{r}\right)\right\}}=\Upsilon_{T_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1},}^{\left(\mathcal{C}_{r}\right)}, \\
\Gamma_{K_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}}^{\left(\mathcal{C}_{r}\right)}=\mathbb{1}_{\left\{k_{j}=\Phi\left(v^{r}\right)\right\}}=\Upsilon_{K_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}}^{\left(\mathcal{C}_{r}\right)}, \tag{K.12h}
\end{array}
$$

where (K.12b) follows from (K.3). Hence,

$$
\begin{align*}
& \mathbb{E}_{C_{r}}\left\|\Upsilon_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\right\|_{1} \\
& \leq \mathbb{E}_{C_{r}}| | \Upsilon_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Gamma_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}} \|_{1} \\
& \stackrel{(a)}{=} \mathbb{E}_{C_{r}}| | \Upsilon_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r} \mid C_{r}}-\Gamma_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r} \mid C_{r}} \|_{1} \\
& \stackrel{(b)}{=} \mathbb{E}_{C_{r}} \mid Q_{S}^{\otimes r}-\Gamma_{S_{j}^{r} \mid M_{j}=1, T_{j-1}=1, K_{j-2}=1, C_{r}} \|_{1}, \tag{K.13}
\end{align*}
$$

where (a) follows from (K.12b)- (K.12h) and (b) follows from the symmetry of the codebook construction with respect to $M_{j}, T_{j-1}$, and $K_{j-2}$ and K.12a). Based on [90] or [23, Theorem 2] the RHS of (K.13) vanishes if

$$
\begin{align*}
R^{\prime} & >\mathbb{I}(U ; S),  \tag{K.14a}\\
\tilde{R} & >\mathbb{I}(V ; S),  \tag{K.14b}\\
R^{\prime}+\tilde{R} & >\mathbb{I}(U, V ; S) . \tag{K.14c}
\end{align*}
$$

We now proceed to bound the third term on the RHS of K.11). First, consider the following marginal from (K.1),

$$
\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)=\sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \sum_{a_{j}} \sum_{s_{j}^{r}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+R^{\prime}+\tilde{R}\right)}}
$$

$$
\begin{align*}
& \quad \times P_{S \mid U, V}^{\otimes r}\left(s_{j}^{r} \mid U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), V^{r}\left(a_{j}\right)\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), s_{j}^{r}\right) \\
& \quad \times \mathbb{1}_{\left\{t_{j}=\sigma\left(V^{r}\left(a_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(a_{j}\right)\right)\right\}}  \tag{K.15}\\
& =\sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \sum_{a_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+R^{\prime}+\tilde{R}\right)}} W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), V^{r}\left(a_{j}\right)\right) \\
& \quad \times \mathbb{1}_{\left\{t_{j}=\sigma\left(V^{r}\left(a_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(a_{j}\right)\right)\right\}}, \tag{K.16}
\end{align*}
$$

where $W_{Z \mid U, V}(z \mid u, v)=\sum_{s \in \mathcal{S}} P_{S \mid U, V}(s \mid u, v) W_{Z \mid U, S}(z \mid u, s)$. To bound the third term on the RHS of K.11 by using Pinsker's inequality, it is sufficient to bound $\mathbb{E}_{C_{r}}\left[\mathbb{D}\left(\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}} \| Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right)\right]$ as follows,
$\mathbb{E}_{C_{r}}\left[\mathbb{D}\left(\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}} \| Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right)\right]$
$=\mathbb{E}_{C_{r}}\left[\sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right) \log \left(\frac{\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)}{Q_{Z}^{\otimes r}\left(z_{j}^{r}\right) Q_{K_{j-1}}\left(k_{j-1}\right) Q_{T_{j}}\left(t_{j}\right) Q_{K_{j}}\left(k_{j}\right)}\right)\right]$
$=\mathbb{E}_{C_{r}}\left[\sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \sum_{a_{j}} \frac{W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), V^{r}\left(a_{j}\right)\right)}{2^{r\left(R+R_{t}+2 R_{k}+R^{\prime}+\tilde{R}\right)}}\right.$
$\times \mathbb{1}_{\left\{t_{j}=\sigma\left(V^{r}\left(a_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(a_{j}\right)\right)\right\}}$
$\left.\times \log \left(\frac{\sum_{\tilde{m}_{j}} \sum_{\tilde{t}_{j-1}} \sum_{\tilde{k}_{j-2}} \sum_{\tilde{\ell}_{j}} \sum_{\tilde{a}_{j}} W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}, \tilde{\ell}_{j}\right), V^{r}\left(\tilde{a}_{j}\right)\right) \mathbb{1}_{\left\{t_{j}=\sigma\left(V^{r}\left(\tilde{a}_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\tilde{a}_{j}\right)\right)\right\}}}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right)\right]$
$\stackrel{(a)}{\leq} \sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \sum_{a_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+R^{\prime}+\tilde{R}\right)}}$
$\times \sum_{\left(u^{r}, v^{r}\right)} \Gamma_{U^{r}, V^{r}, Z^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right), z_{j}^{r}\right)$
$\times \mathbb{E}_{\sigma\left(v^{r}\left(a_{j}\right)\right)}\left[\mathbb{1}_{\left\{t_{j}=\sigma\left(v^{r}\left(a_{j}\right)\right)\right\}}\right] \times \mathbb{E}_{\Phi\left(v^{r}\left(a_{j}\right)\right)}\left[\mathbb{1}_{\left\{k_{j}=\Phi\left(v^{r}\left(a_{j}\right)\right)\right\}}\right]$
$\times \log \mathbb{E}_{\substack{\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}, a_{j}\right),\left(\left(\sigma\left(v^{r}\left(a_{j}\right)\right), \Phi\left(v^{r}\left(a_{j}\right)\right)\right)\right.}}\left[\frac{1}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right.$
$\left.\times \sum_{\tilde{m}_{j}} \sum_{\tilde{t}_{j-1}} \sum_{\tilde{k}_{j-2}} \sum_{\tilde{\ell}_{j}} \sum_{\tilde{a}_{j}} W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(, \tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}, \tilde{\ell}_{j}\right), V^{r}\left(\tilde{a}_{j}\right)\right) \mathbb{1}_{\left\{t_{j}=\sigma\left(V^{r}\left(\tilde{a}_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\tilde{a}_{j}\right)\right)\right\}}\right]$
$\stackrel{(b)}{\leq} \sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \sum_{a_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+R^{\prime}+\tilde{R}+R_{T}+R_{K}\right)}}$

$$
\begin{aligned}
& \times \sum_{\left(u^{r}, v^{r}\right)} \Gamma_{U^{r}, V^{r}, Z^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right), z_{j}^{r}\right) \\
& \times \log \frac{1}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\left(W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right)\right)\right. \\
& +\mathbb{E}_{\backslash\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)}\left[\sum_{\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}, \tilde{\ell}_{j}\right) \neq\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)} W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}, \tilde{\ell}_{j}\right), v^{r}\left(a_{j}\right)\right)\right] \\
& +\mathbb{E}_{\backslash\left(a_{j}, \sigma\left(v^{r}\left(a_{j}\right)\right), \Phi\left(v^{r}\left(a_{j}\right)\right)\right)}\left[\sum_{\tilde{a}_{j} \neq a_{j}} W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), V^{r}\left(\tilde{a}_{j}\right)\right)\right. \\
& \left.\times \mathbb{1}_{\left\{t_{j}=\sigma\left(V^{r}\left(\tilde{a}_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\tilde{a}_{j}\right)\right)\right\}}\right] \\
& +\underset{\substack{\backslash\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}, a_{j}\right),\left(\sigma\left(v^{r}\left(a_{j}\right)\right), \Phi\left(v^{r}\left(a_{j}\right)\right)\right)}}{ } \sum_{\substack{\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}, \tilde{\ell}_{j}\right) \neq\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)}} \sum_{\tilde{a}_{j} \neq a_{j}} W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}, \tilde{\ell}_{j}\right), V^{r}\left(\tilde{a}_{j}\right)\right) \\
& \left.\left.\times \mathbb{1}_{\left\{t_{j}=\sigma\left(V^{r}\left(\tilde{a}_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\tilde{a}_{j}\right)\right)\right\}}\right]\right) \\
& \stackrel{(c)}{\leq} \sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \sum_{a_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+R^{\prime}+\tilde{R}+R_{T}+R_{K}\right)}} \\
& \times \sum_{\left(u^{r}, v^{r}\right)} \Gamma_{U^{r}, V^{r}, Z^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right), z_{j}^{r}\right) \\
& \times \log \left(\frac{W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
& +\sum_{\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}, \tilde{\ell}_{j}\right) \neq\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)} \frac{W_{Z \mid V}^{\otimes r}\left(z_{j}^{r} \mid v^{r}\left(a_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)} \\
& \left.+\sum_{\tilde{a}_{j} \neq a_{j}} \frac{W_{Z \mid U}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}+\tilde{R}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq \sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \sum_{a_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+R^{\prime}+\tilde{R}+R_{T}+R_{K}\right)}} \\
& \times \sum_{\left(u^{r}, v^{r}\right)} \Gamma_{U^{r}, V^{r}, Z^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right), z_{j}^{r}\right) \\
& \times \log \left(\frac{W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+\frac{W_{Z \mid V}^{\otimes r}\left(z_{j}^{r} \mid v^{r}\left(a_{j}\right)\right)}{2^{r\left(\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid U}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \triangleq \Psi_{1}+\Psi_{2} \tag{K.17}
\end{align*}
$$

where $(a)$ follows from Jensen's inequality, $(b)$ and $(c)$ hold because $\mathbb{1}_{\{\cdot\}} \leq 1$. We define $\Psi_{1}$ and $\Psi_{2}$ as

$$
\begin{align*}
& \Psi_{1}=\sum_{\left(k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \sum_{a_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+R^{\prime}+\tilde{R}+R_{T}+R_{K}\right)}} \\
& \times \sum_{\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right), z_{j}^{r}\right) \in \mathcal{T}_{\epsilon}^{(n)}} \Gamma_{U^{r}, V^{r}, Z^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right), z_{j}^{r}\right) \\
& \times \log \left(\frac{W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid V}^{\otimes r}\left(z_{j}^{r} \mid v^{r}\left(a_{j}\right)\right)}{2^{r\left(\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
& \left.+\frac{W_{Z \mid U}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq \log \left(\frac{2^{r\left(R_{T}+R_{K}\right)} \times 2^{-r(1-\epsilon) \mathbb{H}(Z \mid U, V)}}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}+\tilde{R}\right)} \times 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+\frac{2^{r\left(R_{T}+R_{K}\right)} \times 2^{-r(1-\epsilon) \mathbb{H}(Z \mid V)}}{2^{r \tilde{R}} \times 2^{-r(1+\epsilon) \mathbb{H}(Z)}}\right. \\
& \left.+\frac{2^{-r(1-\epsilon) \mathbb{H}(Z \mid U)}}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}\right)} \times 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+1\right)  \tag{K.18}\\
& \Psi_{2}=\sum_{\left(k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \sum_{a_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+R^{\prime}+\tilde{R}+R_{T}+R_{K}\right)}} \\
& \times \quad \sum \quad \Gamma_{U^{r}, V^{r}, Z^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right), z_{j}^{r}\right) \\
& \left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right), z_{j}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(n)} \\
& \times \log \left(\frac{W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), v^{r}\left(a_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid V}^{\otimes r}\left(z_{j}^{r} \mid v^{r}\left(a_{j}\right)\right)}{2^{r\left(\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
& \left.+\frac{W_{Z \mid U}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+R^{\prime}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq 2|V||U \| Z| e^{-r \epsilon^{2} \mu_{S, V, U, Z}} r \log \left(\frac{3}{\mu_{Z}}+1\right) \text {. } \tag{K.19}
\end{align*}
$$

In K.19) $\mu_{V, U, Z}=\min _{(v, u, z) \in(\mathcal{V}, \mathcal{U}, \mathcal{Z})} P_{V, U, Z}(v, u, z)$ and $\mu_{Z}=\min _{z \in \mathcal{Z}} P_{Z}(z)$. When $r \rightarrow \infty$ then $\Psi_{2} \rightarrow 0$ and $\Psi_{1}$ goes to zero when $r$ grows if

$$
\begin{align*}
& R+R_{t}+R_{k}+R^{\prime}+\tilde{R}-R_{T}-R_{K}>\mathbb{I}(U, V ; Z)  \tag{K.20a}\\
& \tilde{R}-R_{T}-R_{K}>\mathbb{I}(V ; Z)  \tag{K.20b}\\
& R+R_{t}+R_{k}+R^{\prime}>\mathbb{I}(U ; Z) \tag{K.20c}
\end{align*}
$$

Decoding and Error Probability Analysis: At the end of the block $j \in \llbracket 1, B \rrbracket$, using its knowledge of the key $k_{j-2}$ generated from the block $j-2$, the receiver finds a unique triple $\left(\hat{m}_{j}, \hat{t}_{j-1}, \hat{\ell}_{j}\right)$ such that $\left(u^{r}\left(\hat{m}_{j}, \hat{t}_{j-1}, k_{j-2}, \hat{\ell}_{j}\right), y_{j}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)}$. To bound the probability of error at the encoder and the decoder, we use the following lemma.

Lemma 5 (Typical With High Probability). If $\left(R^{\prime}, \tilde{R}\right) \in \mathbb{R}_{+}^{2}$ satisfies (K.14), then for any $\left(m_{j}, t_{j-1}, k_{j-2}\right) \in(\mathcal{M}, \mathcal{T}, \mathcal{K})$ and $\epsilon>0$, we have

$$
\begin{equation*}
\mathbb{E}_{C_{r}} \mathbb{P}_{P}\left(\left(U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, L_{j}\right), V^{r}\left(A_{j}\right), S_{j}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)} \mid C_{r}\right) \underset{r \rightarrow \infty}{\longrightarrow} 0 \tag{K.21}
\end{equation*}
$$

where $P$ is the induced distribution over the codebook defined in K.5).

The proof of Lemma 5 is given in Appendix L .
To analyze the probability of error, we define the following error events for $j \in \llbracket 1, B \rrbracket$,

$$
\begin{align*}
\mathcal{E} & \triangleq\{M \neq \hat{M}\},  \tag{K.22a}\\
\mathcal{E}_{j} & \triangleq\left\{M_{j} \neq \hat{M}_{j}\right\},  \tag{K.22b}\\
\mathcal{E}_{1, j} & \triangleq\left\{\left(U^{r}\left(M_{j}, T_{j-1}, K_{j-2}, L_{j}\right), S_{j}^{r}\right) \notin \mathcal{T}_{\epsilon_{1}}^{(r)}(U, S)\right\},  \tag{K.22c}\\
\mathcal{E}_{2, j} & \triangleq\left\{\left(U^{r}\left(M_{j}, T_{j-1}, K_{j-2}, L_{j}\right), Y_{j}^{r}\right) \notin \mathcal{T}_{\epsilon_{2}}^{(r)}(U, Y)\right\},  \tag{K.22d}\\
\mathcal{E}_{3, j} & \triangleq\left\{\left(U^{r}\left(M_{j}, T_{j-1}, K_{j-2}, L_{j}\right), Y_{j}^{r}\right) \in \mathcal{T}_{\epsilon_{2}}^{(r)}(U, Y) \text { for some } m_{j} \neq M_{j} \text { and } \ell_{j} \in\left[1: 2^{r R^{\prime}}\right]\right\} \tag{K.22e}
\end{align*}
$$

where $\epsilon_{2}>\epsilon_{1}>\epsilon>0$. The probability of error is upper bounded as follows,

$$
\begin{equation*}
\mathbb{P}(\mathcal{E})=\mathbb{P}\left\{\bigcup_{j=1}^{B} \mathcal{E}_{j}\right\} \leq \sum_{j=1}^{B} \mathbb{P}\left(\mathcal{E}_{j}\right) \tag{K.23}
\end{equation*}
$$

Now we bound $\mathbb{P}\left(\mathcal{E}_{j}\right)$ by using union bound,

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{E}_{j}\right) \leq \mathbb{P}\left(\mathcal{E}_{1, j}\right)+\mathbb{P}\left(\mathcal{E}_{1, j}^{c} \cap \mathcal{E}_{2, j}\right)+\mathbb{P}\left(\mathcal{E}_{2, j}^{c} \cap \mathcal{E}_{3, j}\right) \tag{K.24}
\end{equation*}
$$

According to Lemma 5 the first term on the RHS of (K.24 vanishes when $r$ grows, and by the law of large numbers the second term on the RHS of (K.24) vanishes when $r$ grows. Also, according to the law of large numbers and the packing lemma, the last term on the RHS of (K.24) vanishes when $r$ grows if [85],

$$
\begin{equation*}
R+R_{t}+R^{\prime} \leq \mathbb{I}(U ; Y) \tag{K.25}
\end{equation*}
$$

We now analyze the probability of error at the encoder and the decoder for key generation. Let $\left(A_{j-1}, T_{j-1}\right)$ denote the chosen indices at the encoder and $\hat{A}_{j-1}$ and $\hat{T}_{j-1}$ be the estimates of the indices $A_{j-1}$ and $T_{j-1}$ at the decoder. At the end of block $j$, by decoding $U_{j}^{r}$, the decoder knows $\hat{T}_{j-1}$. To find $A_{j-1}$ we define the error event,

$$
\begin{equation*}
\mathcal{E}^{\prime}=\left\{\left(V_{j-1}^{r}\left(\hat{A}_{j-1}\right), S_{j-1}^{r}, U_{j-1}^{r}, Y_{j-1}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)}\right\} \tag{K.26}
\end{equation*}
$$

Also, consider the error events,

$$
\begin{align*}
& \mathcal{E}_{1}^{\prime}=\left\{\left(V_{j-1}^{r}\left(a_{j-1}\right), S_{j-1}^{r}\right) \notin \mathcal{T}_{\epsilon^{\prime}}^{(r)} \text { for all } a_{j-1} \in \llbracket 1,2^{r \tilde{R}} \rrbracket\right\}  \tag{K.27a}\\
& \mathcal{E}_{2}^{\prime}=\left\{\left(V_{j-1}^{r}\left(A_{j-1}\right), S_{j-1}^{r}, U_{j-1}^{r}, Y_{j-1}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)}\right\},  \tag{K.27b}\\
& \mathcal{E}_{3}^{\prime}=\left\{\left(V_{j-1}^{r}\left(\tilde{a}_{j-1}\right), U_{j-1}^{r}, Y_{j-1}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)} \text { for some } \tilde{a}_{j-1} \in \mathcal{B}\left(\hat{T}_{j-1}\right), \tilde{a}_{j-1} \neq A_{j-1}\right\}, \tag{K.27c}
\end{align*}
$$

where $\epsilon>\epsilon^{\prime}>0$. By the union bound we have,

$$
\begin{equation*}
P\left(\mathcal{E}^{\prime}\right) \leq P\left(\mathcal{E}_{1}^{\prime}\right)+P\left(\mathcal{E}_{1}^{\prime c} \cap \mathcal{E}_{2}^{\prime}\right)+P\left(\mathcal{E}_{3}^{\prime}\right) \tag{K.28}
\end{equation*}
$$

According to Lemma 5 the first term on the RHS of (K.28) vanishes when $r$ grows if we have (K.14). Following the steps in [85, Sec. 11.3.1], the last two terms on the RHS of (K.28) go to zero when $r$ grows if,

$$
\begin{gather*}
\tilde{R}>\mathbb{I}(V ; S),  \tag{K.29a}\\
\tilde{R}-R_{t}<\mathbb{I}(V ; U, Y) . \tag{K.29b}
\end{gather*}
$$

The region in Theorem 10 is derived by remarking that the scheme requires $R_{K}+R_{T} \geq$ $R_{k}+R_{t}$ and applying Fourier-Motzkin to (K.14) and (K.20), K.25), and K.29).

## APPENDIX L

## PROOF OF LEMMA 5

For a fix $\epsilon>0$, consider the PMF $\Gamma$ defined in (K.1). For the random experiment described by $\Gamma$; since $U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, L_{j}\right) \sim P_{U}^{\otimes r}$, for every $\left.\left(m_{j}, t_{j-1}, k_{j-2}\right) \in \mathcal{M} \times \mathcal{T} \times \mathcal{K}\right)$ and $V^{r}\left(A_{j}\right) \sim$ $P_{V}^{\otimes r}$, for every $a_{j} \in \mathcal{A}$ ), and $S_{j}^{r}$ is derived by passing $\left(U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, L_{j}\right), V^{r}\left(A_{j}\right)\right)$ through the DMC $P_{S \mid U, V}^{\otimes r}$ by the weak law of large numbers we have

$$
\begin{equation*}
\mathbb{E}_{C_{r}} \mathbb{P}_{\Gamma}\left(\left(U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, L_{j}\right), V^{r}\left(A_{j}\right), S_{j}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)} \mid C_{r}\right) \underset{r \rightarrow \infty}{\longrightarrow} 0 \tag{L.1}
\end{equation*}
$$

We also have

$$
\begin{align*}
& \mathbb{E}_{C_{r}}| | P_{U^{r}, V^{r}, S_{j}^{r} \mid C_{r}}-\Gamma_{U^{r}, V^{r}, S_{j}^{r} \mid C_{r}} \|_{1} \\
& \leq \mathbb{E}_{C_{r}} \| P_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}} \\
& \quad \quad-\Gamma_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, A_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}} \|_{1}^{\longrightarrow} 0 \tag{L.2}
\end{align*}
$$

where the RHS of (L.2) vanishes when $r$ grows because of (K.13). We now define $g_{r}$ : $\mathcal{U}^{r} \times \mathcal{V}^{r} \times \mathcal{S}_{j}^{r} \mapsto \mathbb{R}$ as $g_{r}\left(u^{r}, v^{r}, s_{j}^{r}\right) \triangleq \mathbb{1}_{\left\{\left(u^{r}, v^{r}, s_{j}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)}\right\}}$. We now have,

$$
\begin{align*}
& \mathbb{E}_{C_{r}} \mathbb{P}_{P}\left(\left(U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, L_{j}\right), V^{r}\left(A_{j}\right), S_{j}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)} \mid C_{r}\right) \\
& =\mathbb{E}_{C_{r}} \mathbb{E}_{P}\left[g_{r}\left(U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, L_{j}\right), V^{r}\left(A_{j}\right), S_{j}^{r}\right) \mid C_{r}\right] \\
& \leq \mathbb{E}_{C_{r}} \mathbb{E}_{\Gamma}\left[g_{r}\left(U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, L_{j}\right), V^{r}\left(A_{j}\right), S_{j}^{r}\right) \mid C_{r}\right] \\
& +\mathbb{E}_{C_{r}} \mid \mathbb{E}_{P}\left[g_{r}\left(U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, L_{j}\right), V^{r}\left(A_{j}\right), S_{j}^{r}\right) \mid C_{r}\right] \\
& -\mathbb{E}_{\Gamma}\left[g_{r}\left(U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, L_{j}\right), V^{r}\left(A_{j}\right), S_{j}^{r}\right) \mid C_{r}\right] \mid \\
& \stackrel{(a)}{\leq} \mathbb{E}_{C_{r}} \mathbb{E}_{\Gamma}\left[g_{r}\left(U^{r}\left(m_{j}, t_{j-1}, k_{j-2}, L_{j}\right), V^{r}\left(A_{j}\right), S_{j}^{r}\right) \mid C_{r}\right]+\mathbb{E}_{C_{r}}| | P_{U^{r}, V^{r}, S_{j}^{r} \mid C_{r}}-\Gamma_{U^{r}, V^{r}, S_{j}^{r} \mid C_{r}} \|_{1}, \tag{L.3}
\end{align*}
$$

where (a) follows from [91, Property 1] for $g_{r}$ being bounded by 1. From (L.1) and (L.2) the RHS of (L.3) vanishes when $r$ grows.

## APPENDIX M

## PROOF OF THEOREM 11

Fix $P_{U \mid S}(u \mid s), x(u, s)$, and $\epsilon_{1}>\epsilon_{2}>0$ such that, $P_{Z}=Q_{0}$.
Codebook Generation: Let $C_{n} \triangleq\left\{U^{n}(m, \ell)\right\}_{(m, \ell) \in \mathcal{M} \times \mathcal{L}}$, where $\mathcal{M} \triangleq \llbracket 1,2^{n R} \rrbracket$ and $\mathcal{L} \triangleq$ $\llbracket 1,2^{n R^{\prime}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $\prod_{i=1}^{n} P_{U}\left(u_{i}\right)$. We denote a realization of $C_{n}$ by $\mathcal{C}_{n} \triangleq\left\{u^{n}(m, \ell)\right\}_{(m, \ell) \in \mathcal{M} \times \mathcal{L}}$. We define an ideal PMF for codebook $\mathcal{C}_{n}$, as an approximate distribution to facilitate the analysis

$$
\begin{equation*}
\Gamma_{M, L, U^{n}, S^{n}, Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(m, \ell, \tilde{u}^{n}, s^{n}, z^{n}\right)=2^{-n\left(R+R^{\prime}\right)} \mathbb{1}_{\left\{\tilde{u}^{n}=u^{n}(m, \ell)\right\}} P_{S \mid U}^{\otimes n}\left(s^{n} \mid \tilde{u}^{n}\right) W_{Z \mid U, S}^{\otimes n}\left(z^{n} \mid \tilde{u}^{n}, s^{n}\right), \tag{M.1}
\end{equation*}
$$

where $W_{Z \mid U, S}$ is the marginal distribution $W_{Z \mid U, S}=\sum_{x \in \mathcal{X}} \mathbb{1}_{\{x=x(u, s)\}} W_{Z \mid X, S}$ and $P_{S \mid U}$ is defined as follows,

$$
\begin{equation*}
P_{S \mid U}(s \mid u) \triangleq \frac{P_{S, U}(s, u)}{P_{U}(u)}=\frac{Q_{S}(s) P_{U \mid S}(u \mid s)}{\sum_{s \in \mathcal{S}} Q_{S}(s) P_{U \mid S}(u \mid s)} \tag{M.2}
\end{equation*}
$$

Encoding: To send the message $m$ the encoder generates $\ell$ according to

$$
\begin{equation*}
f\left(\ell \mid s^{n}, m\right)=\frac{P_{S \mid U}^{\otimes n}\left(s^{n} \mid u^{n}(m, \ell)\right)}{\sum_{\ell^{\prime} \in \llbracket 1,2^{n R^{\prime}} \rrbracket} P_{S \mid U}^{\otimes n}\left(s_{j}^{n} \mid u^{n}\left(m, \ell^{\prime}\right)\right)}, \tag{M.3}
\end{equation*}
$$

where $P_{S \mid U}$ is defined in (M.2). Based on $(m, \ell)$, the encoder computes $u^{n}(m, \ell)$ and transmits codeword $x^{n}$, where $x_{i}=x\left(u_{i}(m, \ell), s_{i}\right)$. For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution over the codebook is as follows

$$
\begin{equation*}
P_{M, S^{n}, L, U^{n}, Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(m, s^{n}, \ell, \tilde{u}^{n}, z^{n}\right)=2^{-n R} Q_{S}^{\otimes n}\left(s^{n}\right) f\left(\ell \mid s^{n}, m\right) \mathbb{1}_{\left\{\tilde{u}^{n}=u^{n}(m, \ell)\right\}} W_{Z \mid U, S}^{\otimes n}\left(z^{n} \mid \tilde{u}^{n}, s^{n}\right) \tag{M.4}
\end{equation*}
$$

Covert Analysis: We now show that this coding scheme guarantees that

$$
\begin{equation*}
\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}}| | Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{M.5}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{s \in \mathcal{S}} \sum_{u \in \mathcal{U}} \sum_{x \in \mathcal{X}} Q_{S}(s) P_{U \mid S}(u \mid s) \mathbb{1}_{\{X=X(U, S)\}} W_{Z \mid X, S}(\cdot \mid x, s) . \tag{M.6}
\end{equation*}
$$

Then we choose $P_{U \mid S}$ and $x(u, s)$ such that it satisfies $Q_{Z}=Q_{0}$. By Combining Lemma 1 and the triangle inequality a sufficient condition for M.5 is to show that the RHS of the following inequality vanishes when $n$ grows,

$$
\begin{equation*}
\mathbb{E}_{C_{n}}\left\|P_{Z^{n} \mid C_{n}}-Q_{Z}^{\otimes n}\right\|_{1} \leq \mathbb{E}_{C_{n}}\left\|P_{Z^{n} \mid C_{n}}-\Gamma_{Z^{n} \mid C_{n}}\right\|_{1}+\mathbb{E}_{C_{n}}\left\|\Gamma_{Z^{n} \mid C_{n}}-Q_{Z}^{\otimes n}\right\|_{1} . \tag{M.7}
\end{equation*}
$$

By [77, Corollary VII.5] the second term on the RHS of M.7) vanishes when $n$ grows if

$$
\begin{equation*}
R+R^{\prime}>\mathbb{I}(U ; Z) \tag{M.8}
\end{equation*}
$$

To bound the first term on the RHS of (M.7) we have,

$$
\begin{align*}
\Gamma_{M}^{\left(\mathcal{C}_{n}\right)} & =2^{-n R}=P_{M}^{\left(\mathcal{C}_{n}\right)}  \tag{M.9a}\\
\Gamma_{L \mid M, S^{n}}^{\left(\mathcal{C}_{n}\right)} & =f\left(\ell \mid s^{n}, m\right)=P_{L \mid M, S^{n}}^{\left(\mathcal{C}_{n}\right)},  \tag{M.9b}\\
\Gamma_{U^{n} \mid M, S^{n}, L}^{\left(\mathcal{C}_{n}\right)} & =\mathbb{1}_{\left\{\tilde{u}^{n}=u^{n}(m, \ell)\right\}}=P_{U^{n} \mid M, S^{n}, L}^{\left(\mathcal{C}_{n}\right)},  \tag{M.9c}\\
\Gamma_{Z^{n} \mid M, S^{n}, L, U^{n}}^{\left(\mathcal{C}_{n}\right)} & =W_{Z \mid U, S}^{\otimes n}=P_{Z^{n} \mid M, S^{n}, L, U^{n}}^{\left(\mathcal{C}_{n}\right)}, \tag{M.9d}
\end{align*}
$$

where (M.9b) follows from (M.3). Hence,

$$
\begin{align*}
\mathbb{E}_{C_{n}}\left\|P_{Z^{n} \mid C_{n}}-\Gamma_{Z^{n} \mid C_{n}}\right\|_{1} & \leq \mathbb{E}_{C_{n}}\left\|P_{M, S^{n}, L, U^{n}, Z^{n} \mid C_{n}}-\Gamma_{M, S^{n}, L, U^{n}, Z^{n} \mid C_{n}}\right\|_{1} \\
& \stackrel{(a)}{=} \mathbb{E}_{C_{n}}\left\|P_{S^{n}, L, U^{n}, Z^{n} \mid M=1, C_{n}}-\Gamma_{S^{n}, L, U^{n}, Z^{n} \mid M=1, C_{n}}\right\|_{1} \\
& \stackrel{(b)}{=} \mathbb{E}_{C_{n}}\left\|Q_{S}^{\otimes n}-\Gamma_{S^{n} \mid M=1, C_{n}}\right\|_{1}, \tag{M.10}
\end{align*}
$$

where (a) follows from (M.9b)-M.9d) and (b) follows from the symmetry of the codebook construction with respect to $M$ and M.9a. Based on the soft covering lemma [77, Corollary VII.5] the RHS of (M.10) vanishes if

$$
\begin{equation*}
R^{\prime}>\mathbb{I}(U ; S) \tag{M.11}
\end{equation*}
$$

Decoding and Error Probability Analysis: To decode the message $m$, the receiver finds a unique pair $(\hat{m}, \hat{\ell})$ such that $\left(u^{n}(\hat{m}, \hat{\ell}), y^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}$. To analyze the probability of error, we define the following error events,

$$
\begin{align*}
& \mathcal{E} \triangleq\{M \neq \hat{M}\}  \tag{M.12a}\\
& \mathcal{E}_{1} \triangleq\left\{\left(U^{n}(M, L), S^{n}\right) \notin \mathcal{T}_{\epsilon_{1}}^{(n)}(U, S)\right\},  \tag{M.12b}\\
& \mathcal{E}_{2} \triangleq\left\{\left(U^{n}(M, L), Y^{n}\right) \notin \mathcal{T}_{\epsilon_{2}}^{(n)}(U, Y)\right\},  \tag{M.12c}\\
& \mathcal{E}_{3} \triangleq\left\{\left(U^{n}(M, L), Y^{n}\right) \in \mathcal{T}_{\epsilon_{2}}^{(n)}(U, Y) \text { for some } m \neq M \text { and } \ell \in\left[1: 2^{n R^{\prime}}\right]\right\}, \tag{M.12d}
\end{align*}
$$

where $\epsilon_{2}>\epsilon_{1}>0$. Now we bound $\mathbb{P}(\mathcal{E})$ by using union bound,

$$
\begin{equation*}
\mathbb{P}(\mathcal{E}) \leq \mathbb{P}\left(\mathcal{E}_{1}\right)+\mathbb{P}\left(\mathcal{E}_{1}^{c} \cap \mathcal{E}_{2}\right)+\mathbb{P}\left(\mathcal{E}_{2}^{c} \cap \mathcal{E}_{3}\right) \tag{M.13}
\end{equation*}
$$

Similar to Lemma 5 one can show that the first term on the RHS of M.13 vanishes when $n$ grows, and by the law of large numbers the second term on the RHS of M.13) vanishes when $n$ grows. Also, according to the law of large numbers and the packing lemma, the last term on the RHS of M.13) vanishes when $n$ grows if [85],

$$
\begin{equation*}
R+R^{\prime}<\mathbb{I}(U ; Y) \tag{M.14}
\end{equation*}
$$

The region in Theorem 11 is derived by applying Fourier-Motzkin to M.8, M.11), and M.14.

## APPENDIX N

## PROOF OF THEOREM 12

Consider any sequence of length- $n$ codes for a state-dependent channel with CSI available non-causally only at the transmitter such that $P_{e}^{(n)} \leq \epsilon_{n}, \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$, and $R_{K} / n \leq \lambda_{n}$ with $\lim _{n \rightarrow \infty} \epsilon_{n}=\lim _{n \rightarrow \infty} \lambda_{n}=0$. Note that the converse is consistent with the model and does not require $\delta$ to vanish. The following lemma, a version of which with variational distance can be found in [77, Lemma VI.3], will prove useful.

Lemma 6. If $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$, then $\sum_{i=1}^{n} \mathbb{I}\left(Z_{i} ; Z^{i-1}\right) \leq \delta$ and $\sum_{i=1}^{n} \mathbb{I}\left(Z_{i} ; Z_{i+1}^{n}\right) \leq \delta$. In addition, if $T \in \llbracket 1, n \rrbracket$ is an independent variable uniformly distributed, then $\mathbb{I}\left(T ; Z_{T}\right) \leq \nu$, where $\nu \triangleq \frac{\delta}{n}$.

Note that Lemma 6 is slightly different from [77, Lemma VI.3], as the upper bounds are tighter and do not include a factor of $n$. This is a consequence of using a constraint based on relative entropy instead of total variation. This is crucial in what follows, as we do no necessarily require $\delta \rightarrow 0$.

Proof. First note that,

$$
\begin{aligned}
\sum_{i=1}^{n} \mathbb{I}\left(Z_{i} ; Z^{i-1}\right)= & \sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i}\right)-\mathbb{H}\left(Z_{i} \mid Z^{i-1}\right)\right] \\
= & \sum_{i=1}^{n} \mathbb{H}\left(Z_{i}\right)-\mathbb{H}\left(Z^{n}\right) \\
= & -\sum_{i=1}^{n} \sum_{z} P_{Z_{i}}(z) \log P_{Z_{i}}(z)+\sum_{z^{n}} P_{Z^{n}}\left(z^{n}\right) \log P_{Z^{n}}\left(z^{n}\right) \\
= & -\sum_{i=1}^{n} \sum_{z} P_{Z_{i}}(z) \log P_{Z_{i}}(z)+\sum_{i=1}^{n} \sum_{z} P_{Z_{i}}(z) \log Q_{0}(z) \\
& -\sum_{i=1}^{n} \sum_{z} P_{Z_{i}}(z) \log Q_{0}(z)+\sum_{z^{n}} P_{Z^{n}}\left(z^{n}\right) \log P_{Z^{n}}\left(z^{n}\right) \\
= & -\sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right)-\sum_{z^{n}} P_{Z^{n}}\left(z^{n}\right) \log Q_{0}^{\otimes n}\left(z^{n}\right)+\sum_{z^{n}} P_{Z^{n}}\left(z^{n}\right) \log P_{Z^{n}}\left(z^{n}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \\
& \leq \delta
\end{aligned}
$$

Similarly, one can prove $\sum_{i=1}^{n} \mathbb{I}\left(Z_{i} ; Z_{i+1}^{n}\right) \leq \delta$. Next,

$$
\begin{align*}
\mathbb{I}\left(T ; Z_{T}\right)= & \mathbb{H}\left(Z_{T}\right)-\mathbb{H}\left(Z_{T} \mid T\right) \\
= & -\sum_{z} \frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}}(z) \log \frac{1}{n} \sum_{j=1}^{n} P_{Z_{j}}(z)+\frac{1}{n} \sum_{i=1}^{n} \sum_{z} P_{Z_{i}}(z) \log P_{Z_{i}}(z) \\
= & -\sum_{z} \frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}}(z) \log \frac{1}{n} \sum_{j=1}^{n} P_{Z_{j}}(z)+\sum_{z} \frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}}(z) \log Q_{0}(z) \\
& -\sum_{z} \frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}}(z) \log Q_{0}(z)+\frac{1}{n} \sum_{i=1}^{n} \sum_{z} P_{Z_{i}}(z) \log P_{Z_{i}}(z) \\
= & -\mathbb{D}\left(\frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}} \| Q_{0}\right)+\frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \\
\leq & \frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \\
\leq & \frac{1}{n} \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \\
\leq & \frac{\delta}{n} . \tag{N.1}
\end{align*}
$$

Epsilon Rate Region: We first define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ that expands the region defined in (3.25) as follows,

$$
\begin{equation*}
\mathcal{A}_{\epsilon} \triangleq\left\{R \geq 0: \exists P_{U, V, S, X, Y, Z} \in \mathcal{D}_{\epsilon}: R \leq \min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}+\epsilon\right\} \tag{N.2a}
\end{equation*}
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
P_{U, V, S, X, Y, Z}:  \tag{N.2b}\\
P_{U, V, S, X, Y, Z}=Q_{S} P_{U V \mid S} \mathbb{1}\left\{\begin{array}{l}
X=X(U, S)\} \\
W_{Y, Z \mid X, S} \\
\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon \\
\min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\} \geq \mathbb{I}(V ; Z)-\mathbb{I}(V ; S)-4 \epsilon \\
\max \{|\mathcal{U}|,|\mathcal{V}|\} \leq|\mathcal{X}|+3
\end{array}\right\} . . . . ~ . ~
\end{array}\right.
$$

We next show that if a rate $R$ is achievable then $R \in \mathcal{A}_{\epsilon}$ for any $\epsilon>0$. For any $\epsilon_{n}>0$ and $\nu>0$, we start by upper bounding $n R$ using standard techniques,

$$
\begin{aligned}
n R & =\mathbb{H}(M) \\
& \stackrel{(a)}{\leq} \mathbb{I}\left(M ; Y^{n}\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid Y^{i-1}\right)+n \epsilon_{n} \\
& \leq \sum_{i=1}^{n} \mathbb{I}\left(M, Y^{i-1} ; Y_{i}\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n}\left[\mathbb{I}\left(M, Y^{i-1}, S_{i+1}^{n} ; Y_{i}\right)-\mathbb{I}\left(S_{i+1}^{n} ; Y_{i} \mid M, Y^{i-1}\right)\right]+n \epsilon_{n} \\
& \stackrel{(b)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(M, Y^{i-1}, S_{i+1}^{n} ; Y_{i}\right)-\mathbb{I}\left(Y^{i-1} ; S_{i} \mid M, S_{i+1}^{n}\right)\right]+n \epsilon_{n} \\
& \stackrel{(c)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(M, Y^{i-1}, S_{i+1}^{n} ; Y_{i}\right)-\mathbb{I}\left(M, Y^{i-1}, S_{i+1}^{n} ; S_{i}\right)\right]+n \epsilon_{n} \\
& \stackrel{(d)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(U_{i} ; Y_{i}\right)-\mathbb{I}\left(U_{i} ; S_{i}\right)\right]+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \frac{1}{n}\left[\mathbb{I}\left(U_{i} ; Y_{i} \mid T=i\right)-\mathbb{I}\left(U_{i} ; S_{i} \mid T=i\right)\right]+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i)\left[\mathbb{I}\left(U_{i} ; Y_{i} \mid T=i\right)-\mathbb{I}\left(U_{i} ; S_{i} \mid T=i\right)\right]+n \epsilon_{n}
\end{aligned}
$$

$$
\begin{align*}
& =n\left[\mathbb{I}\left(U_{T} ; Y_{T} \mid T\right)-\mathbb{I}\left(U_{T} ; S_{T} \mid T\right)\right]+n \epsilon_{n} \\
& \stackrel{(e)}{=} n\left[\mathbb{I}\left(U_{T} ; Y_{T} \mid T\right)-\mathbb{I}\left(U_{T}, T ; S_{T}\right)\right]+n \epsilon_{n} \\
& \leq\left[\mathbb{I}\left(U_{T}, T ; Y_{T}\right)-\mathbb{I}\left(U_{T}, T ; S_{T}\right)\right]+n \epsilon_{n} \\
& \stackrel{(f)}{=} n[\mathbb{I}(U ; Y)-\mathbb{I}(U ; S)]+n \epsilon_{n} \\
& \stackrel{(g)}{\leq} n[\mathbb{I}(U ; Y)-\mathbb{I}(U ; S)]+n \epsilon \tag{N.3}
\end{align*}
$$

where
(a) follows from Fano's inequality for $n$ large enough;
(b) follows from Csiszár-Körner sum identity [70, Lemma 7];
(c) follows since $S_{i}$ is independent of $\left(M, S_{i+1}^{n}\right)$;
(d) follows by defining $U_{i} \triangleq\left(M, Y^{i-1}, S_{i+1}^{n}\right)$;
(e) follows from the independence of $S_{T}$ and $T$;
( $f$ ) follows by defining $U=\left(U_{T}, T\right), Y=Y_{T}$, and $S=S_{T}$;
$(g)$ follows by defining $\epsilon \triangleq \max \left\{\epsilon_{n}, \lambda_{n}, \nu\right\}$, where we choose $n$ large enough such that $\nu \geq \frac{\delta}{n}$.

We also have,

$$
\begin{aligned}
n R & =\mathbb{H}(M) \\
& =\mathbb{H}(M \mid K) \\
& \stackrel{(a)}{\leq} \mathbb{I}\left(M ; Y^{n} \mid K\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid Y^{i-1}, K\right)+n \epsilon_{n} \\
& \leq \sum_{i=1}^{n} \mathbb{I}\left(M, K, Y^{i-1}, Z^{i-1} ; Y_{i}\right)+n \epsilon_{n}
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{i=1}^{n}\left[\mathbb{I}\left(M, K, Y^{i-1}, Z^{i-1}, S_{i+1}^{n} ; Y_{i}\right)-\mathbb{I}\left(S_{i+1}^{n} ; Y_{i} \mid M, K, Y^{i-1}, Z^{i-1}\right)\right]+n \epsilon_{n} \\
& \stackrel{(b)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(M, K, Y^{i-1}, Z^{i-1}, S_{i+1}^{n} ; Y_{i}\right)-\mathbb{I}\left(Y^{i-1} ; S_{i} \mid M, K, S_{i+1}^{n}, Z^{i-1}\right)\right]+n \epsilon_{n} \\
& \stackrel{(c)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(U_{i}, V_{i} ; Y_{i}\right)-\mathbb{I}\left(U_{i} ; S_{i} \mid V_{i}\right)\right]+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \frac{1}{n}\left[\mathbb{I}\left(U_{T}, V_{T} ; Y_{T} \mid T=i\right)-\mathbb{I}\left(U_{T} ; S_{T} \mid V_{T}, T=i\right)\right]+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i)\left[\mathbb{I}\left(U_{T}, V_{T} ; Y_{T} \mid T=i\right)-\mathbb{I}\left(U_{T} ; S_{T} \mid V_{T}, T=i\right)\right]+n \epsilon_{n} \\
& =n\left[\mathbb{I}\left(U_{T}, V_{T} ; Y_{T} \mid T\right)-\mathbb{I}\left(U_{T} ; S_{T} \mid V_{T}, T\right)\right]+n \epsilon_{n} \\
& \leq\left[\mathbb{I}\left(U_{T}, V_{T}, T ; Y_{T}\right)-\mathbb{I}\left(U_{T} ; S_{T} \mid V_{T}, T\right)\right]+n \epsilon_{n} \\
& \stackrel{(d)}{=} n[\mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)]+n \epsilon_{n} \\
& \text { (e) } n[\mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)]+n \epsilon, \tag{N.4}
\end{align*}
$$

where
(a) follows from Fano's inequality for $n$ large enough and the fact that conditioning does not increase entropy;
(b) follows from Csiszár-Körner sum identity [70, Lemma 7];
(c) follows by defining $U_{i} \triangleq\left(M, Y^{i-1}, S_{i+1}^{n}\right)$ and $V_{i} \triangleq\left(M, K, Z^{i-1}, S_{i+1}^{n}\right)$;
(d) follows by defining $U=\left(U_{T}, T\right), V=\left(V_{T}, T\right), Y=Y_{T}$, and $S=S_{T}$;
(e) follows from definition $\epsilon \triangleq \max \left\{\epsilon_{n}, \lambda_{n}, \nu\right\}$.

Next, we lower bound $n R$ as follows,

$$
\begin{aligned}
n R+R_{K} & \geq \mathbb{H}(M, K) \\
& \geq \mathbb{I}\left(M, K ; Z^{n}\right)
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{i=1}^{n} \mathbb{I}\left(M, K ; Z_{i} \mid Z^{i-1}\right) \\
& =\sum_{i=1}^{n}\left[\mathbb{I}\left(M, K, S_{i+1}^{n} ; Z_{i} \mid Z^{i-1}\right)-\mathbb{I}\left(S_{i+1}^{n} ; Z_{i} \mid M, K, Z^{i-1}\right)\right] \\
& \stackrel{(a)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(M, K, S_{i+1}^{n} ; Z_{i} \mid Z^{i-1}\right)-\mathbb{I}\left(Z^{i-1} ; S_{i} \mid M, K, S_{i+1}^{n}\right)\right] \\
& \stackrel{(b)}{\geq} \sum_{i=1}^{n}\left[\mathbb{I}\left(M, K, S_{i+1}^{n}, Z^{i-1} ; Z_{i}\right)-\mathbb{I}\left(Z^{i-1} ; S_{i} \mid M, K, S_{i+1}^{n}\right)\right]-\delta \\
& \stackrel{(c)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(M, K, S_{i+1}^{n}, Z^{i-1} ; Z_{i}\right)-\mathbb{I}\left(M, K, S_{i+1}^{n}, Z^{i-1} ; S_{i}\right)\right]-\delta \\
& \stackrel{(d)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(V_{i} ; Z_{i}\right)-\mathbb{I}\left(V_{i} ; S_{i}\right)\right]-\delta \\
& =n \sum_{i=1}^{n} \frac{1}{n}\left[\mathbb{I}\left(V_{T} ; Z_{T} \mid T=i\right)-\mathbb{I}\left(V_{T} ; S_{T} \mid T=i\right)\right]-\delta \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i)\left[\mathbb{I}\left(V_{T} ; Z_{T} \mid T=i\right)-\mathbb{I}\left(V_{T} ; S_{T} \mid T=i\right)\right]-\delta \\
& =n\left[\mathbb{I}\left(V_{T} ; Z_{T} \mid T\right)-\mathbb{I}\left(V_{T} ; S_{T} \mid T\right)\right]-\delta \\
& \stackrel{(e)}{=} n\left[\mathbb{I}\left(V_{T} ; Z_{T} \mid T\right)-\mathbb{I}\left(V_{T}, T ; S_{T}\right)\right]-\delta \\
& \stackrel{(f)}{\geq} n\left[\mathbb{I}\left(V_{T}, T ; Z_{T}\right)-\mathbb{I}\left(V_{T}, T ; S_{T}\right)\right]-2 \delta \\
& \stackrel{(g)}{=} n[\mathbb{I}(V ; Z)-\mathbb{I}(V ; S)]-2 \delta \tag{N.5}
\end{align*}
$$

where
(a) follows from Csiszár-Körner sum identity [70, Lemma 7];
(b) follows from Lemma 6;
(c) follows since $S_{i}$ is independent of $\left(M, K, S_{i+1}^{n}\right)$;
(d) follows by defining $V_{i} \triangleq\left(M, K, S_{i+1}^{n}, Z^{i-1}\right)$;
(e) follows from the independence of $S_{T}$ and $T$;
$(f)$ follows from Lemma 6
( $g$ ) follows by defining $V=\left(V_{T}, T\right), Z=Z_{T}$, and $S=S_{T}$.
For any $\nu>0$, choosing $n$ large enough ensures that,

$$
\begin{equation*}
R+\frac{R_{K}}{n} \geq \mathbb{I}(V ; Z)-\mathbb{I}(V ; S)-2 \nu \tag{N.6}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
R & \geq \mathbb{I}(V ; Z)-\mathbb{I}(V ; S)-2 \nu-\frac{R_{K}}{n} \\
& \geq \mathbb{I}(V ; Z)-\mathbb{I}(V ; S)-2 \nu-\lambda_{n} \\
& \geq \mathbb{I}(V ; Z)-\mathbb{I}(V ; S)-3 \epsilon, \tag{N.7}
\end{align*}
$$

where the last inequality follows since $\epsilon \triangleq \max \left\{\epsilon_{n}, \lambda_{n}, \nu\right\}$. To show that $\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon$, note that for $n$ large enough

$$
\begin{align*}
\mathbb{D}\left(P_{Z} \| Q_{0}\right) & =\mathbb{D}\left(P_{Z_{T}} \| Q_{0}\right)=\mathbb{D}\left(\frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}} \| Q_{0}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \leq \frac{1}{n} \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \frac{\delta}{n} \leq \nu \leq \epsilon . \tag{N.8}
\end{align*}
$$

Combining (N.3), (N.4), (N.7), and (N.8) shows that $\forall \epsilon_{n}, \lambda_{n}, \nu>0, R \leq \max \left\{a: a \in \mathcal{A}_{\epsilon}\right\}$. Therefore,

$$
\begin{equation*}
R \leq \max \left\{a: a \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}\right\} \tag{N.9}
\end{equation*}
$$

Continuity at Zero: Our objective is to show that the capacity region is included in the region defined in (3.25). The challenge, first highlighted in [77, Section VI.D], is that our converse arguments only establish that the capacity region is included in the region $\bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}$ where $\mathcal{A}_{\epsilon}$ is defined in (N.2). In the sequel, the continuity of the slackness in the mutual information inequality (N.2b) will assume some importance, hence for ease of expression we define and refer to $g(\epsilon) \triangleq 3 \epsilon$. As $\epsilon$ vanishes, both the region $\mathcal{A}_{\epsilon}$ and the set of distributions $\mathcal{D}_{\epsilon}$ shrink, so that proving the continuity at $\epsilon=0$ is not completely straightforward. We carefully lay out the arguments leading to the result in a series of lemmas.

Lemma 7. For all $\epsilon>0$, the set $\mathcal{D}_{\epsilon}$ is closed and bounded, hence compact.

Proof. We need to check that every constraint defining the set $\mathcal{D}_{\epsilon}$ defines a closed set of distributions, so that $\mathcal{D}_{\epsilon}$ is an intersection of closed sets and remains closed. First note that:

- the function that outputs the marginal $P_{Z}$ of $P_{U, V, S, X, Y, Z}$ is continuous in $P_{Z}$;
- $Q_{0}$ has support $\mathcal{Z}$ so that the divergence $\mathbb{D}\left(P_{Z} \| Q_{0}\right)$ is a continuous function of $P_{Z}$;
- mutual information, viewed as a function of the joint distribution of the random variables involved, is continuous;
- all the constraints in the definition of $\mathcal{D}_{\epsilon}$ are non-strict inequalities.

Consequently, the pre-images of the closed sets defined by the inequalities are pre-images of closed sets through continuous functions, hence closed. $\mathcal{D}_{\epsilon}$ is bounded because it is a subset of the probability simplex, hence it is compact.

Lemma 8. For all $\epsilon>0$, the set $\mathcal{A}_{\epsilon}$ is non-empty, closed, and bounded.

Proof. The set of Pareto optimal points in $\mathcal{A}_{\epsilon}$ is the image of $\mathcal{D}_{\epsilon}$ through a continuous function. Since $\mathcal{D}_{\epsilon}$ is compact, the set of Pareto optimal points is compact. In $\mathbb{R}$, compact sets are closed, hence the set of Pareto optimal points is closed and $\mathcal{A}_{\epsilon}$ itself is closed by definition. $\mathcal{A}_{\epsilon}$ is also non-empty because it contains $0 . \mathcal{A}_{\epsilon}$ is bounded because we can upper bound $R$ by $2 \log |\mathcal{X}|+\epsilon$.

Now define the set
$\mathcal{A}_{\epsilon}^{\prime} \triangleq\left\{R \geq 0: \exists P_{U, V, S, X, Y, Z} \in \mathcal{D}_{\epsilon}: R \leq \min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\} \quad\right\}$.

Note that $\mathcal{A}_{\epsilon}^{\prime}$ differs from $\mathcal{A}_{\epsilon}$ in the absence of $\epsilon$ in the rate constraint.

Lemma 9. For all $\epsilon>0$, the set $\mathcal{A}_{\epsilon}^{\prime}$ is closed and bounded.

Proof. The proof is similar to the proof of Lemma 8 .

## Lemma 10.

$$
\begin{equation*}
\bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}^{\prime}=\bigcap_{\epsilon>0} \mathcal{A}_{\epsilon} \tag{N.11}
\end{equation*}
$$

Proof. First, note that $\bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}^{\prime}$ is closed, since it is an intersection of closed sets, and bounded, since the sets $\mathcal{A}_{\epsilon}^{\prime}$ are nested and bounded. Hence, $\bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}^{\prime}$ is compact. Consequently, there exists a maximal element, $r^{\dagger}$. Consider any $r \in\left[0, r^{\dagger}\right]$. Then $\forall \epsilon>$ $0 \exists P_{U, V, S, X, Y, Z} \in \mathcal{D}_{\epsilon} r \leq r^{\dagger} \leq \min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}$ and $r \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}^{\prime}$.

We now want to show that $\bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}^{\prime}=\bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}$. The hard part is showing that, $\bigcap_{\epsilon>0} \mathcal{A}_{\epsilon} \subset$ $\bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}^{\prime}$ since the other direction follows by the definition of $\mathcal{A}_{\epsilon}$ and $\mathcal{A}_{\epsilon}^{\prime}$. We proceed by contradiction. Assume $\exists r^{*} \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}$ such that $r^{*} \notin \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}^{\prime}$. It must be that $r^{\dagger}<r^{*}$ for otherwise $r^{*} \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}^{\prime}$ as noted earlier.

Set $r_{0} \triangleq \frac{1}{2}\left(r^{\dagger}+r^{*}\right)$, which is such that $r_{0}>r^{\dagger}$ and therefore $r_{0} \notin \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}^{\prime}$. Set $\epsilon^{\prime}>0$ such that $\forall \epsilon \leq \epsilon^{\prime} g(\epsilon)<\frac{r^{*}-r^{\dagger}}{2}$, which exists by the assumptions on $g$. Assume that $\forall \epsilon \in\left(0 ; \epsilon^{\prime}\right]$ $r_{0} \in \mathcal{A}_{\epsilon}^{\prime}$. Then, $r_{0} \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}^{\prime}$ which contradicts our assumption. Hence, there exists $0<\epsilon_{0} \leq$ $\epsilon^{\prime}$ such that $r_{0} \notin \mathcal{A}_{\epsilon_{0}}^{\prime}$. Hence $\forall P_{U, V, S, X, Y, Z} \in \mathcal{D}_{\epsilon_{0}} r_{0}>\min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-$ $\mathbb{I}(U ; S \mid V)\}$. Then $\forall P_{U, V, S, X, Y, Z} \in \mathcal{D}_{\epsilon_{0}}$

$$
\begin{align*}
& r_{0}>\min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}  \tag{N.12}\\
& \Rightarrow \frac{r^{*}+r^{\dagger}}{2}>\min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}  \tag{N.13}\\
& \Rightarrow \frac{r^{*}+r^{\dagger}}{2}+\frac{r^{*}-r^{\dagger}}{2}>\min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}+\frac{r^{*}-r^{\dagger}}{2}  \tag{N.14}\\
& \Rightarrow r^{*}>\min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}+g\left(\epsilon_{0}\right) \tag{N.15}
\end{align*}
$$

Since $r^{*} \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}$, we have $\forall \epsilon>0 \exists P_{U, V, S, X, Y, Z} \in \mathcal{D}_{\epsilon}$ such that $r^{*} \leq \min \{\mathbb{I}(U ; Y)-$ $\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}+g(\epsilon)$. Hence, there is a contradiction, and we must have $r^{*} \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}^{\prime}$.

To conclude, one can prove that $\bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}^{\prime}=\mathcal{A}_{0}$, following the exact same arguments as in [77, Section IV.C].

## APPENDIX O

## PROOF OF THEOREM 13

We adopt a block-Markov encoding scheme in which $B$ independent messages are transmitted over $B$ channel blocks each of length $r$, such that $n=r B$. The warden's observation is $Z^{n}=\left(Z_{1}^{r}, \ldots, Z_{B}^{r}\right)$, the distribution induced at the output of the warden is $P_{Z^{n}}$, the target output distribution is $Q_{0}^{\otimes n}$, and Equation (I.2), describing the distance between the two distributions, continues to hold. The random code generation is as follows.

Fix $P_{U}(u), P_{V \mid S}(v \mid s), x(u, s)$, and $\epsilon_{1}>\epsilon_{2}>0$ such that, $P_{Z}=Q_{0}$.
Codebook Generation for Keys: For each block $j \in \llbracket 1, B \rrbracket$, let $C_{1}^{(r)} \triangleq\left\{V^{r}\left(\ell_{j}\right)\right\}_{\ell_{j} \in \mathcal{L}}$, where $\mathcal{L} \triangleq \llbracket 1,2^{r \tilde{R}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{V}^{\otimes r}$, where $P_{V}=\sum_{s \in \mathcal{S}} Q_{S}(s) P_{V \mid S}(v \mid s)$. We denote a realization of $C_{1}^{(r)}$ by $\mathcal{C}_{1}^{(r)} \triangleq\left\{v^{r}\left(\ell_{j}\right)\right\}_{\ell_{j} \in \mathcal{L}}$. Partition the set of indices $\ell_{j} \in \llbracket 1,2^{r \tilde{R}} \rrbracket$ into bins $\mathcal{B}(t)$, $t \in \llbracket 1,2^{r R_{T}} \rrbracket$ by using function $\varphi: V^{r}\left(\ell_{j}\right) \mapsto \llbracket 1,2^{r R_{T}} \rrbracket$ through random binning by choosing the value of $\varphi\left(v^{r}\left(\ell_{j}\right)\right)$ independently and uniformly at random for every $v^{r}\left(\ell_{j}\right) \in \mathcal{V}^{r}$. For each block $j \in \llbracket 1, B \rrbracket$, create a function $\Phi: V^{r}\left(\ell_{j}\right) \mapsto \llbracket 1,2^{r R_{K}} \rrbracket$ through random binning by choosing the value of $\Phi\left(v^{r}\left(\ell_{j}\right)\right)$ independently and uniformly at random for every $v^{r}\left(\ell_{j}\right) \in \mathcal{V}^{r}$. The key $k_{j}=\Phi\left(v^{r}\left(\ell_{j}\right)\right)$ obtained in block $j \in \llbracket 1, B \rrbracket$ from the description of the CSI sequence $v^{r}\left(\ell_{j}\right)$ is used to assist the encoder in block $j+2$.

Codebook Generation for Messages: For each block $j \in \llbracket 1, B \rrbracket$, let $C_{2}^{(r)} \triangleq$ $\left\{U^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right\}_{\left(m_{j}, t_{j-1}, k_{j-2}\right) \in \mathcal{M} \times \mathcal{T} \times \mathcal{K}}$, where $\mathcal{M} \triangleq \llbracket 1,2^{r R} \rrbracket$, $\mathcal{T} \triangleq \llbracket 1,2^{r R_{t}} \rrbracket$, and $\mathcal{K} \triangleq \llbracket 1,2^{r R_{k}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{U}^{\otimes r}$. We denote a realization of $C_{2}^{(r)}$ by $\mathcal{C}_{2}^{(r)} \triangleq$ $\left\{u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right\}_{\left(m_{j}, t_{j-1}, k_{j-2}\right) \in \mathcal{M} \times \mathcal{T} \times \mathcal{K}}$. Also, let $C_{r}=\left\{C_{1}^{(r)}, C_{2}^{(r)}\right\}$ and $\mathcal{C}_{r}=\left\{\mathcal{C}_{1}^{(r)}, \mathcal{C}_{2}^{(r)}\right\}$. The indices ( $m_{j}, t_{j-1}, k_{j-2}$ ) can be viewed as a two layer binning. We define an ideal PMF for codebook $\mathcal{C}_{n}$, as an approximate distribution to facilitate the analysis as follows

$$
\Gamma_{M_{j}, T_{j-1}, K_{j-2}, L_{j}, U^{r}, V^{r}, S_{j}^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{n}\right)}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}, \tilde{u}^{r}, \tilde{v}^{r}, s_{j}^{r}, z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)
$$

$$
\begin{align*}
= & 2^{-r\left(R+R_{t}+R_{k}+\tilde{R}\right)} \mathbb{1}_{\left\{\tilde{u}^{r}=u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right\}} \mathbb{1}_{\left\{\tilde{v}^{r}=v^{r}\left(\ell_{j}\right)\right\}} P_{S \mid V}^{\otimes r}\left(s_{j}^{r} \mid \tilde{v}^{r}\right) W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid \tilde{u}^{r}, s_{j}^{r}\right) \\
& \times 2^{-r R_{k}} \mathbb{1}_{\left\{t_{j}=\varphi\left(\tilde{v}^{r}\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{v}^{r}\right)\right\},} \tag{O.1}
\end{align*}
$$

where $W_{Z \mid U, S}$ is the marginal distribution of $W_{Z \mid U, S}=\sum_{x \in \mathcal{X}} \mathbb{1}_{\{x=x(u, s)\}} W_{Z \mid X, S}$ and

$$
\begin{equation*}
P_{S \mid V}=\frac{P_{S, V}(s, v)}{P_{V}(v)}=\frac{Q_{S}(s) P_{V \mid S}(v \mid s)}{\sum_{s \in \mathcal{S}} Q_{S}(s) P_{V \mid S}(v \mid s)} \tag{O.2}
\end{equation*}
$$

Encoding: We assume that the transmitter and the receiver have access to the shared secret keys $k_{-1}$ and $k_{0}$ for the first two blocks, but after the first two blocks they use the key that they generate from the CSI.

In the first block, to send the message $m_{1}$ according to $k_{-1}$, the encoder generates the index $t_{0}$ uniformly at random and computes $u^{r}\left(m_{1}, t_{0}, k_{-1}\right)$ and transmits a codeword $x^{r}$, where $x_{i}=x\left(u_{i}\left(m_{1}, t_{0}, k_{-1}\right), s_{1, i}\right)$. Note that, the index $t_{0}$ does not convey any useful information. At the end of the first block, to generate a secret key shared between the transmitter and the receiver, the encoder generates the index $\ell_{1}$ according to the following distribution with $j=1$,

$$
\begin{equation*}
f\left(\ell_{j} \mid s_{j}^{r}\right)=\frac{P_{S \mid V}^{\otimes r}\left(s_{j}^{r} \mid v^{r}\left(\ell_{j}\right)\right)}{\sum_{\ell^{\prime} \in \llbracket 1,2^{r} \bar{R} \rrbracket} P_{S \mid V}^{\otimes r}\left(s_{j}^{r} \mid v^{r}\left(\ell_{j}^{\prime}\right)\right)}, \tag{O.3}
\end{equation*}
$$

where $P_{S \mid V}$ is defined in (O.2). Then generates the reconciliation index $t_{1}=\varphi\left(v^{n}\left(\ell_{1}\right)\right)$; simultaneously, the transmitter generates a key $k_{1}=\Phi\left(v^{r}\left(\ell_{1}\right)\right)$ from the description of its CSI of the first block $v^{r}\left(\ell_{1}\right)$ to be used in Block 3.

In the second block, to transmit the message $m_{2}$ and the reconciliation index $t_{1}$ according to the key $k_{0}$, the encoder computes $u^{r}\left(m_{2}, t_{1}, k_{0}\right)$ and transmits a codeword $x^{r}$, where $x_{i}=x\left(u_{i}\left(m_{2}, t_{1}, k_{0}\right), s_{2, i}\right)$. At the end of the second block, to generate a secret key shared between the transmitter and the receiver, the encoder generates the index $\ell_{2}$ based $s_{2}^{r}$ by using the likelihood encoder described in (O.3) with $j=2$. Then generates the reconciliation index $t_{2}=\varphi\left(v^{n}\left(\ell_{2}\right)\right)$; simultaneously, the transmitter generates a key $k_{2}=\Phi\left(v^{r}\left(\ell_{2}\right)\right)$ from the description of its CSI of the second block $v^{r}\left(\ell_{1}\right)$ to be used in Block 4.

In block $j \in \llbracket 3, B \rrbracket$, to send the message $m_{j}$ and the reconciliation index $t_{j-1}$ according to the generated key $k_{j-2}$ from the previous blocks and the CSI of the current block $s_{j}^{r}$, the encoder computes $u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)$ and transmits a codeword $x^{r}$, where each coordinate of the transmitted signal is a function of the current state $s_{j}^{r}$ as well as the corresponding sample of the transmitter's codeword $u_{i}$, i.e., $x_{i}=x\left(u_{i}\left(m_{j}, t_{j-1}, k_{j-2}\right), s_{j, i}\right)$. At the end of this block, the encoder first selects the index $\ell_{j}$ based $s_{j}^{r}$ by using the likelihood encoder described in (O.3) and then generates the reconciliation index $t_{j}=\varphi\left(v^{r}\left(\ell_{j}\right)\right)$; simultaneously the encoder generates a key $k_{j}=\Phi\left(v^{r}\left(\ell_{j}\right)\right)$ from the description of its CSI of the block $j$, $v^{r}\left(\ell_{j}\right)$, to be used in the Block $j+2$.

Define

$$
\begin{align*}
& \Upsilon_{M_{j}, T_{j-1}, K_{j-2}, U^{r}, S_{j}^{r}, L_{j}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)}\left(m_{j}, t_{j-1}, k_{j-2}, \tilde{u}^{r}, s_{j}^{r}, \ell_{j}, \tilde{v}^{r}, z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right) \\
& \quad \triangleq 2^{-r\left(R+R_{t}+R_{k}\right)} \mathbb{1}_{\left\{\tilde{u}^{r}=u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right\}} Q_{S}^{\otimes r}\left(s_{j}^{r}\right) f\left(\ell_{j} \mid s_{j}^{r}\right) \mathbb{1}_{\left\{\tilde{v}^{r}=v^{r}\left(\ell_{j}\right)\right\}} \\
& \quad \times W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid \tilde{u}^{r}, s_{j}^{r}\right) 2^{-r R_{k}} \mathbb{1}_{\left\{t_{j}=\varphi\left(\tilde{v}^{r}\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{v}^{r}\right)\right\}} . \tag{O.4}
\end{align*}
$$

For a fixed codebook $\mathcal{C}_{r}$, the induced joint distribution by our code design (i.e. $P^{\left(\mathcal{C}_{r}\right)}$ ) satisfies

$$
\begin{equation*}
\mathbb{D}\left(P_{M_{j}, T_{j-1}, K_{j-2}, U^{r}, S_{j}^{r}, L_{j}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{\mathcal{C}}\right)} \| \Upsilon_{M_{j}, T_{j-1}, K_{j-2}, U^{r}, S_{j}^{r}, L_{j}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)}\right) \leq \epsilon . \tag{O.5}
\end{equation*}
$$

This intermediate distribution $\Upsilon^{\left(\mathcal{C}_{r}\right)}$ approximates the true distribution $P^{\left(\mathcal{C}_{r}\right)}$ and will be used in the sequel for bounding purposes. Expression O.5 holds because the main difference between $P^{\left(\mathcal{C}_{r}\right)}$ and $\Upsilon^{\left(\mathcal{C}_{r}\right)}$ is that the keys $K_{j-2}, K_{j-1}$ and the reconciliation index $T_{j-1}$ are assumed to be uniformly distributed in $\Upsilon^{\left(\mathcal{C}_{r}\right)}$, which are made (arbitrarily) nearly uniform in $P^{\left(\mathcal{C}_{r}\right)}$ with appropriate control of rate as in O .11 and O .16 .

Covert Analysis: We now show that this coding scheme guarantees that $\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}}| | Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$, where $C_{n}$ is the set of all the codebooks for all blocks, and

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{u \in \mathcal{U}} \sum_{v \in \mathcal{V}} \sum_{s \in \mathcal{S}} \sum_{x \in \mathcal{X}} P_{U}(u) P_{V}(v) P_{S \mid V}(s \mid v) \mathbb{1}_{\{X=X(u, s)\}} W_{Z \mid X, S}(\cdot \mid x, s), \tag{O.6}
\end{equation*}
$$



Figure O.1. Functional dependence graph for the block-Markov encoding scheme
such that $\sum_{v \in \mathcal{V}} P_{V}(v) P_{S \mid V}(\cdot \mid v)=Q_{S}(\cdot)$. Then, we choose $P_{U}, P_{V}, P_{S \mid V}$, and $x(u, s)$ such that it satisfies $Q_{Z}=Q_{0}$. Similar to (K.10) using the functional dependence graph depicted in Fig. O.1 it follows that,

$$
\begin{equation*}
\mathbb{D}\left(P_{Z^{n}}^{\left(\mathcal{C}_{r}\right)} \| Q_{Z}^{\otimes n}\right) \leq 2 \sum_{j=1}^{B} \mathbb{D}\left(P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)} \| Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right) . \tag{O.7}
\end{equation*}
$$

To bound the RHS of O.7 by using Lemma 1 and the triangle inequality we have,

$$
\begin{align*}
& \mathbb{E}_{C_{r}}| | P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}} \|_{1} \\
& \leq \mathbb{E}_{C_{r}}\left\|P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\right\|_{1}+\mathbb{E}_{C_{r}}| | \Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}} \|_{1} \\
& \leq \mathbb{E}_{C_{r}}\left\|P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Upsilon_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\right\|_{1}+\mathbb{E}_{C_{r}}\left\|\Upsilon_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\right\|_{1} \\
& \quad+\mathbb{E}_{C_{r}}| | \Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}} \|_{1} . \tag{0.8}
\end{align*}
$$

From (O.5) and the monotonicity of KL-divergence the first term on the RHS of O.8) goes to zero when $r$ grows. To bound the second term on the RHS of (O.8) for a fixed codebook $\mathcal{C}_{r}$, we have,

$$
\begin{align*}
\Gamma_{M_{j}, T_{j-1}, K_{j-2}}^{\left(\mathcal{C}_{r}\right)} & =2^{-r\left(R+R_{t}+R_{k}\right)}=\Upsilon_{M_{j}, T_{j-1}, K_{j-2}}^{\left(\mathcal{C}_{r}\right)},  \tag{O.9a}\\
\Gamma_{U^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}}^{\left(\mathcal{C}_{r}\right)} & =\mathbb{1}_{\left\{\tilde{u}^{r}=u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right\}}=\Upsilon_{U^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}}^{\left(\mathcal{C}_{r}\right)},  \tag{O.9b}\\
\Gamma_{L_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, U^{r}}^{\left(\mathcal{C}_{r}\right)} & =f\left(\ell_{j} \mid s_{j}^{r}\right)=\Upsilon_{L_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, U^{r}}^{\left(\mathcal{C}_{r}\right)},  \tag{O.9c}\\
\Gamma_{V^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, U^{r}}^{\left(\mathcal{C}_{r}\right)} & =\mathbb{1}_{\left\{\tilde{v}^{r}=v^{r}\left(\ell_{j}\right)\right\}}=\Upsilon_{V^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, U^{r}}^{\left(\mathcal{C}_{r}\right)}, \tag{O.9d}
\end{align*}
$$

$$
\begin{align*}
\Gamma_{Z_{j}^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, U^{r}, V^{r}}^{\left(\mathcal{C}_{2}\right)} & =W_{Z \mid U, S}^{\otimes r}=\Upsilon_{Z_{j}^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, U^{r}, V^{r}}^{\left(\mathcal{C}_{r}\right)},  \tag{O.9e}\\
\Gamma_{K_{j-1} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, U^{r}, V^{r}, Z_{j}^{r}}^{\left(\mathcal{C}_{r}\right)} & =2^{-r R_{k}}=\Upsilon_{K_{j-1} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, U^{r}, V^{r}, Z_{j}^{r},}^{\left(\mathcal{C}_{r}\right)},  \tag{O.9f}\\
\Gamma_{T_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, U^{r}, U^{r}, Z_{j}^{r}, K_{j-1}}^{\left(\mathcal{C}_{r}\right)} & =\mathbb{1}_{\left\{t_{\left.j=\sigma\left(v^{r}\left(\ell_{j}\right)\right)\right\}}=\Upsilon_{T_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, U^{r}, U^{r}, Z_{j}^{r}, K_{j-1}}^{\left(\mathcal{C}_{r}\right)},\right.}  \tag{O.9g}\\
\Gamma_{K_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}}^{\left(\mathcal{C}_{r}\right)} & =\mathbb{1}_{\left\{k_{j}=\Phi\left(v^{r}\left(\ell_{j}\right)\right)\right\}}=\Upsilon_{K_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}}^{\left(\mathcal{C}_{r}\right)}, \tag{O.9h}
\end{align*}
$$

where (O.9c) follows from (O.3). Hence,

$$
\begin{align*}
& \mathbb{E}_{C_{r}}\left\|\Upsilon_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\right\|_{1} \\
& \leq \mathbb{E}_{C_{r}}\left\|\Upsilon_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Gamma_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, U^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\right\|_{1} \\
& \stackrel{(a)}{=} \mathbb{E}_{C_{r}}\left\|\Upsilon_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r} \mid C_{r}}-\Gamma_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r} \mid C_{r}}\right\|_{1} \\
& \stackrel{(b)}{=} \mathbb{E}_{C_{r}}\left\|Q_{S}^{\otimes r}-\Gamma_{S_{j}^{r} \mid M_{j}=1, T_{j-1}=1, K_{j-2}=1, C_{r}}\right\|_{1}, \tag{O.10}
\end{align*}
$$

where (a) follows from $\mathrm{O} .9 \mathrm{~b}-\mathrm{O} .9 \mathrm{~h}$ ) and (b) follows from the symmetry of the codebook construction with respect to $M_{j}, T_{j-1}$, and $K_{j-2}$ and O.9a. Based on the soft covering lemma [77, Corollary VII.5] the RHS of O.10 vanishes when $r$ grows if

$$
\begin{equation*}
\tilde{R}>\mathbb{I}(S ; V) \tag{0.11}
\end{equation*}
$$

We now proceed to bound the third term on the RHS of O.8. First, consider the following marginal from (O.1),

$$
\begin{aligned}
& \Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right) \\
& =\sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \sum_{s_{j}^{r}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}\right)}} P_{S \mid V}^{\otimes r}\left(s_{j}^{r} \mid V^{r}\left(\ell_{j}\right)\right) \\
& \quad \times W_{Z \mid U, S}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), s_{j}^{r}\right) \mathbb{1}_{\left\{t_{j}=\varphi\left(V^{r}\left(\ell_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\ell_{j}\right)\right)\right\}} \\
& =\sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}\right)}} W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), V^{r}\left(\ell_{j}\right)\right)
\end{aligned}
$$

$$
\begin{equation*}
\times \mathbb{1}_{\left\{t_{j}=\varphi\left(V^{r}\left(\ell_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\ell_{j}\right)\right)\right\}}, \tag{O.12}
\end{equation*}
$$

where $W_{Z \mid U, V}(z \mid u, v)=\sum_{s \in \mathcal{S}} P_{S \mid V}(s \mid v) W_{Z \mid U, S}(z \mid u, s)$. To bound the third term on the RHS of O.8 by using Pinsker's inequality, it is sufficient to bound $\mathbb{E}_{C_{r}}\left[\mathbb{D}\left(\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}| | Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right)\right]$ as follows,
$\mathbb{E}_{C_{r}}\left[\mathbb{D}\left(\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}} \| Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right)\right]$

$$
\begin{aligned}
& =\mathbb{E}_{C_{r}}\left[\sum_{z_{j}^{r}, k_{j-1}, t_{j}, k_{j}} \Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right) \log \left(\frac{\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)}{Q_{Z}^{\otimes r}\left(z_{j}^{r}\right) Q_{K_{j-1}}\left(k_{j-1}\right) Q_{T_{j}}\left(t_{j}\right) Q_{K_{j}}\left(k_{j}\right)}\right)\right] \\
& =\mathbb{E}_{C_{r}}\left[\sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}\right)}}\right. \\
& \times W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), V^{r}\left(\ell_{j}\right)\right) \mathbb{1}_{\left\{t_{j}=\varphi\left(V^{r}\left(\ell_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\ell_{j}\right)\right)\right\}} \\
& \times \log \left(\frac{\sum_{\tilde{m}_{j}} \sum_{\tilde{t}_{j-1}} \sum_{\tilde{k}_{j-2}} \sum_{\tilde{\ell}_{j}} W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right), V^{r}\left(\tilde{\ell}_{j}\right)\right) \mathbb{1}_{\left\{t_{j}=\varphi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}}}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right]
\end{aligned}
$$

$$
\stackrel{(a)}{\leq} \sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}\right)}}
$$

$$
\times \sum_{\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)} \Gamma_{U^{r}, V^{r}, Z_{j}^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right)
$$

$$
\times \mathbb{E}_{\varphi\left(v^{r}\left(\ell_{j}\right)\right)}\left[\mathbb{1}_{\left\{t_{j}=\varphi\left(v^{r}\left(\ell_{j}\right)\right)\right\}}\right] \times \mathbb{E}_{\Phi\left(v^{r}\left(\ell_{j}\right)\right)}\left[\mathbb{1}_{\left\{k_{j}=\Phi\left(v^{r}\left(\ell_{j}\right)\right)\right\}}\right]
$$

$$
\times \log \underset{\substack{\backslash\left(m_{j}, t_{j-1}, k_{j}-2, \ell_{j}\right) \\\left(\varphi\left(v^{r}\left(e_{j}\right)\right), \Phi\left(v\left(v r \\ v_{j}\right)\right)\right)}}{ }\left[\frac{1}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right.
$$

$$
\left.\times \sum_{\tilde{m}_{j}} \sum_{\tilde{t}_{j-1}} \sum_{\tilde{k}_{j-2}} \sum_{\tilde{\ell}_{j}} W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right), V^{r}\left(\tilde{\ell}_{j}\right)\right) \mathbb{1}_{\left\{t_{j}=\varphi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}}\right]
$$

$$
\stackrel{(b)}{\leq} \sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}+R_{T}+R_{K}\right)}}
$$

$$
\times \sum_{\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)} \Gamma_{U^{r}, V^{r}, Z_{j}^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right)
$$

$$
\times \log \frac{1}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)} \times\left(W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)\right.
$$

$$
\begin{align*}
& +\mathbb{E}_{\backslash\left(m_{j}, t_{j-1}, k_{j-2}\right)}\left[\sum_{\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right) \neq\left(m_{j}, t_{j-1}, k_{j-2}\right)} W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)\right] \\
& +\mathbb{E} \underset{\backslash\left(\varphi\left(v^{r}\left(\ell_{j}\right)\right), \Phi\left(v^{r}\left(\ell_{j}\right)\right)\right)}{\backslash \ell_{j}}\left[\sum_{\tilde{\ell}_{j} \neq \ell_{j}} W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), V^{r}\left(\tilde{\ell}_{j}\right)\right) \mathbb{1}_{\left\{t_{j}=\varphi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}}\right] \\
& +\underset{\substack{\backslash\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right),\left(\varphi v^{r}\left(\ell_{j}\right)\right), \Phi\left(\left(v^{r}\left(\ell_{j}\right)\right)\right)}}{\sum_{\tilde{\ell}_{j} \neq \ell_{j}} \sum_{\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right) \neq\left(m_{j}, t_{j-1}, k_{j-2}\right)} W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid U^{r}\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right), V^{r}\left(\tilde{\ell}_{j}\right)\right) .} \\
& \left.\left.\times \mathbb{1}_{\left\{t_{j}=\varphi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}}\right]\right) \\
& \stackrel{(c)}{\leq} \sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}+R_{T}+R_{K}\right)}} \\
& \times \quad \sum \quad \Gamma_{U^{r}, V^{r}, Z_{j}^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right) \\
& \left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right) \\
& \times \log \left(\frac{W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
& +\sum_{\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right) \neq\left(m_{j}, t_{j-1}, k_{j-2}\right)} \frac{W_{Z \mid V}^{\otimes r}\left(z_{j}^{r} \mid v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)} \\
& \left.+\sum_{\tilde{\ell}_{j} \neq \ell_{j}} \frac{W_{Z \mid U}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq \sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}+R_{T}+R_{K}\right)}} \\
& \times \quad \sum \quad \Gamma_{U^{r}, V^{r}, Z_{j}^{r}}^{\otimes r}\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right) \\
& \left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right) \\
& \times \log \left(\frac{W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid V}^{\otimes r}\left(z_{j}^{r} \mid v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
& \left.+\frac{W_{Z \mid U}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right)}{2^{r\left(R+R_{t}+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \triangleq \Psi_{1}+\Psi_{2}, \tag{0.13}
\end{align*}
$$

where (a) follows from Jensen's inequality, $(b)$ and $(c)$ hold because $\mathbb{1}_{\{.\}} \leq 1$. We define $\Psi_{1}$ and $\Psi_{2}$ as

$$
\begin{align*}
& \Psi_{1}=\sum_{\left(k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}+R_{T}+R_{K}\right)}} \\
& \times \sum_{\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)}} \Gamma_{U^{r}, V^{r}, Z_{j}^{r}}\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right) \\
& \times \log \left(\frac{W_{Z \mid U, V}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid V}^{\otimes r}\left(z_{j}^{r} \mid v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
& \left.+\frac{W_{Z \mid U}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right)}{2^{r\left(R+R_{t}+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq \log \left(\frac{2^{r\left(R_{T}+R_{K}\right)} \times 2^{-r(1-\epsilon) \mathbb{H}(Z \mid U, V)}}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}\right)} \times 2^{-r(1+\epsilon) \mathbb{H}(Z)}+\frac{2^{r\left(R_{T}+R_{K}\right)} \times 2^{-r(1-\epsilon) \mathbb{H}(Z \mid V)}}{2^{r \tilde{R}} \times 2^{-r(1+\epsilon) \mathbb{H}(Z)}}}\right. \\
& +\frac{2^{-r(1-\epsilon) \mathbb{H}(Z \mid U)}}{\left.2^{r\left(R+R_{t}+R_{k}\right)} \times 2^{-r(1+\epsilon) \mathbb{H}(Z)}+1\right)}  \tag{O.14}\\
& \Psi_{2}=\sum_{\left(k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}+R_{T}+R_{K}\right)}} \\
& \times \\
& \quad \sum_{U U^{r}, V^{r}, Z_{j}^{r}}\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right) \\
& \\
& \quad\left(u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)}  \tag{0.15}\\
& \times \log \left(\frac{W_{Z|U| V}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right) Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid V}^{\otimes r}\left(z_{j}^{r} \mid v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}}\right. \\
& \left.+\frac{W_{Z \mid U}^{\otimes r}\left(z_{j}^{r} \mid u^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right)}{2^{r\left(R+R_{t}+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq 2|V||U \| Z| e^{-r \epsilon^{2} \mu_{V, U, Z} r \log \left(\frac{3}{\mu_{Z}}+1\right) .}
\end{align*}
$$

In O.15) $\mu_{V, U, Z}=\min _{(v, u, z) \in(\mathcal{V}, \mathcal{U}, \mathcal{Z})} P_{V, U, Z}(v, u, z)$ and $\mu_{Z}=\min _{z \in \mathcal{Z}} P_{Z}(z)$. When $r \rightarrow \infty$ then $\Psi_{2} \rightarrow 0$ and $\Psi_{1}$ goes to zero when $r$ grows if

$$
\begin{align*}
& R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}>\mathbb{I}(U, V ; Z),  \tag{O.16a}\\
& \tilde{R}-R_{T}-R_{K}>\mathbb{I}(V ; Z),  \tag{O.16b}\\
& R+R_{t}+R_{k}>\mathbb{I}(U ; Z) . \tag{O.16c}
\end{align*}
$$

Decoding and Error Probability Analysis: At the end of the block $j \in \llbracket 1, B \rrbracket$, using its knowledge of the key $k_{j-2}$ generated from the block $j-2$, the receiver finds a unique pair $\left(\hat{m}_{j}, \hat{t}_{j-1}\right)$ such that $\left(u^{r}\left(\hat{m}_{j}, \hat{t}_{j-1}, k_{j-2}\right), y_{j}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)}$. According to the law of large numbers and the packing lemma probability of error vanishes when $r$ grows if [85],

$$
\begin{equation*}
R+R_{t}<\mathbb{I}(U ; Y) \tag{O.17}
\end{equation*}
$$

We now analyze the probability of error at the encoder and the decoder for key generation. Let $\left(L_{j-1}, T_{j-1}\right)$ denote the chosen indices at the encoder and $\hat{L}_{j-1}$ and $\hat{T}_{j-1}$ be the estimate of the index $L_{j-1}$ and $T_{j-1}$ at the decoder. At the end of block $j$, by decoding $U_{j}^{r}$, the receiver knows $T_{j-1}$ and to find $L_{j-1}$ we define the error event,

$$
\begin{equation*}
\mathcal{E}=\left\{\left(V_{j-1}^{r}\left(\hat{L}_{j-1}\right), S_{j-1}^{r}, U_{j-1}^{r}, Y_{j-1}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)}\right\} . \tag{O.18}
\end{equation*}
$$

Also, consider the error events,

$$
\begin{align*}
& \mathcal{E}_{1}=\left\{\left(V_{j-1}^{r}\left(\ell_{j-1}\right), S_{j-1}^{r}\right) \notin \mathcal{T}_{\epsilon^{\prime}}^{(r)} \text { for all } \ell_{j-1} \in \llbracket 1,2^{r \tilde{R}} \rrbracket\right\}  \tag{O.19a}\\
& \mathcal{E}_{2}=\left\{\left(V_{j-1}^{r}\left(L_{j-1}\right), S_{j-1}^{r}, U_{j-1}^{r}, Y_{j-1}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)}\right\}  \tag{O.19b}\\
& \mathcal{E}_{3}=\left\{\left(V_{j-1}^{r}\left(\tilde{\ell}_{j-1}\right), U_{j-1}^{r}, Y_{j-1}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)} \text { for some } \ell_{j-1} \in \mathcal{B}\left(T_{j-1}\right), \tilde{\ell}_{j-1} \neq \ell_{j-1}\right\}, \tag{O.19c}
\end{align*}
$$

where $\epsilon>\epsilon^{\prime}>0$. By the union bound we have,

$$
\begin{equation*}
P(\mathcal{E}) \leq P\left(\mathcal{E}_{1}\right)+P\left(\mathcal{E}_{1}^{c} \cap \mathcal{E}_{2}\right)+P\left(\mathcal{E}_{3}\right) . \tag{O.20}
\end{equation*}
$$

Similar to the proof of Lemma 5 one can show that the first term on the RHS of 0.20 vanishes when $r$ grows if we have O.11). Following the steps in [85, Sec. 11.3.1], the last two terms on the RHS of O.20 go to zero when $r$ grows if,

$$
\begin{gather*}
\tilde{R}>\mathbb{I}(S ; V),  \tag{O.21a}\\
\tilde{R}-R_{t}<\mathbb{I}(V ; U, Y) . \tag{O.21b}
\end{gather*}
$$

Applying Fourier-Motzkin to (O.11, (O.16), O.17, and (O.21) and remarking that the scheme requires $R_{t}+R_{k} \leq R_{T}+R_{K}$ results in the achievable region in Theorem 13 .

## APPENDIX P

## PROOF OF THEOREM 14

Fix $P_{U}(u), x(u, s)$, and $\epsilon_{1}>\epsilon_{2}>0$ such that, $P_{Z}=Q_{0}$.
Codebook Generation: Let $C_{n} \triangleq\left\{U^{n}(m)\right\}_{m \in \mathcal{M}}$, where $\mathcal{M} \triangleq \llbracket 1,2^{n R} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $\prod_{i=1}^{n} P_{U}\left(u_{i}\right)$. We denote a realization of $C_{n}$ by $\mathcal{C}_{n} \triangleq\left\{u^{n}(m)\right\}_{m \in \mathcal{M}}$.

Encoding: To send the message $m$, the encoder computes $u^{n}(m)$ and transmits codeword $x^{n}$, where $x_{i}=x\left(u_{i}(m), s_{i}\right)$. For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution over the codebook is as follows

$$
\begin{equation*}
P_{M, S^{n}, U^{n}, Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(m, s^{n}, \tilde{u}^{n}, z^{n}\right)=2^{-n R} Q_{S}^{\otimes n}\left(s^{n}\right) \mathbb{1}_{\left\{\tilde{u}^{n}=u^{n}(m)\right\}} W_{Z \mid U, S}^{\otimes n}\left(z^{n} \mid \tilde{u}^{n}, s^{n}\right) . \tag{P.1}
\end{equation*}
$$

Covert Analysis: We now show that this coding scheme guarantees that

$$
\begin{equation*}
\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}}| | Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{P.2}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{s \in \mathcal{S}} \sum_{u \in \mathcal{U}} \sum_{x \in \mathcal{X}} Q_{S}(s) P_{U}(u) \mathbb{1}_{\{X=X(U, S)\}} W_{Z \mid X, S}(\cdot \mid x, s) . \tag{P.3}
\end{equation*}
$$

Then we choose $P_{U}$ and $x(u, s)$ such that it satisfies $Q_{Z}=Q_{0}$. First, consider the following marginal from (P.1)

$$
\begin{align*}
P_{Z^{n} \mid C_{n}}\left(z^{n}\right) & =\sum_{m} \sum_{s^{n}} 2^{-n R} Q_{S}^{\otimes n}\left(s^{n}\right) W_{Z \mid U, S}^{\otimes n}\left(z^{n} \mid u^{n}(m), s^{n}\right)  \tag{P.4}\\
& =\sum_{m} 2^{-n R} W_{Z \mid U}^{\otimes n}\left(z^{n} \mid u^{n}(m)\right), \tag{P.5}
\end{align*}
$$

where $W_{Z \mid U}=\sum_{s \in \mathcal{S}} Q_{S}(s) W_{Z \mid U, S}(z \mid u, s)$. By [92, Theorem 1] one can show that (P.2) holds if,

$$
\begin{equation*}
R>\mathbb{I}(U ; Z) \tag{P.6}
\end{equation*}
$$

Decoding and Error Probability Analysis: Upon receiving $y^{n}$, the receiver finds a unique message $\hat{m}$ such that $\left(u^{n}(\hat{m}), y^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}$. According to the law of large numbers and the packing lemma, probability of error vanishes when $n$ grows if [85],

$$
\begin{equation*}
R<\mathbb{I}(U ; Y) \tag{P.7}
\end{equation*}
$$

## APPENDIX Q

## PROOF OF THEOREM 15

Consider any sequence of length- $n$ codes for a state-dependent channel with CSI available causally only at the transmitter such that $P_{e}^{(n)} \leq \epsilon_{n}, \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$, and $R_{K} / n \leq \lambda_{n}$ with $\lim _{n \rightarrow \infty} \epsilon_{n}=\lim _{n \rightarrow \infty} \lambda_{n}=0$. Note that the converse is consistent with the model and does not require $\delta$ to vanish.

Epsilon Rate Region: We first define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ that expands the region defined in (3.33) as follows,

$$
\begin{equation*}
\mathcal{A}_{\epsilon} \triangleq\left\{R \geq 0: \exists P_{U, V, S, X, Y, Z} \in \mathcal{D}_{\epsilon}: R \leq \mathbb{I}(U ; Y)+\epsilon\right\} \tag{Q.1a}
\end{equation*}
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
P_{U, V, S, X, Y, Z}:  \tag{Q.1b}\\
P_{U, V, S, X, Y, Z}=Q_{S} P_{V} P_{U \mid V} \mathbb{1}_{\{X=X(U, S)\}} W_{Y, Z \mid X, S} \\
\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon \\
\mathbb{I}(U ; Y) \geq \mathbb{I}(V ; Z)-4 \epsilon \\
\max \{|\mathcal{U}|,|\mathcal{V}|\} \leq|\mathcal{X}|
\end{array}\right\} .
$$

We next show that if a rate $R$ is achievable then $R \in \mathcal{A}_{\epsilon}$ for any $\epsilon>0$. For any $\epsilon_{n}>0$ and $\nu>0$, we start by upper bounding $n R$ using standard techniques,

$$
\begin{aligned}
n R & =\mathbb{H}(M) \\
& =\mathbb{H}(M \mid K) \\
& \stackrel{(a)}{\leq} \mathbb{I}\left(M ; Y^{n} \mid K\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid Y^{i-1}, K\right)+n \epsilon_{n} \\
& \leq \sum_{i=1}^{n} \mathbb{I}\left(M, K, Y^{i-1} ; Y_{i}\right)+n \epsilon_{n}
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(b)}{\leq} \sum_{i=1}^{n} \mathbb{I}\left(M, K, S^{i-1} ; Y_{i}\right)+n \epsilon_{n} \\
& \stackrel{(c)}{=} \sum_{i=1}^{n} \mathbb{I}\left(U_{i} ; Y_{i}\right)+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \frac{1}{n} \mathbb{I}\left(U_{i} ; Y_{i}\right)+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i) \mathbb{I}\left(U_{T} ; Y_{T} \mid T=i\right)+n \epsilon_{n} \\
& =n \mathbb{I}\left(U_{T} ; Y_{T} \mid T\right)+n \epsilon_{n} \\
& \leq n \mathbb{I}\left(U_{T}, T ; Y_{T}\right)+n \epsilon_{n} \\
& \stackrel{(d)}{=} n \mathbb{I}(U ; Y)+n \epsilon_{n} \\
& \stackrel{(e)}{\leq} n \mathbb{I}(U ; Y)+n \epsilon,
\end{align*}
$$

where
(a) follows from Fano's inequality;
(b) follows since $\left(M, K, Y^{i-1}\right)-\left(M, K, S^{i-1}\right)-Y_{i}$, note that we also have $V_{i}-\left(M, K, S^{i-1}\right)-$ $Y_{i}$, where $V_{i} \triangleq\left(M, K, Z^{i-1}\right) ;$
(c) follows by defining $U_{i} \triangleq\left(M, K, S^{i-1}\right)$;
(d) follows by defining $U=\left(U_{T}, T\right)$ and $Y=Y_{T}$;
(e) follows by defining $\epsilon \triangleq \max \left\{\epsilon_{n}, \lambda_{n}, \nu\right\}$, where we choose $n$ large enough such that $\nu \geq \frac{\delta}{n}$.

Next, we lower bound $n R$ as follows,

$$
\begin{aligned}
n R+R_{K} & \geq \mathbb{H}(M, K) \\
& \geq \mathbb{I}\left(M, K ; Z^{n}\right)
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{i=1}^{n} \mathbb{I}\left(M, K ; Z_{i} \mid Z^{i-1}\right) \\
& \stackrel{(a)}{\geq} \sum_{i=1}^{n} \mathbb{I}\left(M, K, Z^{i-1} ; Z_{i}\right)-\delta \\
& \stackrel{(b)}{=} \sum_{i=1}^{n} \mathbb{I}\left(V_{i} ; Z_{i}\right)-\delta \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i) \mathbb{I}\left(V_{T} ; Z_{T} \mid T=i\right)-\delta \\
& =n \mathbb{I}\left(V_{T} ; Z_{T} \mid T\right)-\delta \\
& \stackrel{(c)}{\geq} n \mathbb{I}\left(V_{T}, T ; Z_{T}\right)-2 \delta \\
& \stackrel{(d)}{=} n \mathbb{I}(V ; Z)-2 \delta \tag{Q.3}
\end{align*}
$$

where
(a) and (c) follow from Lemma 6
(b) follows from the definition of $V_{i} \triangleq\left(M, K, Z^{i-1}\right)$, which is defined in the process of deriving Q.2);
(d) follows by defining $V=\left(V_{T}, T\right)$ and $Z=Z_{T}$.

For any $\nu>0$, choosing $n$ large enough ensures that,

$$
\begin{equation*}
R+\frac{R_{K}}{n} \geq \mathbb{I}(V ; Z)-2 \nu \tag{Q.4}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
R & \geq \mathbb{I}(V ; Z)-2 \nu-\frac{R_{K}}{n} \\
& \geq \mathbb{I}(V ; Z)-2 \nu-\lambda_{n} \\
& \geq \mathbb{I}(V ; Z)-3 \epsilon, \tag{Q.5}
\end{align*}
$$

where the last inequality follows since $\epsilon \triangleq \max \left\{\epsilon_{n}, \lambda_{n}, \nu\right\}$. To show that $\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon$, note that for $n$ large enough

$$
\begin{align*}
\mathbb{D}\left(P_{Z} \| Q_{0}\right) & =\mathbb{D}\left(P_{Z_{T}} \| Q_{0}\right)=\mathbb{D}\left(\frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}} \| Q_{0}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \leq \frac{1}{n} \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \frac{\delta}{n} \leq \nu \leq \epsilon \tag{Q.6}
\end{align*}
$$

Combining Q.2 and Q.5, and Q.6 shows that $\forall \epsilon_{n}, \lambda_{n}, \nu>0, R \leq \max \left\{a: a \in \mathcal{A}_{\epsilon}\right\}$. Therefore,

$$
\begin{equation*}
R \leq \max \left\{a: a \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}\right\} \tag{Q.7}
\end{equation*}
$$

Continuity at Zero: One can prove the continuity at zero of $\mathcal{A}_{\epsilon}$ by substituting $\min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}$ with $\mathbb{I}(U ; Y)$ and $\mathbb{I}(V ; Z)-\mathbb{I}(V ; S)$ with $\mathbb{I}(V ; Z)$ in the continuity at zero proof in Appendix N and following the exact same arguments.

## APPENDIX R

## PROOF OF THEOREM 16

We adopt a block-Markov encoding scheme in which $B$ independent messages are transmitted over $B$ channel blocks each of length $r$, such that $n=r B$. The warden's observation is $Z^{n}=\left(Z_{1}^{r}, \ldots, Z_{B}^{r}\right)$, the distribution induced at the output of the warden is $P_{Z^{n}}$, the target output distribution is $Q_{0}^{\otimes n}$, and Equation (I.2), describing the distance between the two distributions, continues to hold. The random code generation is as follows.

Fix $P_{X}(x), P_{V \mid S}(v \mid s)$, and $\epsilon_{1}>\epsilon_{2}>0$ such that, $P_{Z}=Q_{0}$.
Codebook Generation for Keys: For each block $j \in \llbracket 1, B \rrbracket$, let $C_{1}^{(r)} \triangleq\left\{V^{r}\left(\ell_{j}\right)\right\}_{\ell_{j} \in \mathcal{L}}$, where $\mathcal{L} \triangleq \llbracket 1,2^{r \tilde{R}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{V}^{\otimes r}$, where $P_{V}=\sum_{s \in \mathcal{S}} Q_{S}(s) P_{V \mid S}(v \mid s)$. We denote a realization of $C_{1}^{(r)}$ by $\mathcal{C}_{1}^{(r)} \triangleq\left\{v^{r}\left(\ell_{j}\right)\right\}_{\ell_{j} \in \mathcal{L}}$. Partition the set of indices $\ell_{j} \in \llbracket 1,2^{r \tilde{R}} \rrbracket$ into bins $\mathcal{B}(t)$, $t \in \llbracket 1,2^{r R_{T}} \rrbracket$ by using function $\varphi: V^{r}\left(\ell_{j}\right) \mapsto \llbracket 1,2^{r R_{T}} \rrbracket$ through random binning by choosing the value of $\varphi\left(v^{r}\left(\ell_{j}\right)\right)$ independently and uniformly at random for every $v^{r}\left(\ell_{j}\right) \in \mathcal{V}^{r}$. For each block $j \in \llbracket 1, B \rrbracket$, create a function $\Phi: V^{r}\left(\ell_{j}\right) \mapsto \llbracket 1,2^{r R_{K}} \rrbracket$ through random binning by choosing the value of $\Phi\left(v^{r}\left(\ell_{j}\right)\right)$ independently and uniformly at random for every $v^{r}\left(\ell_{j}\right) \in \mathcal{V}^{r}$. The key $k_{j}=\Phi\left(v^{r}\left(\ell_{j}\right)\right)$ obtained in block $j \in \llbracket 1, B \rrbracket$ from the description of the CSI sequence $v^{r}\left(\ell_{j}\right)$ is used to assist the encoder in block $j+2$.

Codebook Generation for Messages: For each block $j \in \llbracket 1, B \rrbracket$, let $C_{2}^{(r)} \triangleq$ $\left\{X^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right\}_{\left(m_{j}, t_{j-1}, k_{j-2}\right) \in \mathcal{M} \times \mathcal{T} \times \mathcal{K}}$, where $\mathcal{M} \triangleq \llbracket 1,2^{r R} \rrbracket, \mathcal{T} \triangleq \llbracket 1,2^{r R_{t}} \rrbracket$, and $\mathcal{K} \triangleq \llbracket 1,2^{r R_{k}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{X}^{\otimes r}$. We denote a realization of $C_{2}^{(r)}$ by $\mathcal{C}_{2}^{(r)} \triangleq$ $\left\{x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right\}_{\left(m_{j}, t_{j-1}, k_{j-2}\right) \in \mathcal{M} \times \mathcal{T} \times \mathcal{K}}$. Let, $C_{r}=\left\{C_{1}^{(r)}, C_{2}^{(r)}\right\}$ and $\mathcal{C}_{r}=\left\{\mathcal{C}_{1}^{(r)}, \mathcal{C}_{2}^{(r)}\right\}$. The indices $\left(m_{j}, t_{j-1}, k_{j-2}\right)$ can be viewed as a two layer binning. We define an ideal PMF for codebook $\mathcal{C}_{r}$, as an approximate distribution to facilitate the analysis

$$
\Gamma_{M_{j}, T_{j-1}, K_{j-2}, L_{j}, X^{r}, V^{r}, S_{j}^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)}\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}, \tilde{x}^{r}, \tilde{v}^{r}, s_{j}^{r}, z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)
$$

$$
\begin{align*}
= & 2^{-r\left(R+R_{t}+R_{k}+\tilde{R}\right)} \mathbb{1}_{\left\{\tilde{x}^{r}=x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right\}} \mathbb{1}_{\left\{\tilde{v}^{r}=v^{r}\left(\ell_{j}\right)\right\}} P_{S \mid V}^{\otimes r}\left(s_{j}^{r} \mid \tilde{v}^{r}\right) W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid \tilde{x}^{r}, s_{j}^{r}\right) \\
& \times 2^{-r R_{k}} \mathbb{1}_{\left\{t_{j}=\varphi\left(\tilde{v}^{r}\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{v}^{r}\right)\right\}}, \tag{R.1}
\end{align*}
$$

where $W_{Z \mid X, S}$ is the marginal distribution of $W_{Y, Z \mid X, S}$ defined in Theorem 16 and

$$
\begin{equation*}
P_{S \mid V}=\frac{P_{S, V}(s, v)}{P_{V}(v)}=\frac{Q_{S}(s) P_{V \mid S}(v \mid s)}{\sum_{s \in \mathcal{S}} Q_{S}(s) P_{V \mid S}(v \mid s)} \tag{R.2}
\end{equation*}
$$

Encoding: We assume that the transmitter and the receiver have access to shared secret keys $k_{-1}$ and $k_{0}$ for the first two blocks, but after the first two blocks they use the key that they generate from the CSI.

In the first block, to send the message $m_{1}$ according to $k_{-1}$, the encoder generates the index $t_{0}$ uniformly at random and computes $x^{r}\left(m_{1}, t_{0}, k_{-1}\right)$ and transmits it over the channel. Note that, the index $t_{0}$ does not convey any useful information.

At the beginning of the second block, to generate a secret key shared between the transmitter and the receiver, the encoder generates the index $\ell_{1}$ according to the following distribution with $j=1$,

$$
\begin{equation*}
f\left(\ell_{j} \mid s_{j}^{r}\right)=\frac{P_{S \mid V}^{\otimes r}\left(s_{j}^{r} \mid v^{r}\left(\ell_{j}\right)\right)}{\sum_{\ell^{\prime} \in \llbracket 1,2^{r} \tilde{R} \rrbracket} P_{S \mid V}^{\otimes r}\left(s_{j}^{r} \mid v^{r}\left(\ell_{j}^{\prime}\right)\right)}, \tag{R.3}
\end{equation*}
$$

where $P_{S \mid V}$ is defined in R.2). Then generates the reconciliation index $t_{1}=\varphi\left(v^{n}\left(\ell_{1}\right)\right)$; simultaneously, the transmitter generates a key $k_{1}=\Phi\left(v^{r}\left(\ell_{1}\right)\right)$ from the description of the CSI of the first block $v^{r}\left(\ell_{1}\right)$ to be used in the next block. To transmit the message $m_{2}$ and the reconciliation index $t_{1}$ according to the key $k_{0}$, the encoder computes $x^{r}\left(m_{2}, t_{1}, k_{0}\right)$ and transmits it over the channel.

In block $j \in \llbracket 3, B \rrbracket$, the encoder first selects the index $\ell_{j-1}$ based $s_{j-1}^{r}$ by using the likelihood encoder described in (R.3) and then generates the reconciliation index $t_{j-1}=$ $\varphi\left(v^{r}\left(\ell_{j-1}\right)\right)$; simultaneously the transmitter generates a key $k_{j-1}=\Phi\left(v^{r}\left(\ell_{j-1}\right)\right)$ from the description of the CSI of the block $j-1, v^{r}\left(\ell_{j-1}\right)$, to be used in the next block. Then to


Figure R.1. Functional dependence graph for the block-Markov encoding scheme
send the message $m_{j}$ and the reconciliation index $t_{j-1}$ according to the generated key $k_{j-2}$ from the previous block, the encoder computes $x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)$ and transmits it over the channel.

Define

$$
\begin{align*}
& \Upsilon_{M_{j}, T_{j-1}, K_{j-2}, X^{r}, S_{j}^{r}, L_{j}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}\left(m_{j}, t_{j-1}, k_{j-2}, \tilde{x}^{r}, s_{j}^{r}, \ell_{j}, v^{r}, z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right) \\
& \triangleq 2^{-r\left(R+R_{t}+R_{k}\right)} \mathbb{1}_{\left\{\tilde{x}^{r}=x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right\}} Q_{S}^{\otimes r}\left(s_{j}^{r}\right) f\left(\ell_{j} \mid s_{j}^{r}\right) \mathbb{1}_{\left\{\tilde{v}^{r}=v^{r}\left(\ell_{j}\right)\right\}} \\
& \quad \times W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid \tilde{x}^{r}, s_{j}^{r}\right) 2^{-r R_{k}} \mathbb{1}_{\left\{t_{j}=\sigma\left(v^{r}\left(\ell_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(v^{r}\left(\ell_{j}\right)\right)\right\}} . \tag{R.4}
\end{align*}
$$

For a fixed codebook $\mathcal{C}_{r}$, the induced joint distribution by our code design (i.e. $P^{\left(\mathcal{C}_{r}\right)}$ ) satisfies

$$
\begin{equation*}
\mathbb{D}\left(P_{M_{j}, T_{j-1}, K_{j-2}, X^{r}, S_{j}^{r}, L_{j}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)} \| \Upsilon_{M_{j}, T_{j-1}, K_{j-2}, X^{r}, S_{j}^{r}, L_{j}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{n}\right)}\right) \leq \epsilon . \tag{R.5}
\end{equation*}
$$

This intermediate distribution $\Upsilon^{\left(\mathcal{C}_{r}\right)}$ approximates the true distribution $P^{\left(\mathcal{C}_{r}\right)}$ and will be used in the sequel for bounding purposes. Expression (R.5) holds because the main difference between $P^{\left(\mathcal{C}_{r}\right)}$ and $\Upsilon^{\left(\mathcal{C}_{r}\right)}$ is that the keys $K_{j-2}, K_{j-1}$ and the reconciliation index $T_{j-1}$ are assumed to be uniformly distributed in $\Upsilon^{\left(\mathcal{C}_{r}\right)}$, which are made (arbitrarily) nearly uniform in $P^{\left(\mathcal{C}_{r}\right)}$ with appropriate control of rate as in (R.11) and (R.16).

Covert Analysis: We now show that this coding scheme guarantees that $\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}}| | Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$, where $C_{n}$ is the set of all the codebooks for all blocks, and

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{x \in \mathcal{X}} \sum_{v \in \mathcal{V}} \sum_{s \in \mathcal{S}} P_{X}(x) P_{V}(v) P_{S \mid V}(s \mid v) W_{Z \mid X, S}(\cdot \mid x, s), \tag{R.6}
\end{equation*}
$$

such that $Q_{S}(\cdot)=\sum_{v \in \mathcal{V}} P_{V}(v) P_{S \mid V}(\cdot \mid v)$. Then, we choose $P_{X}, P_{V}$, and $P_{S \mid V}$ such that it satisfies $Q_{Z}=Q_{0}$. Similar to K.10 by using functional dependence graph depicted in Fig. R. 1 one can show that,

$$
\begin{equation*}
\mathbb{D}\left(P_{Z^{n}}^{\left(\mathcal{C}_{r}\right)} \| Q_{Z}^{\otimes n}\right) \leq 2 \sum_{j=1}^{B} \mathbb{D}\left(P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}^{\left(\mathcal{C}_{r}\right)} \| Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right) . \tag{R.7}
\end{equation*}
$$

To bound the RHS of R.7) by using Lemma 1 and the triangle inequality we have,

$$
\begin{align*}
& \mathbb{E}_{C_{r}}| | P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}} \|_{1} \\
& \leq \mathbb{E}_{C_{r}}\left\|P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\right\|_{1}+\mathbb{E}_{C_{r}}| | \Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}} \|_{1} \\
& \leq \mathbb{E}_{C_{r}}\left\|P_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Upsilon_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\right\|_{1}+\mathbb{E}_{C_{r}}\left\|\Upsilon_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\right\|_{1} \\
& \quad+\mathbb{E}_{C_{r}}\left\|\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right\|_{1} . \tag{R.8}
\end{align*}
$$

From (R.5) and the monotonicity of KL-divergence the first term on the RHS of (R.8) goes to zero when $n$ grows. To bound the second term on the RHS of R.8 for a fixed codebook $\mathcal{C}_{r}$, we have,

$$
\begin{gather*}
\Gamma_{M_{j}, T_{j-1}, K_{j-2}}^{\left(\mathcal{C}_{r}\right)}=2^{-r\left(R+R_{t}+R_{k}\right)}=\Upsilon_{M_{j}, T_{j-1}, K_{j-2}}^{\left(\mathcal{C}_{r}\right)},  \tag{R.9a}\\
\Gamma_{X^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}}^{\left(\mathcal{C}_{r}\right)}=\mathbb{1}_{\left\{\tilde{x}^{r}=x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right\}}=\Upsilon_{X^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}}^{\left(\mathcal{C}_{r}\right)},  \tag{R.9b}\\
\Gamma_{L_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, X^{r}}^{\left(\mathcal{C}_{r}\right)}=f\left(\ell_{j} \mid S_{j}^{r}\right)=\Upsilon_{L_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, X^{r}}^{\left(\mathcal{C}_{r}\right)},  \tag{R.9c}\\
\Gamma_{V^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, X^{r}}^{\left(\mathcal{C}_{r}\right)}=\mathbb{1}_{\left\{\hat{v}^{r}=v^{r}\left(\ell_{j}\right)\right\}}=\Upsilon_{V^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, X^{r}}^{\left(\mathcal{C}_{r},\right.}  \tag{R.9d}\\
\Gamma_{Z_{j}^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, X^{r}, V^{r}}^{\left(\mathcal{C}_{r}\right.}=W_{Z \mid X, S}^{\otimes r}=\Upsilon_{Z_{j}^{r} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, X^{r}, V^{r}}^{\left(\mathcal{C}_{r},\right.}  \tag{R.9e}\\
\Gamma_{K_{j-1} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, X^{r}, V^{r}, Z_{j}^{r}}^{\left(\mathcal{C}_{r}\right)}=2^{-r R_{k}}=\Upsilon_{K_{j-1} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, X^{r}, V^{r}, Z_{j}^{r}}^{\left(\mathcal{C}_{r}\right)}, \tag{R.9f}
\end{gather*}
$$

$$
\begin{gather*}
\Gamma_{T_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, X^{r}, V^{r}, Z_{j}^{r}, K_{j-1}}^{\left(\mathcal{C}_{r}\right)}=\mathbb{1}_{\left\{t_{j}=\sigma\left(v^{r}\left(\ell_{j}\right)\right)\right\}}=\Upsilon_{T_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, X^{r}, V^{r}, Z_{j}^{r}, K_{j-1}}^{\left(\mathcal{C}_{r}\right)},  \tag{R.9g}\\
\Gamma_{K_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, X^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}}^{\left(\mathcal{C}_{r}\right)}=\mathbb{1}_{\left\{k_{j}=\Phi\left(v^{r}\left(\ell_{j}\right)\right)\right\}}=\Upsilon_{K_{j} \mid M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, X^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j},}^{\left(\mathcal{C}_{r}\right)}, \tag{R.9h}
\end{gather*}
$$

where (R.9c) follows from (R.3). Hence,

$$
\begin{align*}
& \mathbb{E}_{C_{r}}\left\|\Upsilon_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j}}\right\|_{1} \\
& \leq \mathbb{E}_{C_{r}}\left\|\Upsilon_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, X^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}-\Gamma_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r}, L_{j}, X^{r}, V^{r}, Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\right\|_{1} \\
& \stackrel{(a)}{=} \mathbb{E}_{C_{r}}\left\|\Upsilon_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r} \mid C_{r}}-\Gamma_{M_{j}, T_{j-1}, K_{j-2}, S_{j}^{r} \mid C_{r}}\right\|_{1} \\
& \stackrel{(b)}{=} \mathbb{E}_{C_{r}}\left\|Q_{S}^{\otimes r}-\Gamma_{S_{j}^{r} \mid M_{j}=1, T_{j-1}=1, K_{j-2}=1, C_{r}}\right\|_{1}, \tag{R.10}
\end{align*}
$$

where (a) follows from R.9b- R.9h and (b) follows from the symmetry of the codebook construction with respect to $M_{j}, T_{j-1}$, and $K_{j-2}$ and R.9a). Based on the soft covering lemma [77, Corollary VII.5] the RHS of (R.10) vanishes if

$$
\begin{equation*}
\tilde{R}>\mathbb{I}(S ; V) \tag{R.11}
\end{equation*}
$$

We now proceed to bound the third term on the RHS of (R.8). First, consider the marginal

$$
\begin{align*}
& \Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)=\sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \sum_{s_{j}^{r}} \frac{1}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}\right)}} P_{S \mid V}^{\otimes r}\left(s_{j}^{r} \mid V^{r}\left(\ell_{j}\right)\right) \\
& \quad \times W_{Z \mid X, S}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), s_{j}^{r}\right) 2^{-r R_{k}} \mathbb{1}_{\left\{t_{j}=\sigma\left(V^{r}\left(\ell_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\ell_{j}\right)\right)\right\}} \\
& =\sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}\right)}} W_{Z \mid X, V}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), V^{r}\left(\ell_{j}\right)\right) 2^{-r R_{k}} \\
& \times \mathbb{1}_{\left\{t_{j}=\sigma\left(V^{r}\left(\ell_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\ell_{j}\right)\right)\right\}}, \tag{R.12}
\end{align*}
$$

where $W_{Z \mid X, V}(z \mid x, v)=\sum_{s \in \mathcal{S}} P_{S \mid V}(s \mid v) W_{Z \mid X, V}(z \mid x, v)$. To bound the third term on the RHS of (R.8) by using Pinsker's inequality, it is sufficient to bound $\mathbb{E}_{C_{r}}\left[\mathbb{D}\left(\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}| | Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right)\right]$ as follows,
$\mathbb{E}_{C_{r}}\left[\mathbb{D}\left(\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}| | Q_{Z}^{\otimes r} Q_{K_{j-1}} Q_{T_{j}} Q_{K_{j}}\right)\right]$

$$
\begin{aligned}
& =\mathbb{E}_{C_{r}}\left[\sum_{z_{j}^{r}, k_{j-1}, t_{j}, k_{j}} \Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right) \log \left(\frac{\Gamma_{Z_{j}^{r}, K_{j-1}, T_{j}, K_{j} \mid C_{r}}\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)}{Q_{Z}^{\otimes r}\left(z_{j}^{r}\right) Q_{K_{j-1}}\left(k_{j-1}\right) Q_{T_{j}}\left(t_{j}\right) Q_{K_{j}}\left(k_{j}\right)}\right)\right] \\
& =\mathbb{E}_{C_{r}}\left[\sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}\right)}} W_{Z \mid X, V}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), V^{r}\left(\ell_{j}\right)\right)\right. \\
& \left.\left.\times \mathbb{1}_{\left\{t_{j}=\varphi\left(V^{r}\left(\ell_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\ell_{j}\right)\right)\right\}}\right)\right] \\
& \times \log \left(\frac{\sum_{\tilde{m}_{j}} \sum_{\tilde{t}_{j-1}} \sum_{\tilde{k}_{j-2}} \sum_{\tilde{\ell}_{j}} W_{Z \mid X, V}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right), V^{r}\left(\tilde{\ell}_{j}\right)\right) \mathbb{1}_{\left\{t_{j}=\varphi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}}}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right]
\end{aligned}
$$

$$
\stackrel{(a)}{\leq} \sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}\right)}}
$$

$$
\times \sum_{\left(x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)} \Gamma_{X^{r}, V^{r}, Z_{j}^{r}}^{\otimes r}\left(x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right)
$$

$$
\times \mathbb{E}_{\varphi\left(v^{r}\left(\ell_{j}\right)\right)}\left[\mathbb{1}_{\left\{t_{j}=\varphi\left(v^{r}\left(\ell_{j}\right)\right)\right\}}\right] \times \mathbb{E}_{\Phi\left(v^{r}\left(\ell_{j}\right)\right)}\left[\mathbb{1}_{\left\{k_{j}=\Phi\left(v^{r}\left(\ell_{j}\right)\right)\right\}}\right]
$$

$$
\times \log \underset{\substack{\backslash\left(m_{j}, t_{j-1}, k_{j}-2, \ell_{j}\right) \\\left(\varphi\left(v^{r}\left(e_{j}\right)\right), \Phi\left(v^{r}\left(\ell_{j}\right)\right)\right)}}{ }\left[\frac{1}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right.
$$

$$
\left.\times \sum_{\tilde{m}_{j}} \sum_{\tilde{t}_{j-1}} \sum_{\tilde{k}_{j-2}} \sum_{\tilde{\ell}_{j}} W_{Z \mid X, V}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right), V^{r}\left(\tilde{\ell}_{j}\right)\right) \mathbb{1}_{\left\{t_{j}=\varphi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}}\right]
$$

$$
\stackrel{(b)}{\leq} \sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}\right)}}
$$

$$
\times \sum_{\left(x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)} \Gamma_{X^{r}, V^{r}, Z_{j}^{r}}^{\otimes r}\left(x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right)
$$

$$
\times \frac{1}{2^{r\left(R_{T}+R_{K}\right)}} \log \frac{1}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\left(W_{Z \mid X, V}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)\right.
$$

$$
+\mathbb{E}_{\backslash\left(m_{j}, t_{j-1}, k_{j-2}\right)}\left[\sum_{\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right) \neq\left(m_{j}, t_{j-1}, k_{j-2}\right)} W_{Z \mid X, V}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)\right]
$$

$$
+\underset{\backslash\left(\varphi\left(v^{r}\left(\ell_{j}\right)\right), \Phi\left(v^{r}\left(\ell_{j}\right)\right)\right)}{\backslash \sum_{\tilde{\ell}_{j} \neq \ell_{j}}}\left[W_{Z \mid X, V}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), V^{r}\left(\tilde{\ell}_{j}\right)\right) \mathbb{1}_{\left\{t_{j}=\varphi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}}\right]
$$

$$
\begin{align*}
& +\underset{\substack{\left.\backslash\left(m_{j}, t_{j-1}, k_{j-2}, \ell_{j}\right), \backslash\left(\varphi v^{r}\left(\ell_{j}\right)\right), \Phi\left(v^{r}\left(\ell_{j}\right)\right)\right)}}{ } \sum_{\sum_{\tilde{\ell}_{j} \neq \ell_{j}}} \sum_{\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right) \neq\left(m_{j}, t_{j-1}, k_{j-2}\right)} W_{Z \mid X, V}^{\otimes r}\left(z_{j}^{r} \mid X^{r}\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right), V^{r}\left(\tilde{\ell}_{j}\right)\right) \\
& \left.\left.\times \mathbb{1}_{\left\{t_{j}=\varphi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right\}\right.} \mathbb{1}_{\left\{k_{j}=\Phi\left(V^{r}\left(\tilde{\ell}_{j}\right)\right)\right\}}\right]\right) \\
& \stackrel{(c)}{\leq} \sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}\right)}} \\
& \times \sum_{\left(x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)} \Gamma_{X^{r}, V^{r}, Z_{j}^{r}}^{\otimes r}\left(x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right) \\
& \times \frac{1}{2^{r\left(R_{T}+R_{K}\right)}} \log \left(\frac{W_{Z \mid X, V}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
& +\sum_{\left(\tilde{m}_{j}, \tilde{t}_{j-1}, \tilde{k}_{j-2}\right) \neq\left(m_{j}, t_{j-1}, k_{j-2}\right)} \frac{W_{Z \mid V}^{\otimes r}\left(z_{j}^{r} \mid v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)} \\
& \left.+\sum_{\tilde{\ell}_{j} \neq \ell_{j}} \frac{W_{Z \mid X}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}\right)} \times Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq \sum_{\left(z_{j}^{r}, k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+\tilde{R}+R_{T}+R_{K}\right)}} \\
& \times \quad \sum \Gamma_{X^{r}, V^{r}, Z_{j}^{r}}^{\otimes r}\left(x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right) \\
& \left(x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right) \\
& \times \log \left(\frac{W_{Z \mid X, V}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid V}^{\otimes r}\left(z_{j}^{r} \mid v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
& \left.+\frac{W_{Z \mid X}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right)}{2^{r\left(R+R_{t}+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \triangleq \Psi_{1}+\Psi_{2}, \tag{R.13}
\end{align*}
$$

where (a) follows from Jensen's inequality, $(b)$ and $(c)$ hold because $\mathbb{1}_{\left\{k_{j}=\Phi\left(\tilde{s}_{j}^{r}\right)\right\}} \leq 1$. We define $\Psi_{1}$ and $\Psi_{2}$ as

$$
\Psi_{1}=\sum_{\left(k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+R_{T}+R_{K}\right)}}
$$

$$
\begin{align*}
& \times \quad \sum \quad \Gamma_{X^{r}, V^{r}, Z_{j}^{r}}^{\otimes r}\left(x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right) \\
& \left(x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)} \\
& \times \log \left(\frac{W_{Z \mid X, V}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid V}^{\otimes r}\left(z_{j}^{r} \mid v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
& \left.+\frac{W_{Z \mid X}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right)}{2^{r\left(R+R_{t}+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq \log \left(\frac{2^{r\left(R_{T}+R_{K}\right)} \times 2^{-r(1-\epsilon) \mathbb{H}(Z \mid X, V)}}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}\right)} \times 2^{-r(1+\epsilon) \mathbb{H}(Z)}}\right. \\
& \left.+\frac{2^{r\left(R_{T}+R_{K}\right)} \times 2^{-r(1-\epsilon) \mathbb{H}(Z \mid V)}}{2^{r \tilde{R}} \times 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+\frac{2^{-r(1-\epsilon) \mathbb{H}(Z \mid X)}}{2^{r\left(R+R_{t}+R_{k}\right)} \times 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+1\right)  \tag{R.14}\\
& \Psi_{2}=\sum_{\left(k_{j-1}, t_{j}, k_{j}\right)} \sum_{m_{j}} \sum_{t_{j-1}} \sum_{k_{j-2}} \sum_{\ell_{j}} \frac{1}{2^{r\left(R+R_{t}+2 R_{k}+R_{T}+R_{K}\right)}} \\
& \times \quad \sum \quad \Gamma_{X^{r}, V^{r}, Z_{j}^{r}}^{\otimes r}\left(x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right) \\
& \left(x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right), z_{j}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)} \\
& \times \log \left(\frac{W_{Z \mid X, V}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right), v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+\frac{W_{Z \mid V}^{\otimes r}\left(z_{j}^{r} \mid v^{r}\left(\ell_{j}\right)\right)}{2^{r\left(\tilde{R}-R_{T}-R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}\right. \\
& \left.+\frac{W_{Z \mid X}^{\otimes r}\left(z_{j}^{r} \mid x^{r}\left(m_{j}, t_{j-1}, k_{j-2}\right)\right)}{2^{r\left(R+R_{t}+R_{k}\right)} Q_{Z}^{\otimes r}\left(z_{j}^{r}\right)}+1\right) \\
& \leq 2|V||X||Z| e^{-r \epsilon^{2} \mu_{V, X, Z}} r \log \left(\frac{3}{\mu_{Z}}+1\right) \text {. } \tag{R.15}
\end{align*}
$$

In (R.15) $\mu_{X, V, Z}=\min _{(x, v, z) \in(\mathcal{X}, \mathcal{V}, \mathcal{Z})} P_{X, V, Z}(x, v, z)$ and $\mu_{Z}=\min _{z \in \mathcal{Z}} P_{Z}(z)$. When $r \rightarrow \infty$ then $\Psi_{2} \rightarrow 0$ and $\Psi_{1}$ goes to zero when $r$ grows if

$$
\begin{align*}
R+R_{t}+R_{k}+\tilde{R}-R_{T}-R_{K} & >\mathbb{I}(X, V ; Z),  \tag{R.16a}\\
\tilde{R}-R_{T}-R_{K} & >\mathbb{I}(V ; Z),  \tag{R.16b}\\
R+R_{t}+R_{k} & >\mathbb{I}(X ; Z) \tag{R.16c}
\end{align*}
$$

Decoding and Error Probability Analysis: At the end of the block $j \in \llbracket 1, B \rrbracket$, using its knowledge of the key $k_{j-2}$ generated from the block $j-2$, the receiver finds a unique pair $\left(\hat{m}_{j}, \hat{t}_{j-1}\right)$ such that $\left(x^{r}\left(\hat{m}_{j}, \hat{t}_{j-1}, k_{j-2}\right), y_{j}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)}$. According to the law of large numbers
and the packing lemma probability of error vanishes when $r$ grows if [85],

$$
\begin{equation*}
R+R_{t}<\mathbb{I}(X ; Y) \tag{R.17}
\end{equation*}
$$

We now analyze the probability of error at the encoder and the decoder for key generation. Let $\left(L_{j-1}, T_{j-1}\right)$ denote the chosen indices at the encoder and $\hat{L}_{j-1}$ and $\hat{T}_{j-1}$ be the estimate of the index $L_{j-1}$ and $T_{j-1}$ at the decoder. At the end of block $j$, by decoding $U_{j}^{r}$, the receiver knows $T_{j-1}$ and to find $L_{j-1}$ we define the error event,

$$
\begin{equation*}
\mathcal{E}=\left\{\left(V_{j-1}^{r}\left(\hat{L}_{j-1}\right), S_{j-1}^{r}, X_{j-1}^{r}, Y_{j-1}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)}\right\} . \tag{R.18}
\end{equation*}
$$

Also, consider the events

$$
\begin{align*}
& \mathcal{E}_{1}=\left\{\left(V_{j-1}^{r}\left(\ell_{j-1}\right), S_{j-1}^{r}\right) \notin \mathcal{T}_{\epsilon^{\prime}}^{(r)} \text { for all } \ell_{j-1} \in \llbracket 1,2^{r \tilde{R}} \rrbracket\right\}  \tag{R.19a}\\
& \mathcal{E}_{2}=\left\{\left(V_{j-1}^{r}\left(L_{j-1}\right), S_{j-1}^{r}, X_{j-1}^{r}, Y_{j-1}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)}\right\}  \tag{R.19b}\\
& \mathcal{E}_{3}=\left\{\left(V_{j-1}^{r}\left(\tilde{\ell}_{j-1}\right), X_{j-1}^{r}, Y_{j-1}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)} \text { for some } \ell_{j-1} \in \mathcal{B}\left(T_{j-1}\right), \tilde{\ell}_{j-1} \neq \ell_{j-1}\right\} . \tag{R.19c}
\end{align*}
$$

By the union bound we have

$$
\begin{equation*}
P(\mathcal{E}) \leq P\left(\mathcal{E}_{1}\right)+P\left(\mathcal{E}_{1}^{c} \cap \mathcal{E}_{2}\right)+P\left(\mathcal{E}_{3}\right) \tag{R.20}
\end{equation*}
$$

According to [84, Lemma 2] the first term on the RHS of R.20) vanishes when $r$ grows if we have (R.11). Following the steps in [85, Sec. 11.3.1], the last two terms on the RHS of R.20) go to zero when $r$ grows if we have

$$
\begin{gather*}
\tilde{R}>\mathbb{I}(V ; S),  \tag{R.21a}\\
\tilde{R}-R_{t}<\mathbb{I}(V ; X, Y) . \tag{R.21b}
\end{gather*}
$$

Applying Fourier-Motzkin to (R.11), (R.16), (R.17), and (R.21) and remarking that the scheme requires $R_{t}+R_{k} \leq R_{T}+R_{K}$ results in the region in Theorem 16.
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Fix $P_{X}(x)$ and $\epsilon_{1}>\epsilon_{2}>0$ such that, $P_{Z}=Q_{0}$.
Codebook Generation: Let $C_{n} \triangleq\left\{X^{n}(m)\right\}_{m \in \mathcal{M}}$, where $\mathcal{M} \triangleq \llbracket 1,2^{n R} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $\prod_{i=1}^{n} P_{X}\left(x_{i}\right)$. We denote a realization of $C_{n}$ by $\mathcal{C}_{n} \triangleq\left\{x^{n}(m)\right\}_{m \in \mathcal{M}}$.

Encoding: To send the message $m$, the encoder computes $x^{n}(m)$ and transmits it over the channel. For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution over the codebook is as follows

$$
\begin{equation*}
P_{M, S^{n}, X^{n}, Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(m, s^{n}, \tilde{x}^{n}, z^{n}\right)=2^{-n R} Q_{S}^{\otimes n}\left(s^{n}\right) \mathbb{1}_{\left\{\tilde{x}^{n}=x^{n}(m)\right\}} W_{Z \mid X, S}^{\otimes n}\left(z^{n} \mid \tilde{x}^{n}, s^{n}\right) . \tag{S.1}
\end{equation*}
$$

Covert Analysis: We now show that this coding scheme guarantees that

$$
\begin{equation*}
\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}}| | Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{S.2}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{s \in \mathcal{S}} \sum_{x \in \mathcal{X}} Q_{S}(s) P_{X}(x) W_{Z \mid X, S}(\cdot \mid x, s) . \tag{S.3}
\end{equation*}
$$

Then we choose $P_{X}$ such that it satisfies $Q_{Z}=Q_{0}$. Here, $P_{Z^{n} \mid C_{n}}$ is the marginal distribution of the joint distribution induced by our code design defined in S.1 and is as follows,

$$
\begin{align*}
P_{Z^{n} \mid C_{n}}\left(z^{n}\right) & =\sum_{m} \sum_{s^{n}} 2^{-n R} Q_{S}^{\otimes n}\left(s^{n}\right) W_{Z \mid X, S}^{\otimes n}\left(z^{n} \mid x^{n}(m), s^{n}\right)  \tag{S.4}\\
& =\sum_{m} 2^{-n R} W_{Z \mid X}^{\otimes n}\left(z^{n} \mid x^{n}(m)\right), \tag{S.5}
\end{align*}
$$

where $W_{Z \mid X}=\sum_{s \in \mathcal{S}} Q_{S}(s) W_{Z \mid X, S}(z \mid x, s)$. By [92, Theorem 1] one can show that (S.2) holds if

$$
\begin{equation*}
R>\mathbb{I}(X ; Z) . \tag{S.6}
\end{equation*}
$$

Decoding and Error Probability Analysis: Upon receiving $y^{n}$, the receiver finds a unique message $\hat{m}$ such that $\left(x^{n}(\hat{m}), y^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}$. According to the law of large numbers and the packing lemma, probability of error vanishes when $n$ grows if [85],

$$
\begin{equation*}
R<\mathbb{I}(X ; Y) \tag{S.7}
\end{equation*}
$$
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Consider any sequence of length- $n$ codes for a state-dependent channel with CSI available strictly causally only at the transmitter such that $P_{e}^{(n)} \leq \epsilon_{n}, \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$, and $R_{K} / n \leq$ $\lambda_{n}$ with $\lim _{n \rightarrow \infty} \epsilon_{n}=\lim _{n \rightarrow \infty} \lambda_{n}=0$. Note that the converse is consistent with the model and does not require $\delta$ to vanish.

Epsilon Rate Region: We first define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ that expands the region defined in (3.41) as follows,

$$
\begin{equation*}
\mathcal{A}_{\epsilon} \triangleq\left\{R \geq 0: \exists P_{V, S, X, Y, Z} \in \mathcal{D}_{\epsilon}: R \leq \mathbb{I}(X ; Y)+\epsilon\right\} \tag{T.1a}
\end{equation*}
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
P_{V, S, X, Y, Z}:  \tag{T.1b}\\
P_{V, S, X, Y, Z}=Q_{S} P_{V} P_{X \mid V} W_{Y, Z \mid X, S} \\
\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon \\
\mathbb{I}(X ; Y) \geq \mathbb{I}(V ; Z)-4 \epsilon \\
|\mathcal{V}| \leq|\mathcal{X}|
\end{array}\right\}
$$

We next show that if a rate $R$ is achievable then $R \in \mathcal{A}_{\epsilon}$ for any $\epsilon>0$. For any $\epsilon_{n}>0$ and $\nu>0$, we start by upper bounding $n R$ using standard techniques.

$$
\begin{aligned}
n R & =\mathbb{H}(M) \\
& =\mathbb{H}(M \mid K) \\
& \stackrel{(a)}{\leq} \mathbb{I}\left(M ; Y^{n} \mid K\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid Y^{i-1}, K\right)+n \epsilon_{n} \\
& \leq \sum_{i=1}^{n} \mathbb{I}\left(M, K, Y^{i-1} ; Y_{i}\right)+n \epsilon_{n}
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(b)}{\leq} \sum_{i=1}^{n} \mathbb{I}\left(M, K, S^{i-1} ; Y_{i}\right)+n \epsilon_{n} \\
& \leq \sum_{i=1}^{n} \mathbb{I}\left(M, K, S^{i-1}, Z^{i-1} ; Y_{i}\right)+n \epsilon_{n} \\
& \stackrel{(c)}{\leq} \sum_{i=1}^{n} \mathbb{I}\left(X_{i} ; Y_{i}\right)+n \epsilon_{n}  \tag{T.2}\\
& =n \sum_{i=1}^{n} \frac{1}{n} \mathbb{I}\left(X_{i} ; Y_{i}\right)+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i) \mathbb{I}\left(X_{i} ; Y_{i} \mid T=i\right)+n \epsilon_{n} \\
& =n \mathbb{I}\left(X_{T} ; Y_{T} \mid T\right)+n \epsilon_{n} \\
& \leq n \mathbb{I}\left(X_{T}, T ; Y_{T}\right)+n \epsilon_{n} \\
& \stackrel{(d)}{=} n \mathbb{I}(X ; Y)+n \epsilon_{n} \\
& \stackrel{(e)}{\leq} n \mathbb{I}(X ; Y)+n \epsilon,
\end{align*}
$$

where
(a) follows from Fano's inequality;
(b) follows from the Markov chain $\left(M, K, Y^{i-1}\right)-\left(M, K, S^{i-1}\right)-Y_{i}$;
(c) follows since $S_{i}$ is independent of $\left(M, K, S^{i-1}, Z^{i-1}, X_{i}\left(M, S^{i-1}\right)\right)$ and therefore

$$
\begin{equation*}
\mathbb{I}\left(M, K, S^{i-1}, Z^{i-1} ; Y_{i} \mid X_{i}\right) \leq \mathbb{I}\left(M, K, S^{i-1}, Z^{i-1} ; Y_{i} \mid X_{i}, S_{i}\right)=0 \tag{T.4}
\end{equation*}
$$

that is $\left(M, K, S^{i-1}, Z^{i-1}\right)-X_{i}-Y_{i}$ forms a Markov chain, which implies $V_{i}-X_{i}-Y_{i}$, where $V_{i} \triangleq\left(M, K, Z^{i-1}\right)$, also forms a Markov chain;
(d) follows by defining $X=\left(X_{T}, T\right)$ and $Y=Y_{T}$.
(e) follows by defining $\epsilon \triangleq \max \left\{\epsilon_{n}, \lambda_{n}, \nu\right\}$, where we choose $n$ large enough such that $\nu \geq \frac{\delta}{n}$.

Next, we lower bound $n R$ as follows,

$$
\begin{align*}
n R+R_{K} & \geq \mathbb{H}(M, K) \\
& \geq \mathbb{I}\left(M, K ; Z^{n}\right) \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M, K ; Z_{i} \mid Z^{i-1}\right) \\
& \stackrel{(a)}{\geq} \sum_{i=1}^{n} \mathbb{I}\left(M, K, Z^{i-1} ; Z_{i}\right)-\delta \\
& \stackrel{(b)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(V_{i} ; Z_{i}\right)\right]-\delta \\
& =n \mathbb{I}\left(V_{T} ; Z_{T} \mid T\right)-\delta \\
& \stackrel{(c)}{\geq} n \mathbb{I}\left(V_{T}, T ; Z_{T}\right)-2 \delta \\
& \stackrel{(d)}{=} n \mathbb{I}(V ; Z)-2 \delta \tag{T.5}
\end{align*}
$$

where
(a) and (c) follow from Lemma 6;
(b) follows by defining $V_{i} \triangleq\left(M, K, Z^{i-1}\right)$ which is defined in the process of deriving (T.3);
(d) follows by defining $V=\left(V_{T}, T\right)$ and $Z=Z_{T}$.

For any $\nu>0$, choosing $n$ large enough ensures that,

$$
\begin{equation*}
R+\frac{R_{K}}{n} \geq \mathbb{I}(V ; Z)-2 \nu \tag{T.6}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
R & \geq \mathbb{I}(V ; Z)-2 \nu-\frac{R_{K}}{n} \\
& \geq \mathbb{I}(V ; Z)-2 \nu-\lambda_{n} \\
& \geq \mathbb{I}(V ; Z)-3 \epsilon, \tag{Т.7}
\end{align*}
$$

where the last inequality follows since $\epsilon \triangleq \max \left\{\epsilon_{n}, \lambda_{n}, \nu\right\}$. To show that $\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon$, note that for $n$ large enough

$$
\begin{align*}
\mathbb{D}\left(P_{Z} \| Q_{0}\right) & =\mathbb{D}\left(P_{Z_{T}} \| Q_{0}\right)=\mathbb{D}\left(\frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}} \| Q_{0}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \leq \frac{1}{n} \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \frac{\delta}{n} \leq \nu \leq \epsilon . \tag{T.8}
\end{align*}
$$

Combining (T.3) and (T.7), and T.8) shows that $\forall \epsilon_{n}, \nu>0, R \leq \max \left\{a: a \in \mathcal{A}_{\epsilon}\right\}$. Therefore,

$$
\begin{equation*}
R \leq \max \left\{a: a \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}\right\} \tag{Т.9}
\end{equation*}
$$

Continuity at Zero: One can prove the continuity at zero of $\mathcal{A}_{\epsilon}$ by substituting $\min \{\mathbb{I}(U ; Y)-\mathbb{I}(U ; S), \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)\}$ with $\mathbb{I}(X ; Y)$ and $\mathbb{I}(V ; Z)-\mathbb{I}(V ; S)$ with $\mathbb{I}(V ; Z)$ in the continuity at zero proof in Appendix $\mathbb{N}$ and following the exact same arguments.
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Fix $P_{S}(s), P_{X}(x)$, and $\epsilon>0$ such that, $Q_{Z}=Q_{0}$.
Codebook Generation: Let $C_{1}^{(n)} \triangleq\left\{X^{n}(m)\right\}_{m \in \mathcal{M}_{n}}$, where $\mathcal{M}_{n}=\llbracket 1,2^{n R} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{X}^{\otimes n}$. We denote a realization of $C_{1}^{(n)}$ by $\mathcal{C}_{1}^{(n)} \triangleq\left\{x^{n}(m)\right\}_{m \in \mathcal{M}_{n}}$.

Let $C_{2}^{(n)} \triangleq\left\{S^{n}(k)\right\}_{k \in \mathcal{K}_{n}}$, where $\mathcal{K}_{n}=\llbracket 1,2^{n R_{K}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{S}^{\otimes n}$. We denote a realization of $C_{2}^{(n)}$ by $\mathcal{C}_{2}^{(n)} \triangleq\left\{s^{n}(k)\right\}_{k \in \mathcal{K}_{n}}$.

Also, $C_{n}=\left\{C_{1}^{(n)}, C_{2}^{(n)}\right\}$ denotes a random codebook and $\mathcal{C}_{n}=\left\{\mathcal{C}_{1}^{(n)}, \mathcal{C}_{2}^{(n)}\right\}$ denotes a fixed codebook. The set of all possible values of $C_{n}$ is denoted by $\mathfrak{C}_{n}$. The codebook construction described above induces the PMF $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ over the codebook ensemble. For each $\mathcal{C}_{n} \in \mathfrak{C}_{n}$

$$
\begin{equation*}
\lambda\left(\mathcal{C}_{n}\right)=\prod_{m \in \mathcal{M}_{n}} P_{X}^{\otimes n}\left(x^{n}(m)\right) \prod_{k \in \mathcal{K}_{n}} P_{S}^{\otimes n}\left(s^{n}(k)\right) . \tag{U.1}
\end{equation*}
$$

Encoding: To send the message $m$, the transmitter computes $x^{n}(m)$ and transmits it over the channel. Also, given the key $k$, the jammer computes $s^{n}(k)$ and transmits it over the channel.

For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution is

$$
\begin{equation*}
P_{K M S^{n} X^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, m, \tilde{s}^{n}, \tilde{x}^{n}, z^{n}\right)=2^{-n\left(R_{K}+R\right)} \mathbb{1}_{\left\{\tilde{s}^{n}=s^{n}(k)\right\} \cap\left\{\tilde{x}^{n}=x^{n}(m)\right\}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid \tilde{x}^{n}, \tilde{s}^{n}\right) . \tag{U.2}
\end{equation*}
$$

Considering the random codebook generation, we have

$$
\begin{equation*}
P\left(\mathcal{C}_{n}, k, m, \tilde{s}^{n}, \tilde{x}^{n}, z^{n}\right)=\lambda\left(\mathcal{C}_{n}\right) P^{\left(\mathcal{C}_{n}\right)}\left(k, m, \tilde{s}^{n}, \tilde{x}^{n}, z^{n}\right), \tag{U.3}
\end{equation*}
$$

where $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ is defined in (U.1).
Covert Analysis: Henceforth, we use $P^{\left(\mathcal{C}_{n}\right)}$ when the codebook is fixed, and we use $P_{\cdot \mid C_{n}}$ when the codebook is random. Consider a scenario in which the jammer selects a codeword
from its codebook (i.e. $\mathcal{C}_{2}^{(n)}$ ) according to the key $k$, but the transmitter chooses the innocent sequence $x_{0}^{n}$ as the channel input. For this scenario for a fixed codebook $\mathcal{C}_{2}^{(n)}$, the induced joint distribution is as follows

$$
\begin{equation*}
\Upsilon_{K S^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, \tilde{s}^{n}, z^{n}\right)=\frac{1}{2^{n R_{K}}} \mathbb{1}_{\left\{\tilde{s}^{n}=s^{n}(k)\right\}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, \tilde{s}^{n}\right) . \tag{U.4}
\end{equation*}
$$

Therefore, the distribution induced at the output of the warden is

$$
\begin{equation*}
\Upsilon_{Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(z^{n}\right)=\frac{1}{2^{n R_{K}}} \sum_{j=1}^{2^{n R_{K}}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, s^{n}(k)\right) \tag{U.5}
\end{equation*}
$$

For this scenario if $R_{K}>\mathbb{I}_{\Upsilon}(S ; Z)$ then according to soft covering lemma [83, Theorem 4] or [77, Corollary VII.4], we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0, \tag{U.6}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{0}(\cdot)=\sum_{s \in \mathcal{S}} P_{S}(s) W_{Z \mid X S}\left(\cdot \mid x_{0}, s\right) \tag{U.7}
\end{equation*}
$$

Note that if $R_{K}<\mathbb{I}_{\Upsilon}(S ; Z)$ according to Shannon's channel coding theorem, the warden might be able to decode $J$, which reduces the problem to the point to point channel for which the covert rate will be zero.

From (U.2) the distribution induced at the output of the channel by our code design is as follows

$$
\begin{equation*}
P_{Z^{n} \mid C_{n}}\left(z^{n}\right)=\sum_{k=1}^{2^{n R} K} \sum_{m=1}^{2^{n R}} 2^{-n\left(R_{K}+R\right)} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid X^{n}(m), S^{n}(k)\right) . \tag{U.8}
\end{equation*}
$$

Let $Q_{Z}^{\otimes n}=\prod_{i=1}^{n} Q_{Z}$ where

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{s \in \mathcal{S}} \sum_{x \in \mathcal{X}} P_{S}(s) P_{X \mid S}(x \mid s) W_{Z \mid X S}(\cdot \mid x, s) \tag{U.9}
\end{equation*}
$$

One can show that $\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$ if

$$
\begin{align*}
R_{K} & >\mathbb{I}_{P}(S ; Z),  \tag{U.10a}\\
R & >\mathbb{I}_{P}(X ; Z),  \tag{U.10b}\\
R_{K}+R & >\mathbb{I}_{P}(X, S ; Z) . \tag{U.10c}
\end{align*}
$$

Now, by using the triangle inequality we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, \Upsilon_{Z^{n} \mid C_{n}}\right) \leq \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right)+\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) \tag{U.11}
\end{equation*}
$$

Using Pinsker inequality the first term on the RHS of (U.11) vanishes when $n$ grows if (U.10) holds, and we choose $P_{S}$ and $P_{X}$ such that $Q_{Z}=Q_{0}$. Also, from (U.6) the second term on the RHS of (U.11) vanishes when $n$ grows. Therefore, from (U.11) and using Lemma 1 we have $\mathbb{E}_{C_{n}} \mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0$.

Decoding and Error Probability Analysis: By following the same steps as in [37], the probability of error vanishes when $n$ grows if

$$
\begin{equation*}
R<\mathbb{I}_{P}(X ; Y \mid S) \tag{U.12}
\end{equation*}
$$
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To prove the upper bound for the case that the jammer knows in which blocks the transmitter is communicating with the receiver and has an unlimited source of local randomness and transmits an i.i.d. sequence when communication is not happening, consider any sequence of codes with length $n$ such that $P_{e}^{(n)} \leq \epsilon_{n}$ and $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$ where $\lim _{n \rightarrow \infty} \epsilon_{n}=0$. Note that the converse is consistent with the model and does not require $\delta$ to vanish.

Epsilon Rate Region: We first define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ that expands the region defined in (4.6) as follows.

$$
\mathcal{A}_{\epsilon}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists P_{Q S X Y Z} \in \mathcal{D}_{\epsilon}:  \tag{V.1a}\\
R \leq \mathbb{I}(X ; Y \mid S, Q)+\epsilon \\
R_{K} \geq \max \{\mathbb{I}(S ; Z \mid Q), \mathbb{I}(X, S ; Z \mid Q)-\mathbb{I}(X ; Y \mid S, Q)\}-2 \epsilon
\end{array}\right\},
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
P_{Q S X Y Z}:  \tag{V.1b}\\
P_{Q S X Y Z}=P_{Q} P_{S \mid Q} P_{X \mid Q} W_{Y Z \mid X S} \\
\mathbb{I}(X ; Y \mid S, Q) \geq \mathbb{I}(X ; Z \mid Q)-2 \epsilon \\
\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon
\end{array}\right\}
$$

We next show that if a rate $R$ is achievable, then $R \in \mathcal{A}_{\epsilon}$ for any $\epsilon>0$. For any $\epsilon_{n}>0$, we start by upper bounding $n R$ using standard techniques.

$$
\begin{aligned}
n R & =\mathbb{H}(M) \\
& \stackrel{(a)}{\leq} \mathbb{H}\left(M \mid S^{n}\right)-\mathbb{H}\left(M \mid Y^{n}, S^{n}\right)+n \epsilon_{n} \\
& =\mathbb{I}\left(M ; Y^{n} \mid S^{n}\right)+n \epsilon_{n}
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid Y^{i-1}, S^{n}\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid Y^{i-1}, S^{n}\right)-\mathbb{H}\left(Y_{i} \mid M, Y^{i-1}, S^{n}\right)\right]+n \epsilon_{n} \\
& \leq \sum_{i=1}^{(b)}\left[\mathbb{H}\left(Y_{i} \mid S_{i}\right)-\mathbb{H}\left(Y_{i} \mid M, Y^{i-1}, S^{n}, X^{n}\right)\right]+n \epsilon_{n} \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid S_{i}\right)-\mathbb{H}\left(Y_{i} \mid S_{i}, X_{i}\right)\right]+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(X_{i} ; Y_{i} \mid S_{i}\right)+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \frac{1}{n} \mathbb{I}\left(X_{i} ; Y_{i} \mid S_{i}\right)+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \mathbb{P}(Q=i) \mathbb{I}\left(X_{Q} ; Y_{Q} \mid S_{Q}, Q=i\right)+n \epsilon_{n} \\
& =n \mathbb{I}\left(X_{Q} ; Y_{Q} \mid S_{Q}, Q\right)+n \epsilon_{n} \\
& \stackrel{(c)}{=} n \mathbb{I}(X ; Y \mid S, Q)+n \epsilon_{n}  \tag{V.2}\\
& (\text { (d) }  \tag{V.3}\\
& \leq n \mathbb{I}(X ; Y \mid S, Q)+n \epsilon
\end{align*}
$$

where
(a) follows from Fano's inequality and independence of $M$ from $S^{n}$;
(b) holds because conditioning does not increase entropy;
(c) follows by defining $X_{Q}=X, Y_{Q}=Y$, and $S_{Q}=S$;
(d) follows by defining $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu \geq \frac{\delta}{n}\right\}$.

We also have,

$$
\begin{aligned}
n\left(R+R_{K}\right) & \geq \mathbb{H}(M, K) \\
& =\mathbb{H}(M, K)
\end{aligned}
$$

$$
\begin{align*}
& \geq \mathbb{I}\left(M, K ; Z^{n}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(M, K, X^{n}, S^{n} ; Z^{n}\right) \\
& \geq \mathbb{I}\left(X^{n}, S^{n} ; Z^{n}\right) \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i} \mid Z^{i-1}\right)-\mathbb{H}\left(Z_{i} \mid Z^{i-1}, X^{n}, S^{n}\right)\right] \\
& \stackrel{(b)}{\geq} \sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i}\right)-\mathbb{H}\left(Z_{i} \mid X_{i}, S_{i}\right)\right]-\delta \\
& =\sum_{i=1}^{n} \mathbb{I}\left(X_{i}, S_{i} ; Z_{i}\right)-\delta \\
& =n \sum_{i=1}^{n} \frac{1}{n} \mathbb{I}\left(X_{i}, S_{i} ; Z_{i}\right)-\delta \\
& =n \sum_{i=1}^{n} \mathbb{P}(Q=i) \mathbb{I}\left(X_{Q}, S_{Q} ; Z_{Q} \mid Q=i\right)-\delta \\
& =n \mathbb{I}\left(X_{Q}, S_{Q} ; Z_{Q} \mid Q\right)-\delta \\
& \stackrel{(c)}{=} n \mathbb{I}(X, S ; Z \mid Q)-\delta, \tag{V.4}
\end{align*}
$$

where
(a) follows because $X^{n}$ is a function of $M$ and $S^{n}$ is a function of $K$;
(b) follows from [80, Lemma 3];
(c) follows by defining $X_{Q}=X, Z_{Q}=Z$, and $S_{Q}=S$.

From (V.4) for any $\nu>0$, choosing $n$ large enough ensures that

$$
\begin{align*}
R+R_{K} & \geq \mathbb{I}(X, S ; Z \mid Q)-\nu, \\
& \geq \mathbb{I}(X, S ; Z \mid Q)-\epsilon, \tag{V.5}
\end{align*}
$$

where the last equality follows from the definition of $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$. We now have,

$$
n R_{K} \geq \mathbb{H}(K)
$$

$$
\begin{align*}
& \geq \mathbb{I}\left(K ; Z^{n}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(K, S^{n} ; Z^{n}\right) \\
& \geq \mathbb{I}\left(S^{n} ; Z^{n}\right) \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i} \mid Z^{i-1}\right)-\mathbb{H}\left(Z_{i} \mid Z^{i-1}, S^{n}\right)\right] \\
& \stackrel{(b)}{\geq} \sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i}\right)-\mathbb{H}\left(Z_{i} \mid S_{i}\right)\right]-\delta \\
& =\sum_{i=1}^{n} \mathbb{I}\left(S_{i} ; Z_{i}\right)-\delta \\
& =n \sum_{i=1}^{n} \frac{1}{n} \mathbb{I}\left(S_{i} ; Z_{i}\right)-\delta \\
& =n \sum_{i=1}^{n} \mathbb{P}(Q=i) \mathbb{I}\left(S_{Q} ; Z_{Q} \mid Q=i\right)-\delta \\
& =n \mathbb{I}\left(S_{Q} ; Z_{Q} \mid Q\right)-\delta \\
& \stackrel{(d)}{=} n \mathbb{I}(S ; Z \mid Q)-\delta \tag{V.6}
\end{align*}
$$

where
(a) follows because $S^{n}$ is a function of J;
(b) follows from [80, Lemma 3] and the fact that conditioning does not increase the entropy;
(c) follows by defining $Z_{Q}=Z$ and $S_{Q}=S$.

From V.6 for any $\nu>0$, choosing $n$ large enough ensures that

$$
\begin{align*}
R_{K} & \geq \mathbb{I}(S ; Z \mid Q)-\nu, \\
& \geq \mathbb{I}(S ; Z \mid Q)-\epsilon, \tag{V.7}
\end{align*}
$$

where the last equality follows from the definition of $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$. Similarly, one can show that,

$$
\begin{equation*}
R \geq \mathbb{I}(X ; Z \mid Q)-\epsilon, \tag{V.8}
\end{equation*}
$$

To show that $\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon$, note that for $n$ large enough

$$
\begin{align*}
\mathbb{D}\left(P_{Z} \| Q_{0}\right) & =\mathbb{D}\left(P_{Z_{Q}} \| Q_{0}\right)=\mathbb{D}\left(\frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}} \| Q_{0}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \leq \frac{1}{n} \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \frac{\delta}{n} \leq \nu \leq \epsilon . \tag{V.9}
\end{align*}
$$

Continuity at Zero: The proof for continuity at zero is similar to that of Appendix $\mathbb{N}$. Combining (V.3), V.5), (V.7), and (V.8) shows that $\forall \epsilon_{n}, \nu>0, C_{\text {B-J }} \subseteq \mathcal{A}_{\epsilon}$.

## APPENDIX W

## PROOF OF THEOREM 21

Fix $P_{S}(s), P_{X}(x)$, and $\epsilon>0$ such that, $Q_{Z}=Q_{0}$.
Codebook Generation: Let $C_{1}^{(n)} \triangleq\left\{X^{n}(m)\right\}_{m \in \mathcal{M}_{n}}$, where $\mathcal{M}_{n}=\llbracket 1,2^{n R} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{X}^{\otimes n}$. We denote a realization of $C_{1}^{(n)}$ by $\mathcal{C}_{1}^{(n)} \triangleq\left\{x^{n}(m)\right\}_{m \in \mathcal{M}_{n}}$.

Let $C_{2}^{(n)} \triangleq\left\{S^{n}(j)\right\}_{j \in \mathcal{J}_{n}}$, where $\mathcal{J}_{n}=\llbracket 1,2^{n R_{J}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{S}^{\otimes n}$. We denote a realization of $C_{2}^{(n)}$ by $\mathcal{C}_{2}^{(n)} \triangleq\left\{s^{n}(j)\right\}_{j \in \mathcal{J}_{n}}$.

Also, $C_{n}=\left\{C_{1}^{(n)}, C_{2}^{(n)}\right\}$ denotes a random codebook and $\mathcal{C}_{n}=\left\{\mathcal{C}_{1}^{(n)}, \mathcal{C}_{2}^{(n)}\right\}$ denotes a fixed codebook. The set of all possible values of $C_{n}$ is denoted by $\mathfrak{C}_{n}$. The codebook construction described above induces the PMF $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ over the codebook ensemble. For each $\mathcal{C}_{n} \in \mathfrak{C}_{n}$

$$
\begin{equation*}
\lambda\left(\mathcal{C}_{n}\right)=\prod_{m \in \mathcal{M}_{n}} P_{X}^{\otimes n}\left(x^{n}(m)\right) \prod_{j \in \mathcal{J}_{n}} P_{S}^{\otimes n}\left(s^{n}(j)\right) \tag{W.1}
\end{equation*}
$$

Encoding: To send the message $m$, the transmitter computes $x^{n}(m)$ and transmits it over the channel when the transmitter is communicating the jammer transmits the innocent symbol $s_{0}^{n}$. When the transmitter is not communicating with the receiver, and it transmits the innocent sequence $x_{0}^{n}$, the jammer computes a codeword $s^{n}(j)$ from its codebook according to the local randomness $j$ and transmits it over the channel.

For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution when the transmitter is communicating with the receiver is

$$
\begin{equation*}
P_{M X^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(m, \tilde{x}^{n}, z^{n}\right)=2^{-n R} \mathbb{1}_{\left\{\tilde{x}^{n}=x^{n}(m)\right\}} W_{Z \mid X S=s_{0}}^{\otimes n}\left(z^{n} \mid \tilde{x}^{n}, s_{0}^{n}\right) . \tag{W.2}
\end{equation*}
$$

Considering the random codebook generation, we have

$$
\begin{equation*}
P\left(\mathcal{C}_{n}, k, m, \tilde{s}^{n}, \tilde{x}^{n}, z^{n}\right)=\lambda\left(\mathcal{C}_{n}\right) P^{\left(\mathcal{C}_{n}\right)}\left(k, m, \tilde{s}^{n}, \tilde{x}^{n}, z^{n}\right), \tag{W.3}
\end{equation*}
$$

where $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ is defined in (W.1).
Covert Analysis: Henceforth, we use $P^{\left(\mathcal{C}_{n}\right)}$ when the codebook is fixed, and we use $P_{\cdot \mid C_{n}}$ when the codebook is random. Consider a scenario in which the jammer selects a codeword from its codebook (i.e. $\mathcal{C}_{2}^{(n)}$ ) according to the local randomness $j$, but the transmitter chooses the innocent sequence $x_{0}^{n}$ as the channel input. For this scenario for a fixed codebook $\mathcal{C}_{2}^{(n)}$, the induced joint distribution is as follows

$$
\begin{equation*}
\Upsilon_{J S^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(j, \tilde{s}^{n}, z^{n}\right)=2^{-n R_{J}} \mathbb{1}_{\left\{\tilde{s}^{n}=s^{n}(j)\right\}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, \tilde{s}^{n}\right) . \tag{W.4}
\end{equation*}
$$

Therefore, the distribution induced at the output of the warden is

$$
\begin{equation*}
\Upsilon_{Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(z^{n}\right)=\frac{1}{2^{n R_{J}}} \sum_{j=1}^{2^{n R_{J}}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, s^{n}(j)\right) . \tag{W.5}
\end{equation*}
$$

Also, from (W.2 the distribution induced at the output of the channel by our code design is as follows

$$
\begin{equation*}
P_{Z^{n} \mid C_{n}}\left(z^{n}\right)=\sum_{m=1}^{2^{n R}} 2^{-n R} W_{Z \mid X S=s_{0}}^{\otimes n}\left(z^{n} \mid X^{n}(m), s_{0}^{n}\right) \tag{W.6}
\end{equation*}
$$

Here, the goal is to show that $\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| \Upsilon_{Z^{n} \mid C_{n}}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$. Now, by using the triangle inequality and Lemma 1 we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, \Upsilon_{Z^{n} \mid C_{2}^{(n)}}\right) \leq \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{1}^{\otimes n}\right)+\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{2}^{(n)}}, Q_{2}^{\otimes n}\right) \tag{W.7}
\end{equation*}
$$

where

$$
\begin{align*}
& Q_{1}(\cdot)=\sum_{x \in \mathcal{X}} P_{X}(x) W_{Z \mid X S}\left(\cdot \mid x, s_{0}\right),  \tag{W.8}\\
& Q_{2}(\cdot)=\sum_{s \in \mathcal{S}} P_{S}(s) W_{Z \mid X S}\left(\cdot \mid x_{0}, s\right) . \tag{W.9}
\end{align*}
$$

Therefore, we should have $Q_{1}=Q_{2}$. According to the soft covering lemma [83, Theorem 4] or [77, Corollary VII.4] the first and the second term on the RHS of W.7) vanishes when $n$ grows if

$$
\begin{equation*}
R>\mathbb{I}_{P}(X ; Z) \tag{W.10a}
\end{equation*}
$$

$$
\begin{equation*}
R_{J}>\mathbb{I}_{\Upsilon}(S ; Z) \tag{W.10b}
\end{equation*}
$$

Decoding and Error Probability Analysis: By following the same steps as in [37], the probability of error vanishes when $n$ grows if

$$
\begin{equation*}
R<\mathbb{I}_{P}(X ; Y) \tag{W.11}
\end{equation*}
$$

Combining (W.10) and W.11) and noting that $Q_{1}=Q_{2}$ completes the proof of Theorem 21 .

## APPENDIX X

## PROOF OF THEOREM 22

For simplicity, we consider the case where the time-sharing random variable $Q$ is constant. One can incorporate this into our proof by generating its i.i.d. copies, and sharing it among all parties and conditioning everything on it.

Fix $P_{S_{1}}, P_{X}, P_{S_{2}}$, and $\epsilon>0$ such that, $Q_{Z}=Q_{0}$.
Random Codebook Generation for Communication Mode:

- Let $C_{1}^{(n)} \triangleq\left\{X^{n}(m)\right\}_{m \in \mathcal{M}_{n}}$, where $\mathcal{M}_{n}=\llbracket 1,2^{n R} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{X}^{\otimes n}$. We denote a realization of $C_{1}^{(n)}$ by $\mathcal{C}_{1}^{(n)} \triangleq\left\{x^{n}(m)\right\}_{m \in \mathcal{M}_{n}}$.
- Let $C_{2}^{(n)} \triangleq\left\{S_{1}^{n}(k)\right\}_{k \in \mathcal{K}_{n}}$, where $\mathcal{K}_{n}=\llbracket 1,2^{n R_{K}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{S_{1}}^{\otimes n}$. We denote a realization of $C_{2}^{(n)}$ by $\mathcal{C}_{2}^{(n)} \triangleq\left\{s_{1}^{n}(k)\right\}_{k \in \mathcal{K}_{n}}$.


## Random Codebook Generation for No-Communication Mode:

- Let $C_{3}^{(n)} \triangleq\left\{S_{2}^{n}(k)\right\}_{k \in \mathcal{K}}$ be a random codebook consisting of independent random sequences, each generated according to $P_{S_{2}}^{\otimes n}$. We denote a realization of $C_{3}^{(n)}$ by $\mathcal{C}_{3}^{(n)} \triangleq$ $\left\{s_{2}^{n}(k)\right\}_{k \in \mathcal{K}}$.

Also, $C_{n}=\left\{C_{1}^{(n)}, C_{2}^{(n)}, C_{3}^{(n)}\right\}$ denotes a random codebook and $\mathcal{C}_{n}=\left\{\mathcal{C}_{1}^{(n)}, \mathcal{C}_{2}^{(n)}, \mathcal{C}_{3}^{(n)}\right\}$ denotes a fixed codebook. The set of all possible values of $C_{n}$ is denoted by $\mathfrak{C}_{n}$. The codebook construction described above induces the PMF $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ over the codebook ensemble. For each $\mathcal{C}_{n} \in \mathfrak{C}_{n}$

$$
\begin{equation*}
\lambda\left(\mathcal{C}_{n}\right)=\prod_{m \in \mathcal{M}_{n}} P_{X}^{\otimes n}\left(x^{n}(m)\right) \prod_{k^{\prime} \in \mathcal{K}_{n}} P_{S}^{\otimes n}\left(s^{n}\left(k^{\prime}\right)\right) \prod_{k^{\prime \prime} \in \mathcal{K}_{n}} P_{S}^{\otimes n}\left(s^{n}\left(k^{\prime \prime}\right)\right) . \tag{X.1}
\end{equation*}
$$

Encoding for Communication Mode: To send the message $m$, the transmitter computes $x^{n}(m)$ and transmits it over the channel. Also, given the key $k$, the jammer computes $s_{1}^{n}(k)$ and transmits it over the channel.

For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution is

$$
\begin{equation*}
P_{K M S_{1}^{n} X^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, m, \tilde{s}_{1}^{n}, \tilde{x}^{n}, z^{n}\right)=2^{-n\left(R_{K}+R\right)} \mathbb{1}_{\left\{\tilde{s}_{1}^{n}=s_{1}^{n}(k)\right\} \cap\left\{\tilde{x}^{n}=x^{n}(m)\right\}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid \tilde{x}^{n}, \tilde{s}_{1}^{n}\right) . \tag{X.2}
\end{equation*}
$$

Considering the random codebook generation, we have

$$
\begin{equation*}
P\left(\mathcal{C}_{n}, k, m, \tilde{s}^{n}, \tilde{x}^{n}, z^{n}\right)=\lambda\left(\mathcal{C}_{n}\right) P^{\left(\mathcal{C}_{n}\right)}\left(k, m, \tilde{s}^{n}, \tilde{x}^{n}, z^{n}\right), \tag{X.3}
\end{equation*}
$$

where $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ is defined in X.1).
Encoding for No-Communication Mode: When the transmitter is not communicating with the receiver, and therefore it transmits $x_{0}^{n}$, the jammer computes a sequence $s_{2}^{n}(k)$ according to the key $k$, and transmits it over the channel. For this scenario for a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution is as follows

$$
\begin{equation*}
\Upsilon_{K S_{2}^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, \tilde{s}_{2}^{n}, z^{n}\right)=\frac{1}{2^{n R_{K}}} \mathbb{1}_{\left\{\tilde{s}_{2}^{n}=s_{2}^{n}(k)\right\}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, \tilde{s}_{2}^{n}\right) . \tag{X.4}
\end{equation*}
$$

Therefore, the distribution induced at the output of the warden is

$$
\begin{equation*}
\Upsilon_{Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(z^{n}\right)=\frac{1}{2^{n R_{K}}} \sum_{j=1}^{2^{n R_{K}}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, s_{2}^{n}(k)\right) . \tag{X.5}
\end{equation*}
$$

For this scenario if $R_{K}>\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right)$ then according to soft covering lemma [83, Theorem 4] or [77, Corollary VII.4], we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{X.6}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{0}(\cdot)=\sum_{s_{2} \in \mathcal{S}_{2}} P_{S_{2}}\left(s_{2}\right) W_{Z \mid X=0, S_{2}}\left(\cdot \mid x_{0}, s_{2}\right) \tag{X.7}
\end{equation*}
$$

Note that if $R_{K}<\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right)$ according to Shannon's channel coding theorem, the warden might be able to decode $J$, which reduces the problem to the point to point channel for which the covert rate will be zero.

Covert Analysis: Henceforth, we use $P^{\left(\mathcal{C}_{n}\right)}$ when the codebook is fixed, and we use $P_{\cdot \mid C_{n}}$ when the codebook is random. Our goal is to show that the coding scheme described above guarantees that

$$
\begin{equation*}
\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| \Upsilon_{Z^{n} \mid C_{n}}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{X.8}
\end{equation*}
$$

To show that X.8 holds by using Lemma 1 and the triangle inequality we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, \Upsilon_{Z^{n} \mid C_{n}}\right) \leq \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right)+\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) \tag{X.9}
\end{equation*}
$$

From X.6) the second term on the RHS of X.9) vanishes when $n$ grows. To bound the first term on the RHS of X.9) we first show that the coding scheme described above guarantees that

$$
\begin{equation*}
\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{X.10}
\end{equation*}
$$

where

$$
\begin{gather*}
P_{Z^{n} \mid C_{n}}\left(z^{n}\right)=\sum_{k=1}^{2^{n R_{K}}} \sum_{m=1}^{2^{n R}} 2^{-n\left(R_{K}+R\right)} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid X^{n}(m), S_{1}^{n}(k)\right),  \tag{X.11}\\
Q_{Z}(\cdot)=\sum_{s_{1} \in \mathcal{S}_{1}} \sum_{x \in \mathcal{X}} P_{S_{1}}\left(s_{1}\right) P_{X}(x) W_{Z \mid X S}\left(\cdot \mid x, s_{1}\right) . \tag{X.12}
\end{gather*}
$$

Then, we choose $P_{S_{1}}, P_{X}$, and $P_{S_{2}}$ such that $Q_{Z}=Q_{0}$. One can show that $\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$ if

$$
\begin{align*}
R_{K} & >\mathbb{I}_{P}\left(S_{1} ; Z\right),  \tag{X.13a}\\
R & >\mathbb{I}_{P}(X ; Z),  \tag{X.13b}\\
R_{K}+R & >\mathbb{I}_{P}\left(X, S_{1} ; Z\right) . \tag{X.13c}
\end{align*}
$$

Therefore, from X.9) and using Lemma 1 we have $\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$.
Decoding and Error Probability Analysis: By following the same steps as in [37], the probability of error vanishes when $n$ grows if

$$
\begin{equation*}
R<\mathbb{I}_{P}\left(X ; Y \mid S_{1}\right) . \tag{X.14}
\end{equation*}
$$

## APPENDIX Y

## PROOF OF THEOREM 23

Fix $P_{S_{1}}, P_{X \mid S_{1}}, P_{S_{2}}$, and $\epsilon>0$ such that, $Q_{Z}=Q_{0}$.

## Random Codebook Generation for Communication Mode:

- Let $C_{1}^{(n)} \triangleq\left\{S_{1}^{n}(k)\right\}_{k \in \mathcal{K}_{n}}$, where $\mathcal{K}_{n}=\llbracket 1,2^{n R_{K}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{S_{1}}^{\otimes n}$. We denote a realization of $C_{1}^{(n)}$ by $\mathcal{C}_{1}^{(n)} \triangleq\left\{s_{1}^{n}(k)\right\}_{k \in \mathcal{K}_{n}}$.
- Fix $\mathcal{C}_{1}^{(n)}$ and for every $k \in \mathcal{K}_{n}$ let $C_{2}^{(n)} \triangleq\left\{X^{n}(k, m)\right\}_{m \in \mathcal{M}_{n}}$, where $\mathcal{M}_{n}=\llbracket 1,2^{n R} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{X \mid S_{1}=s_{1}(k)}^{\otimes n}$. We denote a realization of $C_{2}^{(n)}$ by $\mathcal{C}_{2}^{(n)} \triangleq\left\{x^{n}(k, m)\right\}_{m \in \mathcal{M}}$.


## Random Codebook Generation for No-Communication Mode:

- Let $C_{3}^{(n)} \triangleq\left\{S_{2}^{n}(k)\right\}_{k \in \mathcal{K}}$ be a random codebook consisting of independent random sequences, each generated according to $P_{S_{2}}^{\otimes n}$. We denote a realization of $C_{3}^{(n)}$ by $\mathcal{C}_{3}^{(n)} \triangleq$ $\left\{s_{2}^{n}(k)\right\}_{k \in \mathcal{K}}$.

Also, $C_{n}=\left\{C_{1}^{(n)}, C_{2}^{(n)}, C_{3}^{(n)}\right\}$ denotes a random codebook and $\mathcal{C}_{n}=\left\{\mathcal{C}_{1}^{(n)}, \mathcal{C}_{2}^{(n)}, \mathcal{C}_{3}^{(n)}\right\}$ denotes a fixed codebook. The set of all possible values of $C_{n}$ is denoted by $\mathfrak{C}_{n}$. The codebook construction described above induces the PMF $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ over the codebook ensemble. For each $\mathcal{C}_{n} \in \mathfrak{C}_{n}$

$$
\begin{equation*}
\lambda\left(\mathcal{C}_{n}\right)=\prod_{k \in \mathcal{K}_{n}} P_{S}^{\otimes n}\left(s^{n}(k)\right) \prod_{\left(k^{\prime}, m\right) \in \mathcal{K}_{n} \times \mathcal{M}_{n}} P_{X \mid S}^{\otimes n}\left(x^{n}\left(k^{\prime}, m\right) \mid s^{n}\left(k^{\prime}\right)\right) \prod_{k^{\prime \prime} \in \mathcal{K}_{n}} P_{S}^{\otimes n}\left(s^{n}\left(k^{\prime \prime}\right)\right) . \tag{Y.1}
\end{equation*}
$$

Encoding for Communication Mode: The jammer computes $s^{n}(k)$ according to the shared key $k$ and transmits it over the channel. Given the key $k$, the encoder computes $x^{n}(k, m)$ according to the message $m$ and transmits it over the channel.

For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution is

$$
\begin{equation*}
P_{K, M, S^{n}, X^{n}, Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, m, \tilde{s}^{n}, \tilde{x}^{n}, z^{n}\right)=2^{-n\left(R_{K}+R\right)} \mathbb{1}_{\left\{\tilde{s}^{n}=s^{n}(k)\right\} \cap\left\{\tilde{x}^{n}=x^{n}(k, m)\right\}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid \tilde{x}^{n}, \tilde{s}^{n}\right) . \tag{Y.2}
\end{equation*}
$$

Considering the random codebook generation, we have

$$
\begin{equation*}
P\left(\mathcal{C}_{n}, k, m, \tilde{s}^{n}, \tilde{x}^{n}, z^{n}\right)=\lambda\left(\mathcal{C}_{n}\right) P^{\left(\mathcal{C}_{n}\right)}\left(k, m, \tilde{s}^{n}, \tilde{x}^{n}, z^{n}\right), \tag{Y.3}
\end{equation*}
$$

where $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ is defined in Y.1).
Encoding for No-Communication Mode: When the transmitter is not communicating with the receiver, and therefore it transmits $x_{0}^{n}$, the jammer computes a sequence $s_{2}^{n}(k)$ according to the key $k$, and transmits it over the channel. For this scenario for a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution is as follows

$$
\begin{equation*}
\Upsilon_{K S_{2}^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, \tilde{s}_{2}^{n}, z^{n}\right)=\frac{1}{2^{n R_{K}}} \mathbb{1}_{\left\{s_{2}^{n}=s_{2}^{n}(k)\right\}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, \tilde{s}_{2}^{n}\right) . \tag{Y.4}
\end{equation*}
$$

Therefore, the distribution induced at the output of the warden for a random codebook is

$$
\begin{equation*}
\Upsilon_{Z^{n} \mid C_{n}}\left(z^{n}\right)=2^{-n R_{K}} \sum_{k=1}^{2^{n R_{K}}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, S_{2}^{n}(k)\right) . \tag{Y.5}
\end{equation*}
$$

For this scenario if $R_{K}>\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right)$ according to soft covering lemma [83, Theorem 4] or [77, Corollary VII.4], we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}}\left[\mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{Y.6}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{0}(\cdot)=\sum_{s_{2} \in \mathcal{S}_{2}} P_{S_{2}}\left(s_{2}\right) W_{Z \mid X S}\left(\cdot \mid x_{0}, s_{2}\right) \tag{Y.7}
\end{equation*}
$$

Note that if $R_{K}<\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right)$ according to Shannon's channel coding theorem, the warden might be able to decode $K$, which reduces the problem to the point to point channel for which the covert rate will be zero.

Covert Analysis: Our goal is to show that the coding scheme described above guarantees that

$$
\begin{equation*}
\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| \Upsilon_{Z^{n} \mid C_{n}}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{Y.8}
\end{equation*}
$$

To show that Y.8 holds by using Lemma 1 and the triangle inequality we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}}\left[\mathbb{V}\left(P_{Z^{n} \mid C_{n}}, \Upsilon_{Z^{n} \mid C_{n}}\right)\right] \leq \mathbb{E}_{C_{n}}\left[\mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right)\right]+\mathbb{E}_{C_{n}}\left[\mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right)\right] \tag{Y.9}
\end{equation*}
$$

From (Y.6) the second term on the RHS of Y.9) vanishes when $n$ grows. To bound the first term on the RHS of Y.9) we first show that the coding scheme described above guarantees that

$$
\begin{equation*}
\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{Y.10}
\end{equation*}
$$

where $Q_{Z}^{\otimes n}=\prod_{i=1}^{n} Q_{Z}$ and

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{s_{1} \in \mathcal{S}_{1}} \sum_{x \in \mathcal{X}} P_{S_{1}}\left(s_{1}\right) P_{X \mid S_{1}}\left(x \mid s_{1}\right) W_{Z \mid X S}\left(\cdot \mid x, s_{1}\right) \tag{Y.11}
\end{equation*}
$$

Then, we choose $P_{S_{1}}, P_{X \mid S_{1}}$, and $P_{S_{2}}$ such that $Q_{Z}=Q_{0}$. From (Y.2) we have,

$$
\begin{equation*}
P_{Z^{n} \mid C_{n}}\left(z^{n}\right)=2^{-n\left(R_{K}+R\right)} \sum_{k=1}^{2^{n R_{K}}} \sum_{m=1}^{2^{n R}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid X^{n}(k, m), S_{1}^{n}(k)\right) . \tag{Y.12}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
& \mathbb{E}_{C_{r}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{r}}| | Q_{Z}^{\otimes n}\right)\right] \\
& =\mathbb{E}_{C_{r}}\left[\sum_{z^{n}} P_{Z^{n} \mid C_{r}}\left(z^{n}\right) \log \frac{P_{Z^{n} \mid C_{r}}\left(z^{n}\right)}{Q_{Z}^{\otimes n}\left(z^{n}\right)}\right] \\
& =\mathbb{E}_{C_{r}}\left[\sum_{z^{n}} \frac{1}{2^{n\left(R_{K}+R\right)}} \sum_{(k, m)} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid X^{n}(k, m), S_{1}^{n}(k)\right)\right. \\
& \times \log \frac{\frac{1}{2^{n\left(R_{K}+R\right)}} \sum_{(\tilde{k}, \tilde{m})} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid X^{n}(\tilde{k}, \tilde{m}), S_{1}^{n}(\tilde{k})\right)}{Q_{Z}^{\otimes n}\left(z^{n}\right)}
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(a)}{\leq} \frac{1}{2^{n\left(R_{K}+R\right)}} \sum_{(k, m)} \sum_{\left(x^{n}, s_{1}^{n}, z^{n}\right)} P_{X S_{1} Z}^{\otimes n}\left(x^{n}(k, m), s_{1}^{n}(k), z^{n}\right) \\
& \times \log \mathbb{E}_{\backslash(k, m)}\left[\frac{\sum_{(\tilde{k}, \tilde{m})} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid X^{n}(\tilde{k}, \tilde{m}), S_{1}^{n}(\tilde{k})\right)}{2^{n\left(R_{K}+R\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right] \\
& =\frac{1}{2^{n\left(R_{K}+R\right)}} \sum_{(k, m)} \sum_{\left(x^{n}, s_{1}^{n}, z^{n}\right)} P_{X S_{1} Z}^{\otimes n}\left(x^{n}(k, m), s_{1}^{n}(k), z^{n}\right) \log \mathbb{E}_{\backslash(k, m)}\left[\frac{W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x^{n}(k, m), s_{1}^{n}(k)\right)}{2^{n\left(R_{K}+R\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right. \\
& \left.+\frac{\sum_{\tilde{m} \neq m} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid X^{n}(k, \tilde{m}), s_{1}^{n}(k)\right)}{2^{n\left(R_{K}+R\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{\sum_{\tilde{k} \neq k} \sum_{\tilde{m}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid X^{n}(\tilde{k}, \tilde{m}), S_{1}^{n}(\tilde{k})\right)}{2^{n\left(R_{K}+R\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right] \\
& \stackrel{(b)}{\leq} \frac{1}{2^{n\left(R_{K}+R\right)}} \sum_{(k, m)} \sum_{\left(x^{n}, s_{1}^{n}, z^{n}\right)} P_{X, S_{1}, Z}^{\otimes n}\left(x^{n}(k, m), s_{1}^{n}(k), z^{n}\right) \log \left[\frac{W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x^{n}(k, m), s_{1}^{n}(k)\right)}{2^{n\left(R_{K}+R\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right. \\
& \left.+\frac{\sum_{\tilde{m} \neq m} W_{Z \mid S}^{\otimes n}\left(z^{n} \mid s_{1}^{n}(k)\right)}{2^{n\left(R_{K}+R\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right] \\
& \leq \frac{1}{2^{n\left(R_{K}+R\right)}} \sum_{(k, m)} \sum_{\left(x^{n}, s_{1}^{n}, z^{n}\right)} P_{X S_{1} Z}^{\otimes n}\left(x^{n}(k, m), s_{1}^{n}(k), z^{n}\right) \log \left[\frac{W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x^{n}(k, m), s_{1}^{n}(k)\right)}{2^{n\left(R_{K}+R\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right. \\
& \left.+\frac{W_{Z \mid S}^{\otimes n}\left(z^{n} \mid s_{1}^{n}(k)\right)}{2^{n R_{K}} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right] \\
& \triangleq \Psi_{1}+\Psi_{2} \tag{Y.13}
\end{align*}
$$

where ( $a$ ) follows from Jensen's inequality and $(b)$ follows by taking expectation with respect to $\backslash(k, m)$ and by removing some terms from the denominator of the first term in the log function and adding one term to the nominator of the second term in the log function. We defined $\Psi_{1}$ and $\Psi_{2}$ as

$$
\begin{align*}
\Psi_{1}= & \frac{1}{2^{n\left(R_{K}+R\right)}} \sum_{(k, m)} \sum_{\left(x^{n}, s_{1}^{n}, z^{n}\right) \in \mathcal{T}_{\epsilon}^{(r)}} P_{X S_{1} Z}^{\otimes n}\left(x^{n}(k, m), s_{1}^{n}(k), z^{n}\right) \\
& \times \log \left[\frac{W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x^{n}(k, m), s_{1}^{n}(k)\right)}{2^{n\left(R_{K}+R\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid S}^{\otimes n}\left(z^{n} \mid s_{1}^{n}(k)\right)}{2^{n R_{K}} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right] \\
\leq & \log \left(\frac{2^{-r(1-\epsilon) \mathbb{H}\left(Z \mid X, S_{1}\right)}}{2^{n\left(R_{K}+R\right)} 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+\frac{2^{-r(1-\epsilon) \mathbb{H}\left(Z \mid S_{1}\right)}}{2^{n R_{K}} 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+1\right) \tag{Y.14}
\end{align*}
$$

and

$$
\begin{align*}
\Psi_{2}= & \frac{1}{2^{n\left(R_{K}+R\right)}} \sum_{(k, m)} \sum_{\left(x^{n}, s_{1}^{n}, z^{n}\right) \notin \mathcal{T}_{\epsilon}^{(r)}} P_{X S_{1} Z}^{\otimes n}\left(x^{n}(k, m), s_{1}^{n}(k), z^{n}\right) \\
& \times \log \left[\frac{W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x^{n}(k, m), s_{1}^{n}(k)\right)}{2^{n\left(R_{K}+R\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid S}^{\otimes n}\left(z^{n} \mid s_{1}^{n}(k)\right)}{2^{n R_{K}} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right] \\
\leq & 2|\mathcal{X}|\left|\mathcal{S}_{1}\right||\mathcal{Z}| e^{-n \epsilon^{2} \mu_{X, S_{1}, z} n \log \left(\frac{2}{\mu_{Z}}+1\right) .} . \tag{Y.15}
\end{align*}
$$

where

$$
\begin{align*}
\mu_{Z} & =\min _{\substack{z \in \mathcal{Z} \\
\text { s.t. } Q_{z}>0}} Q(z)  \tag{Y.16}\\
\mu_{X, S, Z} & =\min _{\substack{\left(x, s_{1}, z\right) \in\left(\mathcal{X}, \mathcal{S}_{1}, \mathcal{Z}\right) \\
\text { s.t. } Q\left(x, s_{1}, z\right)>0}} Q\left(x, s_{1}, z\right) \tag{Y.17}
\end{align*}
$$

When $n \rightarrow \infty$ then $\Psi_{2} \rightarrow 0$ and $\Psi_{1} \rightarrow 0$ when $n$ grows if

$$
\begin{gather*}
R_{K}>\mathbb{I}_{P}\left(S_{1} ; Z\right),  \tag{Y.18a}\\
R_{K}+R>\mathbb{I}_{P}\left(X, S_{1} ; Z\right) . \tag{Y.18b}
\end{gather*}
$$

Decoding and Error Probability Analysis: By following the same steps as in [37], the probability of error vanishes when $n$ grows if

$$
\begin{equation*}
R<\mathbb{I}_{P}\left(X ; Y \mid S_{1}\right) \tag{Y.19}
\end{equation*}
$$

## APPENDIX Z
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To prove the upper bound for the case that the jammer has an unlimited source of local randomness and transmits an i.i.d. sequence when communication is not happening, consider any sequence of codes with length $n$ such that $P_{e}^{(n)} \leq \epsilon_{n}$ and $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$ where $\lim _{n \rightarrow \infty} \epsilon_{n}=0$. Note that the converse is consistent with the model and does not require $\delta$ to vanish.

Epsilon Rate Region: We first define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ that expands the region defined in (4.38) as follows.

$$
\mathcal{A}_{\epsilon}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists P_{S X Y Z} \in \mathcal{D}_{\epsilon}:  \tag{Z.1a}\\
R \leq \mathbb{I}(X ; Y \mid S)+\epsilon \\
R_{K} \geq \max \{\mathbb{I}(X, S ; Z)-\mathbb{I}(X ; Y \mid S), \mathbb{I}(S ; Z)\}-3 \epsilon
\end{array}\right\}
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
P_{S X Y Z}:  \tag{Z.1b}\\
P_{S X Y Z}=P_{S} P_{X \mid S} W_{Y Z \mid X S} \\
\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon
\end{array}\right\} .
$$

We next show that if a rate $R$ is achievable, then $R \in \mathcal{A}_{\epsilon}$ for any $\epsilon>0$. For any $\epsilon_{n}>0$, we start by upper bounding $n R$ using standard techniques.

$$
\begin{aligned}
n R & =\mathbb{H}(M) \\
& \stackrel{(a)}{\leq} \mathbb{H}\left(M \mid S^{n}\right)-\mathbb{H}\left(M \mid Y^{n}, S^{n}\right)+n \epsilon_{n} \\
& =\mathbb{I}\left(M ; Y^{n} \mid S^{n}\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid Y^{i-1}, S^{n}\right)+n \epsilon_{n}
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid Y^{i-1}, S^{n}\right)-\mathbb{H}\left(Y_{i} \mid M, Y^{i-1}, S^{n}\right)\right]+n \epsilon_{n} \\
& \leq \sum_{i=1}^{(b)}\left[\mathbb{H}\left(Y_{i} \mid S_{i}\right)-\mathbb{H}\left(Y_{i} \mid M, Y^{i-1}, S^{n}, X^{n}\right)\right]+n \epsilon_{n} \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid S_{i}\right)-\mathbb{H}\left(Y_{i} \mid S_{i}, X_{i}\right)\right]+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(X_{i} ; Y_{i} \mid S_{i}\right)+n \epsilon_{n} \\
& \text { (c) } n \mathbb{I}(\tilde{X} ; \tilde{Y} \mid \tilde{S})+n \epsilon_{n}  \tag{Z.2}\\
& \leq(d)  \tag{Z.3}\\
& \leq n \mathbb{I}(\tilde{X} ; \tilde{Y} \mid \tilde{S})+n \epsilon
\end{align*}
$$

where
(a) follows from Fano's inequality and independence of $M$ from $S^{n}$;
(b) holds because conditioning does not increase entropy;
(c) follows from the concavity of mutual information, with the resulting random variables $\tilde{X}, \tilde{S}, \tilde{Y}$, and $\tilde{Z}$ to having the following distributions

$$
\begin{align*}
\tilde{P}_{X, S}(x, s) & \triangleq \frac{1}{n} \sum_{i=1}^{n} P_{X_{i}, S_{i}}(x, s)  \tag{Z.4a}\\
\tilde{P}_{X, S, Y, Z}(x, s, y, z) & \triangleq \tilde{P}_{X, S}(x, s) W_{Y Z \mid X S}(y, z \mid x, s) \tag{Z.4b}
\end{align*}
$$

(d) follows by defining $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu \geq \frac{\delta}{n}\right\}$.

We also have,

$$
\begin{aligned}
n\left(R+R_{K}\right) & \geq \mathbb{H}(M, K) \\
& =\mathbb{H}(M, K) \\
& \geq \mathbb{I}\left(M, K ; Z^{n}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(M, K, X^{n}, S^{n} ; Z^{n}\right)
\end{aligned}
$$

$$
\begin{align*}
& \geq \mathbb{I}\left(X^{n}, S^{n} ; Z^{n}\right) \\
& =\sum_{x^{n}} \sum_{s^{n}} \sum_{z^{n}} P\left(x^{n}, s^{n}, z^{n}\right) \log \frac{W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x^{n}, s^{n}\right)}{P\left(z^{n}\right)} \\
& \geq \sum_{x^{n}} \sum_{s^{n}} \sum_{z^{n}} P\left(x^{n}, s^{n}, z^{n}\right) \log \frac{W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x^{n}, s^{n}\right)}{P\left(z^{n}\right)}+\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right)-\delta \\
& \geq \sum_{i=1}^{n} \sum_{x_{i}} \sum_{s_{i}} \sum_{z_{i}} P\left(x_{i}, s_{i}, z_{i}\right) \log \frac{W_{Z \mid X S}\left(z_{i} \mid x_{i}, s_{i}\right)}{Q_{0}\left(z_{i}\right)}-\delta \\
& =\sum_{i=1}^{n} \mathbb{D}\left(P_{X_{i}, S_{i}, Z_{i}} \| P_{X_{i}, S_{i}} Q_{0}\right)-\delta \\
& \stackrel{(b)}{\geq} n \mathbb{D}\left(\tilde{P}_{X, S, Z} \| \tilde{P}_{X, S} Q_{0}\right)-\delta \\
& =n \mathbb{D}\left(\tilde{P}_{X, S, Z} \| \tilde{P}_{X, S} \tilde{P}_{Z}\right)+\mathbb{D}\left(\tilde{P}_{Z} \| Q_{0}\right)-\delta \\
& (c)  \tag{Z.5}\\
& \geq n \mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Z})-2 \delta
\end{align*}
$$

where
(a) follows because $X^{n}$ is a function of $\left(M, K, S^{n}\right)$ and $S^{n}$ is a function of $K$;
(b) follows from Jensen's inequality, the convexity of $\mathbb{D}(\cdot \| \cdot)$, and concavity of $\mathbb{H}(\cdot)$;
(c) follows from the definition of random variables $\tilde{X}, \tilde{S}, \tilde{Y}$, and $\tilde{Z}$ in (Z.4).

From (Z.5) for any $\nu>0$, choosing $n$ large enough ensures that

$$
\begin{align*}
R+R_{K} & \geq \mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Z})-2 \nu \\
& \geq \mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Z})-2 \epsilon, \tag{Z.6}
\end{align*}
$$

where the last equality follows from the definition of $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$. We now have,

$$
\begin{aligned}
n R_{K} & \geq \mathbb{H}(K) \\
& \geq \mathbb{I}\left(K ; Z^{n}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(K, S^{n} ; Z^{n}\right)
\end{aligned}
$$

$$
\begin{align*}
& \geq \mathbb{I}\left(S^{n} ; Z^{n}\right) \\
& =\mathbb{I}\left(X^{n}, S^{n} ; Z^{n}\right)-\mathbb{I}\left(X^{n} ; Z^{n} \mid S^{n}\right) \\
& \stackrel{(b)}{\geq} \sum_{x^{n}} \sum_{s^{n}} \sum_{z^{n}} P\left(x^{n}, s^{n}, z^{n}\right) \log \frac{W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x^{n}, s^{n}\right)}{P\left(z^{n}\right)}-\sum_{i=1}^{n} \mathbb{I}\left(X_{i} ; Z_{i} \mid S_{i}\right) \\
& \geq \sum_{x^{n}} \sum_{s^{n}} \sum_{z^{n}} P\left(x^{n}, s^{n}, z^{n}\right) \log \frac{W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x^{n}, s^{n}\right)}{P\left(z^{n}\right)}+\mathbb{D}\left(P_{Z^{n}}| | Q_{0}^{\otimes n}\right)-\sum_{i=1}^{n} \mathbb{I}\left(X_{i} ; Z_{i} \mid S_{i}\right)-\delta \\
& \geq \sum_{i=1}^{n} \sum_{x_{i}} \sum_{s_{i}} \sum_{z_{i}} P\left(x_{i}, s_{i}, z_{i}\right) \log \frac{W_{Z \mid X S}\left(z_{i} \mid x_{i}, s_{i}\right)}{Q_{0}\left(z_{i}\right)}-\sum_{i=1}^{n} \mathbb{I}\left(X_{i} ; Z_{i} \mid S_{i}\right)-\delta \\
& =\sum_{i=1}^{n} \sum_{x_{i}} \sum_{s_{i}} \sum_{z_{i}} P\left(x_{i}, s_{i}, z_{i}\right) \log \frac{W_{Z \mid X S}\left(z_{i} \mid x_{i}, s_{i}\right)}{Q_{0}\left(z_{i}\right)} \\
& \\
& -\sum_{i=1}^{n} \sum_{x_{i}} \sum_{s_{i}} \sum_{z_{i}} P\left(x_{i}, s_{i}, z_{i}\right) \log \frac{W_{Z \mid X S}\left(z_{i} \mid x_{i}, s_{i}\right)}{P_{Z \mid S}\left(z_{i} \mid s_{i}\right)}-\delta \\
& = \\
& \sum_{i=1}^{n} \sum_{x_{i}} \sum_{s_{i}} \sum_{z_{i}} P\left(x_{i}, s_{i}, z_{i}\right)\left[\log \frac{W_{Z \mid X S}\left(z_{i} \mid x_{i}, s_{i}\right)}{Q_{0}\left(z_{i}\right)}-\log \frac{W_{Z \mid X S}\left(z_{i} \mid x_{i}, s_{i}\right)}{P_{Z \mid S}\left(z_{i} \mid s_{i}\right)}\right]-\delta \\
& =\sum_{i=1}^{n} \sum_{x_{i}} \sum_{s_{i}} \sum_{z_{i}} P\left(x_{i}, s_{i}, z_{i}\right) \log \frac{P_{Z \mid S}\left(z_{i} \mid s_{i}\right)}{Q_{0}\left(z_{i}\right)}-\delta \\
& =\sum_{i=1}^{n} \mathbb{D}\left(P_{S_{i}, Z_{i}}| | P_{S_{i}} Q_{0}\right)-\delta \\
& (c) \\
& \geq n \mathbb{D}\left(\tilde{P}_{S, Z} \| \tilde{P}_{S} Q_{0}\right)-\delta  \tag{Z.7}\\
& =n \mathbb{D}\left(\tilde{P}_{S, Z} \| \tilde{P}_{S} \tilde{P}_{Z}\right)+\mathbb{D}\left(\tilde{P}_{Z}| | Q_{0}\right)-\delta \\
& \geq n \mathbb{I}(\tilde{S} ; \tilde{Z})-2 \delta
\end{align*}
$$

where
(a) follows because $S^{n}$ is a function of $J$;
(b) follows from Jensen's inequality, the convexity of $\mathbb{D}(\cdot \| \cdot)$, and concavity of $\mathbb{H}(\cdot)$;
(c) follows from the definition of random variables $\tilde{X}, \tilde{S}, \tilde{Y}$, and $\tilde{Z}$ in (Z.4).

From (Z.7) for any $\nu>0$, choosing $n$ large enough ensures that

$$
R_{K} \geq \mathbb{I}(\tilde{S} ; \tilde{Z})-2 \nu
$$

$$
\begin{equation*}
\geq \mathbb{I}(\tilde{S} ; \tilde{Z})-2 \epsilon, \tag{Z.8}
\end{equation*}
$$

where the last equality follows from the definition of $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$. To show that $\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon$, note that for $n$ large enough

$$
\begin{align*}
\mathbb{D}\left(P_{Z} \| Q_{0}\right) & =\mathbb{D}\left(P_{\tilde{Z}} \| Q_{0}\right)=\mathbb{D}\left(\frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}} \| Q_{0}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \leq \frac{1}{n} \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \frac{\delta}{n} \leq \nu \leq \epsilon \tag{Z.9}
\end{align*}
$$

Combining (Z.3), (Z.6), and (Z.8) shows that $\forall \epsilon_{n}, \nu>0, C_{\mathrm{FK}} \subseteq \mathcal{A}_{\epsilon}$.
Continuity at Zero: The proof for continuity at zero is similar to that of Appendix N.

## APPENDIX AA

## PROOF OF LEMMA 4

We Prove Lemma 4 in two different cases. First when $R_{2}>\mathbb{I}\left(X_{2} ; Z\right)$, for this case we have

$$
\begin{align*}
& \mathbb{E}_{C_{1}, C_{2}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{1}, C_{2}} \| P_{Z^{n} \mid C_{2}}\right)\right] \\
& \stackrel{(a)}{\leq} \sqrt{2 \ln 2} \log \left(\frac{1}{\mu_{Q}}\right) \mathbb{E}_{C_{1}, C_{2}}\left[\sqrt{\mathbb{D}\left(P_{Z^{n} \mid C_{1}, C_{2}} \| Q_{Z}^{\otimes n}\right)}+\sqrt{\mathbb{D}\left(P_{Z^{n} \mid C_{2}}| | Q_{Z}^{\otimes n}\right)}\right] \\
& \stackrel{(b)}{\leq} \sqrt{2 \ln 2} \log \left(\frac{1}{\mu_{Q}}\right)\left[\sqrt{\mathbb{E}_{C_{1}, C_{2}}\left(\mathbb{D}\left(P_{Z^{n} \mid C_{1}, C_{2}} \| Q_{Z}^{\otimes n}\right)\right)}+\sqrt{\mathbb{E}_{C_{1}, C_{2}}\left(\mathbb{D}\left(P_{Z^{n} \mid C_{2}} \| Q_{Z}^{\otimes n}\right)\right)}\right] \tag{AA.1}
\end{align*}
$$

where (a) follows from [93, Lemma 38], for finite output alphabet $\mathcal{Z}, Q_{Z}(\cdot)=$ $\sum_{x_{1}} \sum_{x_{2}} P\left(x_{1}\right) P\left(x_{2}\right) W_{Z \mid X_{1} X_{2}}\left(\cdot \mid x_{1}, x_{2}\right)$, and $\mu_{Q} \triangleq \min _{z \in \mathcal{Z}: Q_{Z}>0} Q_{Z}(z)$, and (b) follows from Jensen's inequality. For the first term on the RHS of AA.1 we have

$$
\begin{aligned}
& \mathbb{E}_{C_{1}, C_{2}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{1}, C_{2}}| | Q_{Z}^{\otimes n}\right)\right]=\mathbb{E}_{C_{1}, C_{2}}\left[\sum_{z^{n}} P_{Z^{n} \mid C_{1}, C_{2}}\left(z^{n}\right) \log \frac{P_{Z^{n} \mid C_{1}, C_{2}}\left(z^{n}\right)}{Q_{Z}^{\otimes n}\left(z^{n}\right)}\right] \\
& =\mathbb{E}_{C_{1}, C_{2}}\left[\sum_{z^{n}} \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid X_{1}^{n}\left(m_{1}\right), X_{2}^{n}\left(m_{2}\right)\right)\right. \\
& \left.\quad \times \log \frac{\frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(\tilde{m}_{1}, \tilde{m}_{2}\right)} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid X_{1}^{n}\left(\tilde{m}_{1}\right), X_{2}^{n}\left(\tilde{m}_{2}\right)\right)}{Q_{Z}^{\otimes n}\left(z^{n}\right)}\right]
\end{aligned}
$$

$$
\stackrel{(a)}{\leq} \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right)} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right)
$$

$$
\times \log \mathbb{E}_{\backslash\left(m_{1}, m_{2}\right)}\left[\frac{\sum_{\left(\tilde{m}_{1}, \tilde{m}_{2}\right)} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid X_{1}^{n}\left(\tilde{m}_{1}\right), X_{2}^{n}\left(\tilde{m}_{2}\right)\right)}{2^{n\left(R_{1}+R_{2}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right]
$$

$$
=\frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}\right)} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right)
$$

$$
\times \log \mathbb{E}_{\backslash\left(m_{1}, m_{2}\right)}\left[\frac{W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{2^{n\left(R_{1}+R_{2}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{\sum_{\tilde{m}_{2} \neq m_{2}} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), X_{2}^{n}\left(\tilde{m}_{2}\right)\right)}{2^{n\left(R_{1}+R_{2}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right.
$$

$$
\left.+\frac{\sum_{\tilde{m}_{1} \neq m_{1}} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid X_{1}^{n}\left(\tilde{m}_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{2^{n\left(R_{1}+R_{2}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{\sum_{\tilde{m}_{1} \neq m_{1}} \sum_{\tilde{m}_{2} \neq m_{2}} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid X_{1}^{n}\left(\tilde{m}_{1}\right), X_{2}^{n}\left(\tilde{m}_{2}\right)\right)}{2^{n\left(R_{1}+R_{2}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right]
$$

$$
\begin{aligned}
&= \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right)} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right) \log \left[\frac{W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{2^{n\left(R_{1}+R_{2}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right. \\
&\left.+\frac{\sum_{\tilde{m}_{2} \neq m_{2}} W_{Z \mid X_{1}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right)\right)}{2^{n\left(R_{1}+R_{2}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{\sum_{\tilde{m}_{1} \neq m_{1}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}{2^{n\left(R_{1}+R_{2}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{\sum_{\tilde{m_{1} \neq m_{1}} \tilde{m}_{2} \neq m_{2}} Q_{Z}^{\otimes n}\left(z^{n}\right)}{2^{n\left(R_{1}+R_{2}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right] \\
& \leq \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right)} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right) \log \left[\frac{W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{2^{n\left(R_{1}+R_{2}\right) Q_{Z}^{\otimes n}\left(z^{n}\right)}}\right. \\
&\left.\quad+\frac{W_{Z \mid X_{1}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right)\right)}{2^{n R_{1}} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}{2^{n R_{2}} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right]
\end{aligned}
$$

$$
\begin{equation*}
\triangleq \Psi_{1}+\Psi_{2} \tag{AA.2}
\end{equation*}
$$

where (a) follows from Jensen's inequality. We defined $\Psi_{1}$ and $\Psi_{2}$ as

$$
\begin{align*}
\Psi_{1}= & \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right) \\
& \times \log \left[\frac{W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{2^{n\left(R_{1}+R_{2}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid X_{1}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right)\right)}{2^{n R_{1}} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}{2^{n R_{2}} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right] \\
\leq & \log \left(\frac{2^{-r(1-\epsilon) \mathbb{H}\left(Z \mid X_{1}, X_{2}\right)}}{2^{n\left(R_{1}+R_{2}\right)} 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+\frac{2^{-r(1-\epsilon) \mathbb{H}\left(Z \mid X_{1}\right)}}{2^{n R_{1}} 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+\frac{2^{-r(1-\epsilon) \mathbb{H}\left(Z \mid X_{2}\right)}}{2^{n R_{2}} 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+1\right) \tag{AA.3}
\end{align*}
$$

and

$$
\begin{align*}
\Psi_{2}= & \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right) \notin \mathcal{T}_{\epsilon}^{(n)}} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right) \\
& \times \log \left[\frac{W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{2^{n\left(R_{1}+R_{2}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid X_{1}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right)\right)}{2^{n R_{1}} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}{2^{n R_{2}} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right] \\
\leq & 2\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Z}| e^{-n \epsilon^{2} \mu_{X_{1}, X_{2}, z}} n \log \left(\frac{2}{\mu_{Z}}+1\right) . \tag{AA.4}
\end{align*}
$$

where

$$
\begin{align*}
\mu_{Z} & =\min _{\substack{z \in \mathcal{Z} \\
\text { s.t. } Q_{z}>0}} Q(z)  \tag{AA.5}\\
\mu_{X_{1}, X_{2}, Z} & =\min _{\substack{\left(x_{1}, x_{2}, z\right) \in\left(\mathcal{X}_{1}, \mathcal{X}_{2}, \mathcal{Z}\right) \\
\text { S.t. } Q\left(x_{1}, x_{2}, z\right)>0}} Q\left(x_{1}, x_{2}, z\right) . \tag{AA.6}
\end{align*}
$$

When $n \rightarrow \infty$ then $\Psi_{2} \rightarrow 0$ and $\Psi_{1} \rightarrow 0$ when $n$ grows if ${ }^{11}$

$$
\begin{align*}
& R_{1}>\mathbb{I}\left(X_{1} ; Z\right),  \tag{AA.7a}\\
& R_{2}>\mathbb{I}\left(X_{2} ; Z\right),  \tag{AA.7b}\\
& R_{1}+R_{2}>>\mathbb{I}\left(X_{1}, X_{2} ; Z\right) . \tag{AA.7c}
\end{align*}
$$

Also, since $P_{Z^{n} \mid C_{2}}$ is for a scenario where the first transmitter, transmits an i.i.d. sequence and the second transmitter, transmits a codeword from $C_{2}$ by using AA.7) one can show that the second term on the RHS of AA.1) vanishes when $n$ grows if $R_{2}>\mathbb{I}\left(X_{2} ; Z\right)$. This results to the region in $\mathcal{R}_{1}$.

When $R_{2} \leq \mathbb{I}\left(X_{2} ; Z\right)$ we have

$$
\begin{aligned}
& \mathbb{E}_{C_{1}, C_{2}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{1}, C_{2}}| | P_{Z^{n} \mid C_{2}}\right)\right]=\mathbb{E}_{C_{1}, C_{2}}\left[\sum_{z^{n}} P_{Z^{n} \mid C_{1}, C_{2}}\left(z^{n}\right) \log \frac{P_{Z^{n} \mid C_{1}, C_{2}}\left(z^{n}\right)}{P_{Z^{n} \mid C_{2}}\left(z^{n}\right)}\right] \\
& =\mathbb{E}_{C_{1}, C_{2}}\left[\sum_{z^{n}} \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid X_{1}^{n}\left(m_{1}\right), X_{2}^{n}\left(m_{2}\right)\right)\right. \\
& \times \log \frac{\frac{1}{2^{n\left(R_{1}+R_{2}\right)}}}{\sum_{\left(\tilde{m}_{1}, \tilde{m}_{2}\right)} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid X_{1}^{n}\left(\tilde{m}_{1}\right), X_{2}^{n}\left(\tilde{m}_{2}\right)\right)} \underset{\frac{1}{2^{n R_{2}}} \sum_{m_{2}^{\prime}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid X_{2}^{n}\left(m_{2}^{\prime}\right)\right)}{]} \\
& \stackrel{(a)}{\leq} \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right)} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right) \\
& \times \log \mathbb{E}_{\backslash\left(m_{1}, m_{2}\right)}\left[\frac{\sum_{\left(\tilde{m}_{1}, \tilde{m}_{2}\right)} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid X_{1}^{n}\left(\tilde{m}_{1}\right), X_{2}^{n}\left(\tilde{m}_{2}\right)\right)}{2^{n R_{1}} \sum_{m_{2}^{\prime}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid X_{2}^{n}\left(m_{2}^{\prime}\right)\right)}\right] \\
& =\frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}\right)} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right) \\
& \times \log \mathbb{E}_{\backslash\left(m_{1}, m_{2}\right)}\left[\frac{W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{2^{n R_{1}} \sum_{m_{2}^{\prime}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}^{\prime}\right)\right)}+\frac{\sum_{\tilde{m}_{2} \neq m_{2}} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), X_{2}^{n}\left(\tilde{m}_{2}\right)\right)}{2^{n R_{1}} \sum_{m_{2}^{\prime}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}^{\prime}\right)\right)}\right.
\end{aligned}
$$

${ }^{1}$ In [23] and 94] it has been shown that the first term on the RHS of AA.1) under total variation distance vanishes when $n$ grows.

$$
\begin{equation*}
\triangleq \Psi_{1}+\Psi_{2} \tag{AA.8}
\end{equation*}
$$

where ( $a$ ) follows from Jensen's inequality and (b) follows by taking expectation with respect to $\backslash m_{1}$, removing some terms from the denominator of the first and the second term in the log function, and adding one term to the nominator of the third and the fourth terms in the

$$
\begin{aligned}
& \left.+\frac{\sum_{\tilde{m}_{1} \neq m_{1}} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid X_{1}^{n}\left(\tilde{m}_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{2^{n R_{1}} \sum_{m_{2}^{\prime}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}^{\prime}\right)\right)}+\frac{\sum_{\tilde{m}_{1} \neq m_{1}} \sum_{\tilde{m}_{2} \neq m_{2}} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid X_{1}^{n}\left(\tilde{m}_{1}\right), X_{2}^{n}\left(\tilde{m}_{2}\right)\right)}{2^{n R_{1}} \sum_{m_{2}^{\prime}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}^{\prime}\right)\right)}\right] \\
& \stackrel{(b)}{\leq} \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right)} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right) \log \left[\frac{W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{2^{n R_{1}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}\right. \\
& +\mathbb{E}_{\backslash\left(m_{1}, m_{2}\right)}\left(\frac{\sum_{\tilde{m}_{2} \neq m_{2}} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), X_{2}^{n}\left(\tilde{m}_{2}\right)\right)}{2^{n R_{1}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}\right) \\
& \left.+\mathbb{E}_{\backslash m_{2}}\left(\frac{\sum_{\tilde{m}_{1}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}{2^{n R_{1}} \sum_{m_{2}^{\prime}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid X_{2}^{n}\left(m_{2}^{\prime}\right)\right)}+\frac{\sum_{\tilde{m}_{1}} \sum_{\tilde{m}_{2} \neq m_{2}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid X_{2}^{n}\left(\tilde{m}_{2}\right)\right)}{2^{n R_{1}} \sum_{m_{2}^{\prime}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid X_{2}^{n}\left(m_{2}^{\prime}\right)\right)}\right)\right] \\
& =\frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right)} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right) \log \left[\frac{W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{2^{n R_{1}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}\right. \\
& +\mathbb{E}_{\backslash m_{2}}\left(\frac{\sum_{\tilde{m}_{2} \neq m_{2}} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), X_{2}^{n}\left(\tilde{m}_{2}\right)\right)}{2^{n R_{1}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}\right) \\
& \left.+\mathbb{E}_{\backslash m_{2}}\left(\frac{2^{n R_{1}}}{2^{n R_{1}}} \times \frac{W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}{\sum_{m_{2}^{\prime}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}^{\prime}\right)\right)}+\frac{2^{n R_{1}}}{2^{n R_{1}}} \times \frac{\sum_{\tilde{m}_{2} \neq m_{2}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(\tilde{m}_{2}\right)\right)}{\sum_{m_{2}^{\prime}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}^{\prime}\right)\right)}\right)\right] \\
& =\frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right)} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right) \log \left[\frac{W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{2^{n R_{1}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}\right. \\
& \left.+\frac{\sum_{\tilde{m}_{2} \neq m_{2}} W_{Z \mid X_{1}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right)\right)}{2^{n R_{1}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}+1\right] \\
& \leq \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right)} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right) \log \left[\frac{W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{2^{n R_{1}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}\right. \\
& \left.+\frac{2^{n R_{2}} W_{Z \mid X_{1}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right)\right)}{2^{n R_{1}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}+1\right]
\end{aligned}
$$



Figure AA.1. The orange region depicts $\mathcal{R}_{1}$ and the blue region depicts $\mathcal{R}_{2}$.
$\log$ function. We defined $\Psi_{1}$ and $\Psi_{2}$ as

$$
\begin{align*}
\Psi_{1}= & \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right) \in \mathcal{T}_{\epsilon}^{(r)}} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right) \\
& \times \log \left[\frac{W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{\left.2^{n R_{1} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}+\frac{2^{n R_{2}} W_{Z \mid X_{1}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right)\right)}{2^{n R_{1}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}+1\right]}\right. \\
\leq & \log \left(\frac{2^{-n(1-\epsilon) \mathbb{H}\left(Z \mid X_{1}, X_{2}\right)}}{2^{n R_{1}} 2^{-n(1+\epsilon) \mathbb{H}\left(Z \mid X_{2}\right)}}+\frac{2^{n R_{2}} 2^{-n(1-\epsilon) \mathbb{H}\left(Z \mid X_{1}\right)}}{2^{n R_{1}} 2^{-n(1+\epsilon) \mathbb{H}\left(Z \mid X_{2}\right)}}+1\right) \tag{AA.9}
\end{align*}
$$

and

$$
\begin{align*}
\Psi_{2}= & \frac{1}{2^{n\left(R_{1}+R_{2}\right)}} \sum_{\left(m_{1}, m_{2}\right)} \sum_{\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right) \notin \mathcal{T}_{\epsilon}^{(r)}} P_{X_{1}, X_{2}, Z}^{\otimes n}\left(x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right), z^{n}\right) \\
& \times \log \left[\frac{W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right), x_{2}^{n}\left(m_{2}\right)\right)}{\left.2^{n R_{1} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}+\frac{2^{n R_{2}} W_{Z \mid X_{1}}^{\otimes n}\left(z^{n} \mid x_{1}^{n}\left(m_{1}\right)\right)}{2^{n R_{1}} W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid x_{2}^{n}\left(m_{2}\right)\right)}+1\right]} \begin{array}{l}
\leq \\
\end{array}\right)\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Z}| e^{-n \epsilon^{2} \mu_{X_{1}, X_{2}, Z}} n \log \left(\frac{3}{\mu_{Z}}+1\right),
\end{align*}
$$

where

$$
\begin{equation*}
\mu_{Z}=\min _{\substack{z \in \mathcal{Z} \\ \text { s.t. } Q_{z}>0}} Q(z), \tag{AA.11}
\end{equation*}
$$

$$
\begin{equation*}
\mu_{X_{1}, X_{2}, Z}=\min _{\substack{\left(x_{1}, x_{2}, z\right) \in\left(\mathcal{X}_{1}, \mathcal{X}_{2}, \mathcal{Z}\right) \\ \text { s.t. } Q\left(x_{1}, x_{2}, z\right)>0}} Q\left(x_{1}, x_{2}, z\right) . \tag{AA.12}
\end{equation*}
$$

When $r \rightarrow \infty$ then $\Psi_{2} \rightarrow 0$ and $\Psi_{1} \rightarrow 0$ when $n$ grows if

$$
\begin{align*}
& R_{1}>\mathbb{I}\left(X_{1} ; Z \mid X_{2}\right),  \tag{AA.13a}\\
& R_{1}>R_{2}+\mathbb{I}\left(X_{1} ; Z\right)-\mathbb{I}\left(X_{2} ; Z\right) \tag{AA.13b}
\end{align*}
$$

When $R_{2} \leq \mathbb{I}\left(X_{2} ; Z\right)$, AA.13b is redundant because of AA.13a). This is because the corner points $\left(R_{1}=\mathbb{I}\left(X_{1} ; Z \mid X_{2}\right), R_{2}=0\right)$ and $\left(R_{1}=\mathbb{I}\left(X_{1} ; Z \mid X_{2}\right), R_{2}=\mathbb{I}\left(X_{2} ; Z\right)\right)$ satisfy AA.13b). As it can be seen from Fig. AA.1, $R_{1}>\mathbb{I}\left(X_{1} ; Z \mid X_{2}\right)$ is also achievable when $R_{2}>\mathbb{I}\left(X_{2} ; Z\right)$. This completes the achievability proof for the region $\mathcal{R}_{2}$.

## APPENDIX AB

## PROOF OF THEOREM 25

Fix $P_{S}(s), P_{U}(u), P_{V \mid U S}(v \mid u, s), x(u, s)$, and $\epsilon>0$ subject to the conditions $P_{Z}=\Upsilon_{Z}$.
Codebook Generation: Let $C_{1}^{(n)} \triangleq\left\{U^{n}(k, m, \ell)\right\}_{(k, m, \ell) \in \mathcal{K} \times \mathcal{M} \times \mathcal{L}}$, where $\mathcal{K}=\llbracket 1,2^{n R_{K}} \rrbracket$, $\mathcal{M}=\llbracket 1,2^{n R} \rrbracket$, and $\mathcal{L}=\llbracket 1,2^{n R^{\prime}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{U}^{\otimes n}$. We denote a realization of $C_{1}^{(n)}$ by $\mathcal{C}_{1}^{(n)} \triangleq$ $\left\{u^{n}(k, m, \ell)\right\}_{(k, m, \ell) \in \mathcal{K} \times \mathcal{M} \times \mathcal{L}}$. The indices $(k, m, \ell)$ can be viewed as a two-layer binning.

Let $C_{2}^{(n)} \triangleq\left\{S^{n}(j)\right\}_{j \in \mathcal{J}}$, where $\mathcal{J}=\llbracket 1,2^{n R_{J}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{S}^{\otimes n}$. We denote a realization of $C_{2}^{(n)}$ by $\mathcal{C}_{2}^{(n)} \triangleq\left\{s^{n}(j)\right\}_{j \in \mathcal{J}}$.

Let, $C_{n}=\left\{C_{1}^{(n)}, C_{2}^{(n)}\right\}$ and $\mathcal{C}_{n}=\left\{\mathcal{C}_{1}^{(n)}, \mathcal{C}_{2}^{(n)}\right\}$. The set of all possible values of $C_{n}$ is denoted by $\mathfrak{C}_{n}$. The codebook construction described above induces the PMF $\lambda\left(\mathcal{C}_{n}\right)$ for the codebooks,

$$
\begin{equation*}
\lambda\left(\mathcal{C}_{n}\right)=\prod_{j \in \mathcal{J}} P_{S}^{\otimes n}\left(s^{n}(j)\right) \prod_{(k, m, \ell) \in \mathcal{K} \times \mathcal{M} \times \mathcal{L}} P_{U}^{\otimes n}\left(u^{n}(k, m, \ell)\right) \tag{AB.1}
\end{equation*}
$$

To facilitate the analysis, we define a so-called ideal joint PMF for all input, output, message, key, and auxiliary variables, conditioned on the choice of codebooks $\mathcal{C}_{n}$,

$$
\begin{align*}
\Gamma_{K M J L S^{n} U^{n} V^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, m, j, \ell, \tilde{s}^{n}, \tilde{u}^{n}, v^{n}, z^{n}\right)= & 2^{-n\left(R_{K}+R+R_{J}+R^{\prime}\right)} \mathbb{1}_{\left\{\tilde{s}^{n}=s^{n}(j)\right\} \cap\left\{\tilde{u}^{n}=u^{n}(k, m, \ell)\right\}} \\
& \times P_{V \mid S, U}^{\otimes n}\left(v^{n} \mid \tilde{s}^{n}, \tilde{u}^{n}\right) W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid \tilde{u}^{n}, \tilde{s}^{n}\right), \tag{AB.2}
\end{align*}
$$

where $P_{V \mid S, U}$ is a test channel and $W_{Z \mid U S}$ is the marginal distribution of $W_{Z, Y \mid U, S}$ defined in Theorem 25,

Encoding: The jammer selects an index $j$ uniformly at random and transmits $s^{n}(j)$. The encoder cribs this $s^{n}$ and, conditioned on it, generates a sequence $v^{n}$ i.i.d. according to $P_{V \mid S}^{\otimes n}$. To do so, the encoder employs local randomness in a manner reminiscent of Csiszár and

Körner's stochastic encoder [70]. Then, given $v^{n}$ as well as the cribbed signal $s^{n}(j)$, the key $k$, and the message $m$, the encoder chooses the index $\ell$ via a likelihood encoder [77, 78, 79], according to the following distribution:

$$
\begin{equation*}
f_{\mathrm{LE}}^{\left(\mathcal{C}_{n}\right)}\left(\ell \mid k, m, j, v^{n}\right)=\frac{P_{V \mid U S}^{\otimes n}\left(v^{n} \mid u^{n}(k, m, \ell), s^{n}(j)\right)}{\sum_{\ell^{\prime} \in \llbracket 1,2^{n} R^{\prime} \rrbracket} P_{V \mid U S}^{\otimes n}\left(v^{n} \mid u^{n}\left(k, m, \ell^{\prime}\right), s^{n}(j)\right)} . \tag{AB.3}
\end{equation*}
$$

Using the resulting index $\ell$ as well as the key $k$ and message $m$, the encoder computes $u^{n}(k, m, \ell)$ and transmits codeword $x^{n}$, where $x_{i}=x\left(u_{i}(k, m, \ell), s_{i}\right)$. For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution is

$$
\begin{align*}
& P_{K M J S^{n} V^{n} L U^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, m, j, \tilde{s}^{n}, v^{n}, \ell, \tilde{u}^{n}, z^{n}\right)=2^{-n\left(R_{K}+R+R_{J}\right)} \mathbb{1}_{\left\{\tilde{s}^{n}=s^{n}(j)\right\}} P_{V \mid S}^{\otimes n}\left(v^{n} \mid \tilde{s}^{n}\right) \\
& \quad \times f_{\mathrm{LE}}^{\left(\mathcal{C}_{n}\right)}\left(\ell \mid k, m, j, v^{n}\right) \mathbb{1}_{\left\{\tilde{u}^{n}=u^{n}(k, m, \ell)\right\}} W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid \tilde{u}^{n}, \tilde{s}^{n}\right) . \tag{AB.4}
\end{align*}
$$

Considering the random codebook generation, we have

$$
\begin{equation*}
P\left(\mathcal{C}_{n}, k, m, j, \tilde{s}^{n}, \ell, \tilde{u}^{n}, z^{n}\right)=\lambda\left(\mathcal{C}_{n}\right) P^{\left(\mathcal{C}_{n}\right)}\left(k, m, j, \tilde{s}^{n}, \ell, \tilde{u}^{n}, z^{n}\right), \tag{AB.5}
\end{equation*}
$$

where $\lambda \in \mathcal{P}$ is defined in AB.1).
Covert Analysis: We denote by $P^{\left(\mathcal{C}_{n}\right)}$ the distributions induced by a fixed codebook $\mathcal{C}_{n}$, and by $P_{. \mid C_{n}}$ the distributions induced by a random codebook $C_{n}$. Consider a scenario in which the jammer selects a codeword from its codebook uniformly at random, and the transmitter chooses the innocent sequence $x_{0}^{n}$. Under a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution is as follows

$$
\Upsilon_{J S^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(j, s^{n}, z^{n}\right)=\frac{1}{2^{n R_{J}}} \mathbb{1}_{\left\{s^{n}=s^{n}(j)\right\}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, s^{n}\right) .
$$

Therefore, the distribution induced on the warden's observation by a random codebook is

$$
\begin{equation*}
\Upsilon_{Z^{n} \mid C_{n}}\left(z^{n}\right)=\frac{1}{2^{n R_{J}}} \sum_{j=1}^{2^{n R_{J}}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, S^{n}(j)\right) \tag{AB.6}
\end{equation*}
$$

If $R_{J}>\mathbb{I}(S ; Z)$ then according to the soft covering lemma [83, Theorem 4] or [77, Corollary VII.4],

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{AB.7}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{0}(\cdot)=\sum_{s \in \mathcal{S}} P_{S}(s) W_{Z \mid X=x_{0}, S}\left(\cdot \mid x_{0}, s\right) \tag{AB.8}
\end{equation*}
$$

Note that if $R_{K}<\mathbb{I}_{\Upsilon}(S ; Z)$ according to Shannon's channel coding theorem, the warden might be able to decode $J$, which reduces the problem to the point to point channel for which the covert rate will be zero. We aim to show that the coding scheme described above guarantees

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{D}\left(P_{Z^{n} \mid C_{n}}| | \Upsilon_{Z^{n} \mid C_{n}}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{AB.9}
\end{equation*}
$$

To show that AB.9 holds by using Lemma 1 and the triangle inequality we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, \Upsilon_{Z^{n} \mid C_{n}}\right) \leq \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right)+\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) \tag{AB.10}
\end{equation*}
$$

According to the soft covering lemma [83, Theorem 4] or [77, Corollary VII.4], the second term on the RHS of AB.10 vanishes when $n$ grows if

$$
\begin{equation*}
R_{J}>\mathbb{I}_{\Upsilon}(S ; Z) \tag{AB.11}
\end{equation*}
$$

To bound the first term on the RHS of AB.10 we first show

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{Z}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{AB.12}
\end{equation*}
$$

and then we choose $P_{S}, P_{U}, P_{V \mid U S}$ and $x(u, s)$ such that $P_{Z}=\Upsilon_{Z}$. To prove AB.12 by using the triangle inequality,

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{Z}^{\otimes n}\right) \leq \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, \Gamma_{Z^{n} \mid C_{n}}\right)+\mathbb{E}_{C_{n}} \mathbb{V}\left(\Gamma_{Z^{n} \mid C_{n}}, Q_{Z}^{\otimes n}\right) \tag{AB.13}
\end{equation*}
$$

We proceed to bound the first term on the RHS of AB.13). For every codebook $\mathcal{C}_{n}$,

$$
\begin{gather*}
\Gamma_{K M J}^{\left(\mathcal{C}_{n}\right)}=2^{-n\left(R_{K}+R+R_{J}\right)}=P_{K M J}^{\left(\mathcal{C}_{n}\right)},  \tag{AB.14a}\\
\Gamma_{S^{n} \mid K M J}^{\left(\mathcal{C}_{n}\right)}=\mathbb{1}_{\left\{\tilde{s}^{n}=s^{n}(j)\right\}}=P_{S^{n} \mid K M J}^{\left(\mathcal{C}_{n}\right)},  \tag{AB.14b}\\
\Gamma_{L \mid K M J S^{n} V^{n}}^{\left(\mathcal{C}_{n}\right)}=f_{\mathrm{LE}}^{\left(\mathcal{C}_{n}\right)}\left(\ell \mid k, m, j, v^{n}\right)=P_{L \mid K M J S^{n} V^{n}}^{\left(\mathcal{C}_{n}\right)},  \tag{AB.14c}\\
\Gamma_{U^{n} \mid K M J S^{n} V^{n} L}^{\left(\mathcal{C}_{n}\right)}=\mathbb{1}_{\left\{\tilde{u}^{n}=u^{n}(k, m, \ell)\right\}}=P_{U^{n} \mid K M J S^{n} V^{n} L}^{\left(\mathcal{C}_{n}\right)},  \tag{AB.14d}\\
\Gamma_{Z^{n} \mid K M J S^{n} V^{n} L U^{n}}^{\left(\mathcal{C}_{n}\right)}=W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid \tilde{u}^{n}, \tilde{s}^{n}\right)=P_{Z^{n} \mid K M J S^{n} V^{n} L U^{n}}^{\left(\mathcal{C}_{n}\right)}, \tag{AB.14e}
\end{gather*}
$$

where AB .14 a$)-(\overline{\mathrm{AB} .14 \mathrm{~b}}$ ) and AB .14 d$)-\mathrm{AB} .14 \mathrm{e}$ follow directly from AB.2) and AB.4 and AB.14c follow since for every codebook $\mathcal{C}_{n}$,

$$
\begin{align*}
\Gamma_{L \mid K M J V^{n}}^{\left(\mathcal{C}_{n}\right)}\left(\ell \mid k, m, j, v^{n}\right) & =\frac{\Gamma_{K M L J V^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, m, \ell, j, v^{n}\right)}{\Gamma_{K M J V^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, m, j, v^{n}\right)} \\
& =\frac{\sum_{\tilde{u}^{n}} 2^{-n\left(R_{K}+R+R^{\prime}+R_{J}\right)} \mathbb{1}_{\left\{\tilde{s}^{n}=s^{n}(j), \tilde{u}^{n}=u^{n}(k, m, \ell)\right\}} P_{V \mid S U}^{\otimes n}\left(v^{n} \mid \tilde{s}^{n}, \tilde{u}^{n}\right)}{\sum_{\tilde{u}^{n}} \sum_{\ell^{\prime}} 2^{-n\left(R_{K}+R+R^{\prime}+R_{J}\right)} \mathbb{1}_{\left\{\tilde{s}^{n}=s^{n}(j), \tilde{u}^{n}=u^{n}(k, m, \ell)\right\}} P_{V \mid S U}^{\otimes n}\left(v^{n} \mid \tilde{s}^{n}, \tilde{u}^{n}\right)} \\
& =\frac{P_{V \mid U S}^{\otimes n}\left(v^{n} \mid u^{n}(k, m, \ell), s^{n}(j)\right)}{\sum_{\ell, \llbracket r^{\prime}} P_{V \mid U S}^{\otimes n}\left(v^{n} \mid u^{n}\left(k, m, \ell^{\prime}\right), s^{n}(j)\right)} \\
& =f_{\mathrm{LE}}^{\left(\mathcal{C}_{n}\right)}\left(\ell \mid k, m, j, v^{n}\right) . \tag{AB.15}
\end{align*}
$$

Thus, the first term on the RHS of AB.13) is bounded as

$$
\begin{align*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, \Gamma_{Z^{n} \mid C_{n}}\right) & \leq \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{K M J S^{n} V^{n} L U^{n} Z^{n} \mid C_{n}}, \Gamma_{K M J S^{n} V^{n} L U^{n} Z^{n} \mid C_{n}}\right) \\
& \stackrel{(a)}{=} \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{S^{n} V^{n} L U^{n} Z^{n} \mid K=1, M=1, J=1, C_{n}}, \Gamma_{S^{n} V^{n} L U^{n} Z^{n} \mid K=1, M=1, J=1, C_{n}}\right) \\
& \stackrel{(b)}{=} \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{V \mid S}^{\otimes n}\left(\cdot \mid S^{n}(1)\right), \Gamma_{V^{n} \mid K=1, M=1, J=1, C_{n}}\right), \tag{AB.16}
\end{align*}
$$

where (a) follows from AB.14a), the independence of $(K, M, J)$ and $C_{n}$, and symmetry of codebook construction with respect to $(K, M, J)$; and (b) follows from AB.14b)- $\mathrm{AB} \cdot 14 \mathrm{e}$ ). According to Lemma 4 the RHS of AB.16) vanishes when $n$ grows if

$$
\begin{equation*}
R^{\prime}>\mathbb{I}_{P}(U ; V \mid S) \tag{AB.17}
\end{equation*}
$$

This follows since conditioning on $M_{2}=1$ the distribution in 4.65 reduces to $P_{Z^{n} \mid M_{2}=1}\left(z^{n}\right)=W_{Z \mid X_{2}}^{\otimes n}\left(z^{n} \mid X_{2}^{n}(1)\right)$ and the distribution in 4.67) reduces to

$$
P_{Z^{n} \mid C_{1}, M_{2}=1}\left(z^{n}\right) \triangleq \sum_{m_{1}=1}^{2^{n R_{1}}} \frac{1}{2^{n R_{1}}} W_{Z \mid X_{1} X_{2}}^{\otimes n}\left(z^{n} \mid X_{1}^{n}\left(m_{1}\right), X_{2}^{n}(1)\right) .
$$

Also, according to [90, 23] the second term on the RHS of AB.13) vanishes when $n$ grows if

$$
\begin{align*}
& R_{J}>\mathbb{I}_{P}(S ; Z),  \tag{AB.18a}\\
& R_{K}+R+R^{\prime}> \mathbb{I}_{P}(U ; Z),  \tag{AB.18b}\\
& R_{K}+R+R^{\prime}+R_{J}>\mathbb{I}_{P}(U, S ; Z) \tag{AB.18c}
\end{align*}
$$

Decoding and Error Probability Analysis: We show that the average probability of error can be made arbitrarily small. By access to the key $K$, the receiver declares that $\hat{M}=M$ if there exists a unique index $\hat{M}$ such that $\left(U^{n}(K, \hat{M}, \ell), Y^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}(U, Y)$. Then the error event $(\hat{M} \neq M)$ occurs only if one or more of the following error events occur:

$$
\begin{align*}
& \mathcal{E}_{1} \triangleq\left\{\left(U^{n}(K, M, L), V^{n}\right) \notin \mathcal{T}_{\epsilon^{\prime}}^{(n)}(U, V)\right\}  \tag{AB.19a}\\
& \mathcal{E}_{2} \triangleq\left\{\left(U^{n}(K, M, L), Y^{n}\right) \notin \mathcal{T}_{\epsilon}^{(n)}(U, Y)\right\}  \tag{AB.19b}\\
& \mathcal{E}_{3} \triangleq\left\{\left(U^{n}(K, m, \ell), Y^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}(U, Y) \text { for some } m \neq M \text { and } \ell \in\left[1: 2^{r R^{\prime}}\right]\right\} \tag{AB.19c}
\end{align*}
$$

Therefore, from the union bound we can bound the probability of error as follows,

$$
\begin{equation*}
\mathbb{P}(\hat{M} \neq M) \leq \mathbb{P}\left(\mathcal{E}_{1}\right)+\mathbb{P}\left(\mathcal{E}_{1}^{c} \cap \mathcal{E}_{2}\right)+\mathbb{P}\left(\mathcal{E}_{3}\right) \tag{AB.20}
\end{equation*}
$$

According to the law of large numbers the second term on the RHS of AB.20 goes to zero as $n \rightarrow \infty$ [85]. According to the law of large numbers the third term on the RHS of AB.20 goes to zero as $n \rightarrow \infty$ if [85],

$$
\begin{equation*}
R+R^{\prime}<\mathbb{I}_{P}(U ; Y) \tag{AB.21}
\end{equation*}
$$

We now show that the first term on the RHS of AB.20 also vanishes as $n \rightarrow \infty$. For a fix $\epsilon>0$, consider the PMF $\Gamma$ defined in (AB.2). With respect to the random experiment described by $\Gamma$, we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{P}_{\Gamma}\left(\left(U^{n}(m, k, L), V^{n}, S^{n}(j)\right) \notin \mathcal{T}_{\epsilon^{\prime}}^{(n)} \mid C_{n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{AB.22}
\end{equation*}
$$

this follows because $V^{n}$ is derived by passing $U^{n}(k, m, L) \sim P_{U}^{\otimes n}$, for every $(m, k) \in(\mathcal{M}, \mathcal{K})$, and $S^{n}(j) \sim P_{S}^{\otimes n}$, for every $j \in \mathcal{J}$, through the DMC $P_{V \mid U S}^{\otimes n}$. Therefore, AB.22 holds by weak law of large numbers. We also have

$$
\begin{align*}
& \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{U^{n} S^{n} V^{n} \mid C_{n}}, \Gamma_{U^{n} S^{n} V^{n} \mid C_{n}}\right) \\
& \leq \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{J K M S^{n} L U^{n} V^{n} Z^{n} \mid C_{n}}, \Gamma_{J K M S^{n} L U^{n} V^{n} Z^{n} \mid C_{n}}\right), \tag{AB.23}
\end{align*}
$$

where based on AB.16 the RHS of AB.23 vanishes when $n$ grows.
We now define $g_{n}: \mathcal{U}^{n} \times \mathcal{V}^{n} \times \mathcal{S}^{n} \rightarrow \mathbb{R}$ as $g_{n}\left(u^{n}, s^{n}, v^{n}\right) \triangleq \mathbb{1}_{\left\{\left(u^{n}, s^{n}, v^{n}\right) \notin \mathcal{T}_{\epsilon^{\prime}}^{(n)}\right\}}$. We now have

$$
\begin{align*}
& \mathbb{E}_{C_{n}} \mathbb{P}_{P}\left(\left(U^{n}(k, m, L), S^{n}(j), V^{n}\right) \notin \mathcal{T}_{\epsilon^{\prime}}^{(n)} \mid C_{n}\right) \\
& =\mathbb{E}_{C_{n}} \mathbb{E}_{P}\left[g_{n}\left(U^{n}(k, m, L), S^{n}(j), V^{n}\right) \mid C_{n}\right] \\
& \leq \mathbb{E}_{C_{n}} \mathbb{E}_{\Gamma}\left[g_{n}\left(U^{n}(k, m, L), S^{n}(j), V^{n}\right) \mid C_{n}\right]+\mathbb{E}_{C_{n}} \mid \mathbb{E}_{P}\left[g_{n}\left(U^{n}(k, m, L), S^{n}(j), V^{n}\right) \mid C_{n}\right] \\
& \quad-\mathbb{E}_{\Gamma}\left[g_{n}\left(U^{n}(k, m, L), S^{n}(j), V^{n}\right) \mid C_{n}\right] \mid \\
& \stackrel{(a)}{\leq} \mathbb{E}_{C_{n}} \mathbb{E}_{\Gamma}\left[g_{n}\left(U^{n}(k, m, L), S^{n}(j), V^{n}\right) \mid C_{n}\right]+\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{U^{n} V^{n} S_{j}^{n} \mid C_{n}}, \Gamma_{U^{n} V^{n} S_{j}^{n} \mid C_{n}}\right), \quad(\mathrm{AB} \tag{AB.24}
\end{align*}
$$

where (a) follows from [91, Property 1] for $g_{n}$ being bounded by 1. From (AB.22) and AB.23) the RHS of AB.24) vanishes when $n$ grows.

The region in Theorem 25 is derived by applying Fourier-Motzkin [71] to AB.11, AB.17), AB.18), and AB.21.

## APPENDIX AC

## PROOF OF THEOREM 26

Fix $P_{S}(s), P_{U \mid S}(u \mid s), x(u, s)$, and $\epsilon>0$ such that, $P_{Z}=\Upsilon_{Z}$.
Codebook Generation: Let $C_{1}^{(n)} \triangleq\left\{U^{n}(k, m, \ell)\right\}_{(k, m, \ell) \in \mathcal{K} \times \mathcal{M} \times \mathcal{L}}$ be a random codebook consisting of independent random sequences each generated according to $P_{U}^{\otimes n}$. We denote a realization of $C_{1}^{(n)}$ by $\mathcal{C}_{1}^{(n)} \triangleq\left\{u^{n}(k, m, \ell)\right\}_{(k, m, \ell) \in \mathcal{K} \times \mathcal{M} \times \mathcal{L}}$. The indices $(k, m, \ell)$ can be viewed as a two layer binning.

Let $C_{2}^{(n)} \triangleq\left\{S^{n}(j)\right\}_{j \in \mathcal{J}}$ be a random codebook consisting of independent random sequences each generated according to $P_{S}^{\otimes n}$. We denote a realization of $C_{2}^{(n)}$ by $\mathcal{C}_{2}^{(n)} \triangleq$ $\left\{s^{n}(j)\right\}_{j \in \mathcal{J}}$.

Also, $C_{n}=\left\{C_{1}^{(n)}, C_{2}^{(n)}\right\}$ denotes a random codebook and $\mathcal{C}_{n}=\left\{\mathcal{C}_{1}^{(n)}, \mathcal{C}_{2}^{(n)}\right\}$ denotes a fixed codebook. The set of all possible values of $C_{n}$ is denoted by $\mathfrak{C}_{n}$. The codebook construction described above induces the PMF $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ over the codebook ensemble. For each $\mathcal{C}_{n} \in \mathfrak{C}_{n}$

$$
\begin{equation*}
\lambda\left(\mathcal{C}_{n}\right)=\prod_{j \in \mathcal{J}} P_{S}^{\otimes n}\left(s^{n}(j)\right) \prod_{(k, m, \ell) \in \mathcal{K} \times \mathcal{M} \times \mathcal{L}} P_{U}^{\otimes n}\left(u^{n}(k, m, \ell)\right) \tag{AC.1}
\end{equation*}
$$

Encoding: Given the jammer's channel input, the message $m$, and the key $k$, the encoder chooses the index $\ell$ according to

$$
\begin{equation*}
f^{\left(\mathcal{C}_{n}\right)}\left(\ell \mid s^{n}, k, m\right)=\frac{P_{S \mid U}^{\otimes n}\left(s^{n} \mid u^{n}(k, m, \ell)\right)}{\sum_{\ell^{\prime} \in \llbracket 1,2^{n R^{\prime}} \rrbracket} P_{S \mid U}^{\otimes n}\left(s^{n} \mid u^{n}\left(k, m, \ell^{\prime}\right)\right)} . \tag{AC.2}
\end{equation*}
$$

Based on these indices, the encoder computes $u^{n}(k, m, \ell)$ and transmits codeword $x^{n}$, where $x_{i}=x\left(u_{i}(k, m, \ell), s_{i}\right)$. For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution is

$$
\begin{align*}
P_{K M J S^{n} L U^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, m, j, \tilde{s}^{n}, \ell, \tilde{u}^{n}, z^{n}\right) \triangleq & 2^{-n\left(R_{K}+R+R_{J}\right)} \mathbb{1}_{\left\{\tilde{s}^{n}=s^{n}(j)\right\}} f\left(\ell \mid s^{n}(j), k, m, j\right) \\
& \times \mathbb{1}_{\left\{\tilde{u}^{n}=u^{n}(k, m, \ell)\right\}} W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid \tilde{u}^{n}, \tilde{s}^{n}\right) . \tag{AC.3}
\end{align*}
$$

Considering the random codebook generation, we have

$$
\begin{equation*}
P\left(k, m, j, \tilde{s}^{n}, \ell, \tilde{u}^{n}, z^{n}\right)=\lambda\left(\mathcal{C}_{n}\right) P^{\left(\mathcal{C}_{n}\right)}\left(k, m, j, \tilde{s}^{n}, \ell, \tilde{u}^{n}, z^{n}\right), \tag{AC.4}
\end{equation*}
$$

where $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ is defined in AC.1).
Covert and Security Analysis: Throughout the proof, we use $P^{\left(\mathcal{C}_{n}\right)}$ when the codebook is fixed, and we use $P_{. \mid C_{n}}$ when the codebook is random. Consider a scenario in which the jammer selects a codeword from its codebook (i.e. $\mathcal{C}_{2}^{(n)}$ ) uniformly at random, but the transmitter chooses the innocent sequence $x_{0}^{n}$ as the channel input. For this scenario for a fixed codebook $\mathcal{C}_{2}^{(n)}$, the induced joint distribution is as follows

$$
\begin{equation*}
\Upsilon_{J S^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(j, s^{n}, z^{n}\right)=\frac{1}{2^{n R_{J}}} \mathbb{1}_{\left\{s^{n}=s^{n}(j)\right\}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, s^{n}(j)\right) . \tag{AC.5}
\end{equation*}
$$

Therefore, the distribution induced at the output of the warden is

$$
\begin{equation*}
\Upsilon_{Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(z^{n}\right)=\frac{1}{2^{n R_{J}}} \sum_{j=1}^{2^{n R_{J}}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, s^{n}(j)\right) . \tag{AC.6}
\end{equation*}
$$

For this scenario if

$$
\begin{equation*}
R_{J}>\mathbb{I}_{\Upsilon}(S ; Z) . \tag{AC.7}
\end{equation*}
$$

Then according to soft covering lemma [83, Theorem 4] or [77, Corollary VII.4] and Pinsker's inequality, we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{AC.8}
\end{equation*}
$$

where $Q_{0}^{\otimes n}=\prod_{i=1}^{n} Q_{0}$ and

$$
\begin{equation*}
Q_{0}(\cdot)=\sum_{s \in \mathcal{S}} P_{S}(s) W_{Z \mid X=x_{0}, S}\left(\cdot \mid x_{0}, s\right) . \tag{AC.9}
\end{equation*}
$$

Note that if $R_{K}<\mathbb{I}_{\Upsilon}(S ; Z)$ according to Shannon's channel coding theorem, the warden might be able to decode $J$, which reduces the problem to the point to point channel for which the covert rate will be zero.

We now show that this coding scheme guarantees both covert and secure communication, i.e., $\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}}| | Q_{0}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$ and $\mathbb{I}_{P}\left(M ; Z^{n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0$. For every codebook $\mathcal{C}_{n} \in \mathfrak{C}_{n}$ we have

$$
\mathbb{D}\left(P_{Z^{n}}^{\left(\mathcal{C}_{n}\right)} \| Q_{Z}^{\otimes n}\right) \stackrel{(a)}{\leq} \mathbb{D}\left(P_{Z^{n} M J S^{n}}^{\left(\mathcal{C}_{n}\right)} \| P_{M J S^{n}}^{\left(\mathcal{C}_{n}\right)} Q_{Z \mid S}^{\otimes n}\right)
$$

$$
\begin{equation*}
=\mathbb{D}\left(P_{Z^{n} \mid M J S^{n}}^{\left(\mathcal{C}_{n}\right)}| | Q_{Z \mid S}^{\otimes n} \mid P_{M J S^{n}}^{\left(\mathcal{C}_{n}\right)}\right), \tag{AC.10}
\end{equation*}
$$

where (a) follows from the monotonicity of KL-divergence and

$$
\begin{align*}
Q_{Z}(z) & =\sum_{s \in \mathcal{S}} \sum_{u \in \mathcal{U}} \sum_{x \in \mathcal{X}} P_{S}(s) P_{U \mid S}(u \mid s) \mathbb{1}_{\{x=x(u, s)\}} W_{Z \mid X S}(z \mid x, s),  \tag{AC.11a}\\
Q_{Z \mid S}(z \mid s) & =\sum_{u \in \mathcal{U}} \sum_{x \in \mathcal{X}} P_{U \mid S}(u \mid s) \mathbb{1}_{\{x=x(u, s)\}} W_{Z \mid X S}(z \mid x, s) . \tag{AC.11b}
\end{align*}
$$

Also, we have

$$
\begin{align*}
\mathbb{I}\left(M ; Z^{n}\right) & \leq \mathbb{I}\left(M ; J, S^{n}, Z^{n}\right), \\
& =\mathbb{I}\left(M ; Z^{n} \mid J, S^{n}\right), \\
& =\mathbb{D}\left(P_{Z^{n} \mid M J S^{n}}^{\left(\mathcal{C}_{n}\right)}| | P_{Z^{n} \mid J S^{n}}^{\left(\mathcal{C}_{n}\right)} \mid P_{M J S^{n}}^{\left(\mathcal{C}_{n}\right)}\right) \\
& \stackrel{(a)}{\leq} \mathbb{D}\left(P_{Z^{n} \mid M J S^{n}}^{\left(\mathcal{C}_{n}\right)}| | Q_{Z \mid S}^{\otimes n} \mid P_{M J S^{n}}^{\left(\mathcal{C}_{n}\right)}\right), \tag{AC.12}
\end{align*}
$$

where (a) follows from

$$
\begin{equation*}
\mathbb{D}\left(P_{Z^{n} \mid M J S^{n}}^{\left(\mathcal{C}_{n}\right)}| | P_{Z^{n} \mid J S^{n}}^{\left(\mathcal{C}_{n}\right)} \mid P_{M J S^{n}}^{\left(\mathcal{C}_{n}\right)}\right)=\mathbb{D}\left(P_{Z^{n} \mid M J S^{n}}^{\left(\mathcal{C}_{n}\right)}| | Q_{Z \mid S}^{\otimes n} \mid P_{M J S^{n}}^{\left(\mathcal{C}_{n}\right)}\right)-\mathbb{D}\left(P_{Z^{n} \mid J S^{n}}^{\left(\mathcal{C}_{n}\right)}| | Q_{Z \mid S}^{\otimes n} \mid P_{J S^{n}}^{\left(\mathcal{C}_{n}\right)}\right) . \tag{AC.13}
\end{equation*}
$$

From AC.10 and AC.12 it follows

$$
\begin{equation*}
\mathbb{I}_{P}\left(M ; Z^{n}\right)+\mathbb{D}\left(P_{Z^{n}}^{\left(\mathcal{C}_{n}\right)} \| Q_{Z}^{\otimes n}\right) \leq 2 \mathbb{D}\left(P_{Z^{n} \mid M J S^{n}}^{\left(\mathcal{C}_{n}\right)}\left|Q_{Z \mid S}^{\otimes n}\right| P_{M J S^{n}}^{\left(\mathcal{C}_{n}\right)}\right) . \tag{AC.14}
\end{equation*}
$$

Taking the expectation of the RHS of AC.14 with respect to the ensemble of codebooks results to

$$
\begin{aligned}
& \mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid M J S^{n}(J) C_{n}}| | Q_{Z \mid S}^{\otimes n} \mid P_{M J S^{n}(J) C_{n}}\right)\right] \\
& =\mathbb{E}_{C_{n}}\left[\sum_{\left(m, j, s^{n}\right)} 2^{-n\left(R+R_{J}\right)} \mathbb{1}_{\left\{S^{n}(j)=s^{n}\right\}} \mathbb{D}\left(P_{Z^{n} \mid M=m, J=j, S^{n}(j)=s^{n}, C_{n}} \| Q_{Z \mid S}^{\otimes n}\left(\cdot \mid s^{n}\right)\right)\right] \\
& \stackrel{(a)}{=} \sum_{s^{n}} \mathbb{E}_{C_{n}}\left[\mathbb{1}_{\left\{S^{n}(1)=s^{n}\right\}} \mathbb{D}\left(P_{Z^{n} \mid M=1, J=1, S^{n}(1)=s^{n}, C_{n}}| | Q_{Z \mid S}^{\otimes n}\left(\cdot \mid s^{n}\right)\right)\right]
\end{aligned}
$$

$$
\begin{equation*}
\stackrel{(b)}{=} \sum_{s^{n}} \mathbb{E}_{C_{2}^{(n)}}\left[\mathbb{1}_{\left\{S^{n}(1)=s^{n}\right\}} \mathbb{E}_{C_{1}^{(n)} \mid C_{2}^{(n)}}\left[\mathbb{D}\left(P_{Z^{n} \mid M=1, J=1, S^{n}(1)=s^{n}, C_{n}}| | Q_{Z \mid S}^{\otimes n}\left(\cdot \mid s^{n}\right)\right)\right]\right] \tag{AC.15}
\end{equation*}
$$

where $(a)$ is due to the symmetry of the codebook with respect to $J$; and (b) follows by the law of total expectation. Thus far, when $\mathcal{C}_{n} \in \mathfrak{C}_{n}$ is fixed $P_{Z^{n} \mid M=1, J=1, S^{n}(1)=s^{n}}^{\left(\mathcal{C}_{n}\right)}$ is defined only when $s^{n}=s^{n}(1)$. For any other $s^{n}$, we can set this conditional PMF to any arbitrary PMF on $\mathcal{Z}^{n}$. Therefore, when $s^{n} \neq s^{n}(1)$, we define

$$
\begin{equation*}
P_{Z^{n} \mid M=1, J=1, S^{n}(1)=s^{n}}^{\left(\mathcal{C}_{n}\right)}=Q_{Z \mid S}^{\otimes n}\left(\cdot \mid s^{n}\right) . \tag{AC.16}
\end{equation*}
$$

For any $C_{2}^{(n)}=\mathcal{C}_{2}^{(n)}$ and $s^{n} \in \mathcal{S}^{n}$ we have

$$
\begin{align*}
& \mathbb{E}_{C_{1}^{(n)} \mid C_{2}^{(n)}=\mathcal{C}_{2}^{(n)}}\left[\mathbb{D}\left(P_{Z^{n} \mid M=1, J=1, S^{n}(1)=s^{n}, C_{n}}| | Q_{Z \mid S}^{\otimes n}\left(\cdot \mid s^{n}\right)\right)\right] \\
& =\mathbb{E}_{C_{1}^{(n)} \mid C_{2}^{(n)}=\mathcal{C}_{2}^{(n)}}\left[\mathbb{1}_{\left\{s^{n}(1)=s^{n}\right\}} \mathbb{D}\left(P_{Z^{n} \mid M=1, J=1, S^{n}(1)=s^{n}, C_{n}}| | Q_{Z \mid S}^{\otimes n}\left(\cdot \mid s^{n}\right)\right)\right. \\
& \left.\quad+\mathbb{1}_{\left\{s^{n}(1) \neq s^{n}\right\}} \mathbb{D}\left(P_{Z^{n} \mid M=1, J=1, S^{n}(1)=s^{n}, C_{n}}| | Q_{Z \mid S}^{\otimes n}\left(\cdot \mid s^{n}\right)\right)\right] \\
& \stackrel{(a)}{=} \mathbb{E}_{C_{1}^{(n)} \mid S^{n}(1)=s^{n}(1)}\left[\mathbb{1}_{\left\{s^{n}(1)=s^{n}\right\}} \mathbb{D}\left(P_{Z^{n} \mid M=1, J=1, S^{n}(1)=s^{n}, C_{1}^{(n)}}| | Q_{Z \mid S}^{\otimes n}\left(\cdot \mid s^{n}\right)\right)\right] \\
& \stackrel{(b)}{\leq} \mathbb{E}_{C_{1}^{(n)} \mid S^{n}(1)=s^{n}(1)}\left[\mathbb{D}\left(P_{Z^{n} \mid M=1, J=1, S^{n}(1)=s^{n}, C_{1}^{(n)}}| | Q_{Z \mid S}^{\otimes n}\left(\cdot \mid s^{n}\right)\right)\right] \tag{AC.17}
\end{align*}
$$

where (a) follows from AC.16) and because conditioned on $S^{n}(1), P_{Z^{n} \mid J=1, S^{n}(1)=s^{n}}$ is independent of all the other codewords in $C_{2}^{(n)}$ and $(b)$ follows by $\mathbb{1}_{\{.\}} \leq 1$.

We now show that this problem falls within the framework of [84, Lemma 1]. Let $\tilde{C}_{n} \triangleq$ $\left\{\tilde{U}^{n}(k, \ell)\right\}_{(k, \ell) \in \mathcal{K} \times \mathcal{L}}$ be a set of i.i.d. sequences distributed according to $P_{U}^{\otimes n}(\cdot)$. The set $\tilde{C}_{n}$ is independent of $C_{n}$ and is distributed according to

$$
\begin{equation*}
\tilde{\lambda}\left(\tilde{\mathcal{C}}_{n}\right)=\prod_{(k, \ell) \in \mathcal{K} \times \mathcal{L}} P_{U}^{\otimes n}\left(\tilde{u}^{n}(k, \ell)\right) . \tag{AC.18}
\end{equation*}
$$

where $\tilde{\mathcal{C}}_{n} \triangleq\left\{\tilde{u}^{n}(k, \ell)\right\}_{(k, \ell) \in \mathcal{K} \times \mathcal{L}}$ is a realization of $\tilde{C}_{n}$. For each $s^{n} \in \mathcal{S}^{n}$ let

$$
\begin{equation*}
\tilde{P}^{\left(\tilde{\mathcal{C}}_{n}\right)}\left(k, \ell, \tilde{u}^{n}, z^{n} \mid s^{n}\right)=2^{-n R_{K}} \tilde{f}^{\left(\tilde{\mathcal{C}}_{n}\right)}\left(\ell \mid k, s^{n}\right) \mathbb{1}_{\left\{\tilde{u}^{n}=\tilde{u}^{n}(k, \ell)\right\}} W_{Z \mid U S}^{n}\left(z^{n} \mid \tilde{u}^{n}, s^{n}\right), \tag{AC.19}
\end{equation*}
$$

where $f^{\left(\tilde{\mathcal{C}}_{n}\right)}\left(\ell \mid k, s^{n}\right)$ is defined as

$$
\begin{equation*}
f^{\left(\tilde{\mathcal{C}}_{n}\right)}\left(\ell \mid s^{n}, k, m\right)=\frac{P_{S \mid U}^{\otimes n}\left(s^{n} \mid u^{n}(k, m, \ell)\right)}{\sum_{\ell^{\prime} \in \llbracket 1,2^{n R^{\prime}} \rrbracket} P_{S \mid U}^{\otimes n}\left(s^{n} \mid u^{n}\left(k, m, \ell^{\prime}\right)\right)}, \tag{AC.20}
\end{equation*}
$$

Also, let

$$
\begin{equation*}
\tilde{P}\left(k, \ell, \tilde{u}^{n}, z^{n} \mid s^{n}\right)=\tilde{\lambda}\left(\tilde{\mathcal{C}}_{n}\right) \tilde{P}^{\left(\tilde{\mathcal{C}}_{n}\right)}\left(k, \ell, \tilde{u}^{n}, z^{n} \mid s^{n}\right) \tag{AC.21}
\end{equation*}
$$

Now for any $s^{n} \in \mathcal{S}^{n}$ we further bound the RHS of AC.17 by

$$
\begin{equation*}
\mathbb{E}_{\tilde{C}_{n}}\left[\mathbb{D}\left(\tilde{P}_{Z^{n} \mid S^{n}=s^{n}, \tilde{C}_{n}}| | Q_{Z \mid S}^{\otimes n}\left(\cdot \mid s^{n}\right)\right)\right] . \tag{AC.22}
\end{equation*}
$$

This is because when $\mathcal{C}_{1}^{(n)}=\tilde{\mathcal{C}}_{n}$ the distribution $P_{Z^{n} \mid M=1, J=1, S^{n}(1)=s^{n}, C_{1}^{(n)}=\mathcal{C}_{1}^{(n)}}$ and $\tilde{P}_{Z^{n} \mid S^{n}=s^{n}, \tilde{C}_{n}=\tilde{\mathcal{C}}_{n}}$ are equal as PMFs on $\mathcal{Z}^{n}$. Substituting AC.22) in AC.15 we have

$$
\begin{align*}
& \mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid M J S^{n}(J) C_{n}}| | Q_{Z \mid S}^{\otimes n} \mid P_{M J S^{n}(J) C_{n}}\right)\right] \\
& \leq \sum_{s^{n}} \mathbb{E}_{C_{2}^{(n)}}\left[\mathbb{1}_{\left\{S^{n}(1)=s^{n}\right\}}\right] \mathbb{E}_{\tilde{C}_{n}}\left[\mathbb{D}\left(\tilde{P}_{Z^{n} \mid S^{n}=s^{n}, \tilde{C}_{n}}| | Q_{Z \mid S}^{\otimes n}\left(\cdot \mid s^{n}\right)\right)\right] \\
& =\sum_{s^{n}} P_{S}^{\otimes n}\left(s^{n}\right) \mathbb{E}_{\tilde{C}_{n}}\left[\mathbb{D}\left(\tilde{P}_{Z^{n} \mid S^{n}=s^{n}, \tilde{C}_{n}}| | Q_{Z \mid S}^{\otimes n}\left(\cdot \mid s^{n}\right)\right)\right] \\
& =\mathbb{E}_{\tilde{C}_{n}}\left[\mathbb{D}\left(\tilde{P}_{Z^{n} \mid S^{n} \tilde{C}_{n}}| | Q_{Z \mid S}^{\otimes n} \mid P_{S}^{\otimes n}\right)\right] . \tag{AC.23}
\end{align*}
$$

Substituting AC.23 back into AC.14 yields to

$$
\begin{equation*}
\mathbb{E}_{C_{n}}\left[\mathbb{I}\left(M ; Z^{n} \mid C_{n}\right)+\mathbb{D}\left(P_{Z^{n} \mid C_{n}}| | Q_{Z}^{\otimes n}\right)\right] \leq 2 \mathbb{E}_{\tilde{C}_{n}}\left[\mathbb{D}\left(\tilde{P}_{Z^{n} \mid S^{n} \tilde{C}_{n}}| | Q_{Z \mid S}^{\otimes n} \mid P_{S}^{n}\right)\right] . \tag{AC.24}
\end{equation*}
$$

From [84, Lemma 1], while seeing $W_{Z \mid U S}$ as a DMC with state from $U$ to $Z$ with state $S$, the RHS of AC.24, and therefore the LHS of AC.24, vanishes when $n$ grows if

$$
\begin{array}{r}
R^{\prime}>\mathbb{I}_{P}(U ; S) \\
R_{K}+R+R^{\prime}>\mathbb{I}_{P}(U ; S, Z) . \tag{AC.25b}
\end{array}
$$

To proof covertness $\mathbb{E}_{C_{n}} \mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| \Upsilon_{Z^{n} \mid C_{n}}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0$, by using Lemma 1 and the triangle inequality we have,

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, \Upsilon_{Z^{n} \mid C_{n}}\right) \leq \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right)+\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) . \tag{AC.26}
\end{equation*}
$$

Using Pinsker inequality and AC.24 the first term on the RHS of AC.26 vanishes when $n$ grows if we choose $P_{S}(s), P_{U \mid S}(u \mid s)$, and $x(u, s)$ such that $Q_{Z}=Q_{0}$ and AC.25 holds. Also, from AC.8 the second term on the RHS of AC.26 vanishes when $n$ grows.

Decoding and Error Probability Analysis: By following the same steps as in [37], the probability of error vanishes when $n$ grows if

$$
\begin{equation*}
R+R^{\prime}<\mathbb{I}_{P}(U ; Y) . \tag{AC.27}
\end{equation*}
$$

The region in Theorem 26 is derived by applying Fourier-Motzkin to AC.7, AC.25, and AC.27).

## APPENDIX AD

## PROOF OF THEOREM 27

To prove the upper bound for the case that the jammer knows in which blocks the transmitter is communicating with the receiver and has an unlimited source of local randomness and transmits an i.i.d. sequence when communication is not happening. Consider any sequence of codes with length $n$ such that $P_{e}^{(n)} \leq \epsilon_{n}$ and $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$ where $\lim _{n \rightarrow \infty} \epsilon_{n}=0$. Note that the converse is consistent with the model and does not require $\delta$ to vanish.

Epsilon Rate Region: First we define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ which extends the region defined in 4.77 as follows.

$$
\mathcal{A}_{\epsilon}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists P_{U V S X Y Z} \in \mathcal{D}_{\epsilon}:  \tag{AD.1a}\\
R \leq \mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)+\epsilon \\
R_{K} \geq \mathbb{I}(V ; Z)-\mathbb{I}(V ; S)-\mathbb{I}(U, V ; Y)+\mathbb{I}(U ; S \mid V)-3 \epsilon \\
R_{K}+R_{J} \geq \mathbb{I}(V ; Z)-\mathbb{I}(U, V ; Y)+\mathbb{I}(U ; S \mid V)-3 \epsilon \\
R_{J} \geq \mathbb{I}(S ; Z)-2 \epsilon
\end{array}\right\},
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
P_{U V S X Y Z}:  \tag{AD.1b}\\
\left.P_{U V S X Y Z}=P_{S U V} \mathbb{1}_{\{X=X(U, S)}\right\}^{W_{Y Z \mid X S}} \\
\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon \\
\max \{|\mathcal{U}|,|\mathcal{V}|\} \leq|\mathcal{X}|+3
\end{array}\right\}
$$

We next show that if a rate $R$ is achievable, then $R \in \mathcal{A}_{\epsilon}$ for any $\epsilon>0$. For any $\epsilon_{n}>0$, we start by upper bounding $n R$ using standard techniques,

$$
n R=\mathbb{H}(M)
$$

$$
\begin{align*}
& =\mathbb{H}(M \mid K) \\
& \stackrel{(a)}{\leq} \mathbb{I}\left(M ; Y^{n} \mid K\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid K, Y^{i-1}\right)+n \epsilon_{n} \\
& \leq \sum_{i=1}^{n} \mathbb{I}\left(M, K, Y^{i-1}, Z^{i-1} ; Y_{i}\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n}\left[\mathbb{I}\left(M, K, Y^{i-1}, Z^{i-1}, S_{i+1}^{n} ; Y_{i}\right)-\mathbb{I}\left(S_{i+1}^{n} ; Y_{i} \mid M, K, Y^{i-1}, Z^{i-1}\right)\right]+n \epsilon_{n} \\
& \stackrel{(b)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(M, K, Y^{i-1}, Z^{i-1}, S_{i+1}^{n} ; Y_{i}\right)-\mathbb{I}\left(Y^{i-1} ; S_{i} \mid M, K, S_{i+1}^{n}, Z^{i-1}\right)\right]+n \epsilon_{n} \\
& \stackrel{(c)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(U_{i}, V_{i} ; Y_{i}\right)-\mathbb{I}\left(U_{i} ; S_{i} \mid V_{i}\right)\right]+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \frac{1}{n}\left[\mathbb{I}\left(U_{i}, V_{i} ; Y_{i} \mid T=i\right)-\mathbb{I}\left(U_{i} ; S_{i} \mid V_{i}, T=i\right)\right]+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i)\left[\mathbb{I}\left(U_{i}, V_{i} ; Y_{i} \mid T=i\right)-\mathbb{I}\left(U_{i} ; S_{i} \mid V_{i}, T=i\right)\right]+n \epsilon_{n} \\
& =n\left[\mathbb{I}\left(U_{T}, V_{T} ; Y_{T} \mid T\right)-\mathbb{I}\left(U_{T} ; S_{T} \mid V_{T}, T\right)\right]+n \epsilon_{n} \\
& \leq\left[\mathbb{I}\left(U_{T}, V_{T}, T ; Y_{T}\right)-\mathbb{I}\left(U_{T} ; S_{T} \mid V_{T}, T\right)\right]+n \epsilon_{n} \\
& \stackrel{(d)}{=} n[\mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)]+n \epsilon_{n} \\
& (e)  \tag{AD.2}\\
& \leq n[\mathbb{I}(U, V ; Y)-\mathbb{I}(U ; S \mid V)]+n \epsilon,
\end{align*}
$$

where
(a) follows from Fano's inequality and the entropy function property that conditioning does not increase entropy;
(b) follows from Csiszár-Körner sum identity [70, Lemma 7];
(c) follows by defining $U_{i} \triangleq\left(M, K, Y^{i-1}, S_{i+1}^{n}\right)$ and $V_{i} \triangleq\left(M, K, Z^{i-1}, S_{i+1}^{n}\right)$;
(d) follows by defining $U=\left(U_{T}, T\right), V=\left(V_{T}, T\right), Y=Y_{T}$, and $S=\left(S_{T}, T\right)$;
(e) follows from definition $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$.

Next, we lower bound $n\left(R+R_{K}\right)$ as follows,

$$
\begin{align*}
n\left(R+R_{K}\right) & \geq \mathbb{H}(M, K) \\
& \geq \mathbb{I}\left(M, K ; Z^{n}\right) \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M, K ; Z_{i} \mid Z^{i-1}\right) \\
& =\sum_{i=1}^{n}\left[\mathbb{I}\left(M, K, S_{i+1}^{n} ; Z_{i} \mid Z^{i-1}\right)-\mathbb{I}\left(S_{i+1}^{n} ; Z_{i} \mid M, K, Z^{i-1}\right)\right] \\
& \stackrel{(a)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(M, K, S_{i+1}^{n} ; Z_{i} \mid Z^{i-1}\right)-\mathbb{I}\left(Z^{i-1} ; S_{i} \mid M, K, S_{i+1}^{n}\right)\right] \\
& \stackrel{(b)}{\geq} \sum_{i=1}^{n}\left[\mathbb{I}\left(M, K, S_{i+1}^{n}, Z^{i-1} ; Z_{i}\right)-\mathbb{I}\left(Z^{i-1} ; S_{i} \mid M, K, S_{i+1}^{n}\right)\right]-\delta \\
& \stackrel{(c)}{\geq} \sum_{i=1}^{n}\left[\mathbb{I}\left(M, K, S_{i+1}^{n}, Z^{i-1} ; Z_{i}\right)-\mathbb{I}\left(M, K, S_{i+1}^{n}, Z^{i-1} ; S_{i}\right)\right]-\delta \\
& \stackrel{(d)}{=} \sum_{i=1}^{n}\left[\mathbb{I}\left(V_{i} ; Z_{i}\right)-\mathbb{I}\left(V_{i} ; S_{i}\right)\right]-\delta \\
& =n \sum_{i=1}^{n} \frac{1}{n}\left[\mathbb{I}\left(V_{T} ; Z_{T} \mid T=i\right)-\mathbb{I}\left(V_{T} ; S_{T} \mid T=i\right)\right]-\delta \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i)\left[\mathbb{I}\left(V_{T} ; Z_{T} \mid T=i\right)-\mathbb{I}\left(V_{T} ; S_{T} \mid T=i\right)\right]-\delta \\
& =n\left[\mathbb{I}\left(V_{T} ; Z_{T} \mid T\right)-\mathbb{I}\left(V_{T} ; S_{T} \mid T\right)\right]-\delta \\
& \geq n\left[\mathbb{I}\left(V_{T} ; Z_{T} \mid T\right)-\mathbb{I}\left(V_{T}, T ; S_{T}\right)\right]-\delta \\
& \stackrel{(e)}{\geq} n\left[\mathbb{I}\left(V_{T}, T ; Z_{T}\right)-\mathbb{I}\left(V_{T}, T ; S_{T}\right)\right]-2 \delta \\
& \stackrel{(f)}{=} n[\mathbb{I}(V ; Z)-\mathbb{I}(V ; S)]-2 \delta \tag{AD.3}
\end{align*}
$$

where
(a) follows from Csiszár-Körner sum identity [70, Lemma 7];
(b) follows from [80, Lemma 3];
(c) follows since $S_{i}$ is independent of $\left(M, K, S_{i+1}^{n}\right)$;
(d) follows by defining $V_{i} \triangleq\left(M, K, S_{i+1}^{n}, Z^{i-1}\right)$;
(e) follows from [80, Lemma 3];
( $f$ ) follows by defining $V=\left(V_{T}, T\right), Z=Z_{T}$, and $S=\left(S_{T}, T\right)$.

For any $\nu>0$, choosing $n$ large enough ensures that

$$
\begin{align*}
R+R_{K} & \geq \mathbb{I}(V ; Z)-\mathbb{I}(V ; S)-2 \nu \\
& \geq \mathbb{I}(V ; Z)-\mathbb{I}(V ; S)-2 \epsilon \tag{AD.4}
\end{align*}
$$

where the last inequality follows from definition $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$. Next, we have

$$
\begin{aligned}
n\left(R+R_{K}+R_{J}\right) & \geq \mathbb{H}(M, K, J) \\
& \geq \mathbb{I}\left(M, K, J ; Z^{n}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(M, K, J, S^{n} ; Z^{n}\right) \\
& \geq \mathbb{I}\left(M, K, S^{n} ; Z^{n}\right) \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i} \mid Z^{i-1}\right)-\mathbb{H}\left(Z_{i} \mid M, K, Z^{i-1}, S^{n}\right)\right] \\
& \stackrel{(b)}{\geq} \sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i}\right)-\mathbb{H}\left(Z_{i} \mid M, K, Z^{i-1}, S^{n}\right)\right]-\delta \\
& \geq \sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i}\right)-\mathbb{H}\left(Z_{i} \mid M, K, Z^{i-1}, S_{i+1}^{n}\right)\right]-\delta \\
& \stackrel{(c)}{=} \sum_{i=1}^{n} \mathbb{I}\left(V_{i} ; Z_{i}\right)-\delta \\
& =n \sum_{i=1}^{n} \frac{1}{n} \mathbb{I}\left(V_{i} ; Z_{i} \mid T=i\right)-\delta \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i) \mathbb{I}\left(V_{i} ; Z_{i} \mid T=i\right)-\delta \\
& =n \mathbb{I}\left(V_{T} ; Z_{T} \mid T\right)-\delta
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(d)}{\geq} n \mathbb{I}\left(V_{T}, T ; Z_{T}\right)-2 \delta \\
& \stackrel{(e)}{=} n \mathbb{I}(V ; Z)-2 \delta \tag{AD.5}
\end{align*}
$$

where
(a) follows because $S^{n}$ is a function of $J$;
(b) and (d) follow from [80, Lemma 3];
(c) follows by defining $V_{i} \triangleq\left(M, K, S_{i+1}^{n}, Z^{i-1}\right)$;
(e) follows by defining $V=\left(V_{T}, T\right)$ and $Z=Z_{T}$.

For any $\nu>0$, choosing $n$ large enough ensures that

$$
\begin{align*}
R+R_{K}+R_{J} & \geq \mathbb{I}(V ; Z)-2 \nu \\
& \geq \mathbb{I}(V ; Z)-2 \epsilon, \tag{AD.6}
\end{align*}
$$

where the last inequality follows from definition $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$. We now have,

$$
\begin{aligned}
n R_{J} & \geq \mathbb{H}(J) \\
& \geq \mathbb{I}\left(J ; Z^{n}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(J, S^{n} ; Z^{n}\right) \\
& \geq \mathbb{I}\left(S^{n} ; Z^{n}\right) \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i} \mid Z^{i-1}\right)-\mathbb{H}\left(Z_{i} \mid S^{n}, Z^{i-1}\right)\right] \\
& \stackrel{(b)}{\geq} \sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i}\right)-\mathbb{H}\left(Z_{i} \mid S^{n}, Z^{i-1}\right)\right]-\delta \\
& \geq \sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i}\right)-\mathbb{H}\left(Z_{i} \mid S_{i}\right)\right]-\delta \\
& =n \sum_{i=1}^{n} \frac{1}{n} \mathbb{I}\left(S_{i} ; Z_{i}\right)-\delta
\end{aligned}
$$

$$
\begin{align*}
& =n \sum_{i=1}^{n} \mathbb{P}(T=i) \mathbb{I}\left(S_{T} ; Z_{T} \mid T=i\right)-\delta \\
& =n \mathbb{I}\left(S_{T} ; Z_{T} \mid T\right)-\delta \\
& \stackrel{(c)}{\geq} n \mathbb{I}\left(S_{T}, T ; Z_{T}\right)-2 \delta \\
& \stackrel{(d)}{=} n \mathbb{I}(S ; Z)-2 \delta \tag{AD.7}
\end{align*}
$$

where
(a) follows because $S^{n}$ is a function of $J$;
(b) and (c) follows from [80, Lemma 3];
(d) follows by defining $S=\left(S_{T}, T\right)$ and $Z=Z_{T}$.

From AD.7 for any $\nu>0$, choosing $n$ large enough ensures that

$$
\begin{align*}
R & \geq \mathbb{I}(S ; Z)-2 \nu \\
& \geq \mathbb{I}(S ; Z)-2 \epsilon \tag{AD.8}
\end{align*}
$$

where the last equality follows from the definition of $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$. To prove Covertness (i.e., $\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon$ ), note that for $n$ large enough

$$
\begin{align*}
\mathbb{D}\left(P_{Z} \| Q_{0}\right) & =\mathbb{D}\left(P_{Z_{T}} \| Q_{0}\right)=\mathbb{D}\left(\frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}} \| Q_{0}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \leq \frac{1}{n} \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \frac{\delta}{n} \leq \nu \leq \epsilon \tag{AD.9}
\end{align*}
$$

Combining AD.2), (AD.4), AD.6, AD.8, and AD.9 shows that $\forall \epsilon_{n}, \nu>0, R \leq$ $\max \left\{x: x \in \mathcal{A}_{\epsilon}\right\}$. Therefore,

$$
\begin{equation*}
C_{\mathrm{IJ}-\mathrm{NC}} \leq \max \left\{x: x \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}\right\} \tag{AD.10}
\end{equation*}
$$

Continuity at Zero: The proof for continuity at zero of $\mathcal{A}_{\epsilon}$ is similar to that of Appendix Y and is omitted for the sake of brevity.

## APPENDIX AE

## PROOF OF THEOREM 28

Fix $P_{S}, P_{U}, x(u, s)$, and $\epsilon>0$ such that, $Q_{Z}=Q_{0}$.
Codebook Generation: Let $C_{1}^{(n)} \triangleq\left\{U^{n}(k, m)\right\}_{(k, m) \in \mathcal{K} \times \mathcal{M}}$ be a random codebook consisting of independent random sequences, each generated according to $P_{U}^{\otimes n}$. We denote a realization of $C_{1}^{(n)}$ by $\mathcal{C}_{1}^{(n)} \triangleq\left\{u^{n}(k, m)\right\}_{(k, m) \in \mathcal{K} \times \mathcal{M}}$. The indices $(k, m)$ can be viewed as a one layer binning.

Let $C_{2}^{(n)} \triangleq\left\{S^{n}(j)\right\}_{j \in \mathcal{J}}$ be a random codebook consisting of independent random sequences, each generated according to $P_{S}^{\otimes n}$. We denote a realization of $C_{2}^{(n)}$ by $\mathcal{C}_{2}^{(n)} \triangleq$ $\left\{s^{n}(j)\right\}_{j \in \mathcal{J}}$.

Also, $C_{n}=\left\{C_{1}^{(n)}, C_{2}^{(n)}\right\}$ denotes a random codebook and $\mathcal{C}_{n}=\left\{\mathcal{C}_{1}^{(n)}, \mathcal{C}_{2}^{(n)}\right\}$ denotes a fixed codebook. The set of all possible values of $C_{n}$ is denoted by $\mathfrak{C}_{n}$. The codebook construction described above induces the PMF $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ over the codebook ensemble. For each $\mathcal{C}_{n} \in \mathfrak{C}_{n}$

$$
\begin{equation*}
\lambda\left(\mathcal{C}_{n}\right)=\prod_{j \in \mathcal{J}} P_{S}^{\otimes n}\left(s^{n}(j)\right) \prod_{(k, m) \in \mathcal{K} \times \mathcal{M}} P_{U}^{\otimes n}\left(u^{n}(k, m)\right) \tag{AE.1}
\end{equation*}
$$

Encoding: To send the message $m$ according to the key $k$, the encoder computes $u^{n}(k, m)$ from the codebook and given the jammer's channel input it transmits codeword $x^{n}$, where $x_{i}=x\left(u_{i}(k, m), s_{i}\right)$. For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution is

$$
\begin{equation*}
P_{K M U^{n} J S^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, m, j, \tilde{s}^{n}, \tilde{u}^{n}, z^{n}\right)=2^{-n\left(R_{K}+R+R_{J}\right)} \mathbb{1}_{\left\{\tilde{u}^{n}=u^{n}(k, m)\right\} \cap\left\{\tilde{s}^{n}=s^{n}(j)\right\}} W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid \tilde{u}^{n}, \tilde{s}^{n}\right) . \tag{AE.2}
\end{equation*}
$$

Considering the random codebook generation, we have

$$
\begin{equation*}
P\left(\mathcal{C}_{n}, k, m, \tilde{u}^{n}, j, \tilde{s}^{n}, z^{n}\right)=\lambda\left(\mathcal{C}_{n}\right) P^{\left(\mathcal{C}_{n}\right)}\left(k, m, \tilde{u}^{n}, j, \tilde{s}^{n}, z^{n}\right), \tag{AE.3}
\end{equation*}
$$

where $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ is defined in AE.1). From AE.2 we have

$$
\begin{equation*}
P_{Z^{n} \mid C_{n}}\left(z^{n}\right)=\frac{1}{2^{n\left(R_{K}+R+R_{J}\right)}} \sum_{(k, m, j)} W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid U^{n}(k, m), S^{n}(j)\right) . \tag{AE.4}
\end{equation*}
$$

Covert Analysis: Consider a scenario in which the jammer selects a codeword from its codebook (i.e. $\mathcal{C}_{2}^{(n)}$ ) uniformly at random, but the transmitter chooses the innocent sequence $x_{0}^{n}$ as the channel input. For this scenario for a fixed codebook $\mathcal{C}_{2}^{(n)}$, the induced joint distribution is as follows

$$
\begin{equation*}
\Upsilon_{J S^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(j, s^{n}, z^{n}\right)=\frac{1}{2^{n R_{J}}} \mathbb{1}_{\left\{s^{n}=s^{n}(j)\right\}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, s^{n}(j)\right) \tag{AE.5}
\end{equation*}
$$

Therefore, the distribution induced at the output of the warden for a random codebook is

$$
\begin{equation*}
\Upsilon_{Z^{n} \mid C_{n}}\left(z^{n}\right)=\frac{1}{2^{n R_{J}}} \sum_{f=1}^{2^{n R_{J}}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, S^{n}(j)\right) \tag{AE.6}
\end{equation*}
$$

For this scenario if $R_{J}>\mathbb{I}_{\Upsilon}(S ; Z)$ then according to soft covering lemma [83, Theorem 4] or [77, Corollary VII.4] and Pinsker's inequality, we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{AE.7}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{0}(\cdot)=\sum_{s \in \mathcal{S}} P_{S}(s) W_{Z \mid X S}\left(\cdot \mid x_{0}, s\right) \tag{AE.8}
\end{equation*}
$$

Note that if $R_{K}<\mathbb{I}_{\Upsilon}(S ; Z)$ according to Shannon's channel coding theorem, the warden might be able to decode $J$, which reduces the problem to the point to point channel for which the covert rate will be zero. We aim to show that the coding scheme described above guarantees

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| \Upsilon_{Z^{n} \mid C_{n}}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{AE.9}
\end{equation*}
$$

To show that AE.9 holds by using Lemma 1 and the triangle inequality we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, \Upsilon_{Z^{n} \mid C_{n}}\right) \leq \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right)+\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) \tag{AE.10}
\end{equation*}
$$

According to the soft covering lemma [83, Theorem 4] or [77, Corollary VII.4], the second term on the RHS of AE.10 vanishes when $n$ grows if

$$
\begin{equation*}
R_{J}>\mathbb{I}_{\Upsilon}(S ; Z) \tag{AE.11}
\end{equation*}
$$

To bound the first term on the RHS of AE.10 by using Lemma 1 we first show

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{AE.12}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{s \in \mathcal{S}} \sum_{u \in \mathcal{U}} \sum_{x \in \mathcal{X}} P_{S}(s) P_{U}(u) \mathbb{1}_{\{x=x(u, s)\}} W_{Z \mid X S}(\cdot \mid x, s) . \tag{AE.13}
\end{equation*}
$$

Then we choose $P_{S}, P_{U}$, and $x(u, s)$ such that $Q_{Z}=Q_{0}$. We now have,

$$
\begin{aligned}
& \mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right)\right] \\
& =\mathbb{E}_{C_{n}}\left[\sum_{z^{n}} P_{Z^{n} \mid C_{n}}\left(z^{n}\right) \log \frac{P_{Z^{n} \mid C_{n}}\left(z^{n}\right)}{Q_{Z}^{\otimes n}\left(z^{n}\right)}\right] \\
& =\mathbb{E}_{C_{n}}\left[\sum_{z^{n}} \frac{1}{2^{n\left(R_{K}+R+R_{J}\right)}} \sum_{(k, m, j)} W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid U^{n}(k, m), S^{n}(j)\right)\right. \\
& \left.\quad \log \frac{\sum_{(\tilde{k}, \tilde{m}, \tilde{j})} W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid U^{n}(\tilde{k}, \tilde{m}), S^{n}(\tilde{j})\right)}{2^{n\left(R_{K}+R+R_{J}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right]
\end{aligned}
$$

$$
\stackrel{(a)}{\leq} \frac{1}{2^{n\left(R_{K}+R+R_{J}\right)}} \sum_{(k, m, j)} \sum_{\left(u^{n}, s^{n}, z^{n}\right)} P_{U S Z}^{\otimes n}\left(u^{n}(k, m), s^{n}(j), z^{n}\right)
$$

$$
\log \mathbb{E}_{\backslash(k, m, j)}\left[\frac{\sum_{(\tilde{k}, \tilde{m}, \tilde{j})} W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid U^{n}(\tilde{k}, \tilde{m}), S^{n}(\tilde{j})\right)}{2^{n\left(R_{K}+R+R_{J}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right]
$$

$$
=\frac{1}{2^{n\left(R_{K}+R+R_{J}\right)}} \sum_{(k, m, j)} \sum_{\left(u^{n}, s^{n}, z^{n}\right)} P_{U S Z}^{\otimes n}\left(u^{n}(k, m), s^{n}(j), z^{n}\right)
$$

$$
\log \mathbb{E}_{\backslash(k, m, j)}\left[\frac{W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid u^{n}(k, m), s^{n}(j)\right)}{2^{n\left(R_{K}+R+R_{J}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right.
$$

$$
+\frac{\sum_{(\tilde{k}, \tilde{m}) \neq(k, m)} W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid U^{n}(\tilde{k}, \tilde{m}), s^{n}(j)\right)}{2^{n\left(R_{K}+R+R_{J}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{\sum_{\tilde{j} \neq j} W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid u^{n}(k, m), S^{n}(\tilde{j})\right)}{2^{n\left(R_{K}+R+R_{J}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}
$$

$$
\begin{align*}
& \left.+\frac{\sum_{(\tilde{k}, \tilde{m})} \sum_{\tilde{j} \neq j} W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid U^{n}(\tilde{k}, \tilde{m}), S^{n}(\tilde{j})\right)}{2^{n\left(R_{K}+R+R_{J}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right] \\
\stackrel{(b)}{\leq} & \frac{1}{2^{n\left(R_{K}+R+R_{J}\right)}} \sum_{(k, m, j)} \sum_{\left(u^{n}, s^{n}, z^{n}\right)} P_{U S Z}^{\otimes n}\left(u^{n}(k, m), s^{n}(j), z^{n}\right) \log \left[\frac{W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid u^{n}(k, m), s^{n}(j)\right)}{2^{n\left(R_{K}+R+R_{J}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}\right. \\
& \left.\quad+\frac{\sum_{(\tilde{k}, \tilde{m}) \neq(k, m)} W_{Z \mid S}^{\otimes n}\left(z^{n} \mid s^{n}(j)\right)}{2^{n\left(R_{K}+R+R_{J}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{\sum_{\tilde{j} \neq j} W_{Z \mid U}^{\otimes n}\left(z^{n} \mid u^{n}(k, m)\right)}{2^{n\left(R_{K}+R+R_{J}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right] \\
\leq & \frac{1}{2^{n\left(R_{K}+R+R_{J}\right)}} \sum_{(k, m, j)} \sum_{\left(u^{n}, s^{n}, z^{n}\right)} P_{U S Z}^{\otimes n}\left(u^{n}(k, m), s^{n}(j), z^{n}\right) \\
& \times \log \left[\frac{W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid u^{n}(k, m), s^{n}(j)\right)}{2^{n\left(R_{K}+R+R_{J}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid S}^{\otimes n}\left(z^{n} \mid s^{n}(j)\right)}{2^{n R_{J}} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid U}^{\otimes n}\left(z^{n} \mid u^{n}(k, m)\right)}{2^{n\left(R_{K}+R\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right] \\
\triangleq & \Psi_{1}+\Psi_{2} \tag{AE.14}
\end{align*}
$$

where ( $a$ ) follows from Jensen's inequality and (b) follows by taking expectation with respect to $\backslash(k, m)$ and by removing some terms from the denominator of the first term in the log function and adding one term to the nominator of the second term in the log function. We defined $\Psi_{1}$ and $\Psi_{2}$ as

$$
\begin{align*}
\Psi_{1} \leq & \frac{1}{2^{n\left(R_{K}+R+R_{J}\right)}} \sum_{(k, m, j)} \sum_{\left(u^{n}, s^{n}, z^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}} P_{U S Z}^{\otimes n}\left(u^{n}(k, m), s^{n}(j), z^{n}\right) \\
& \times \log \left[\frac{W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid u^{n}(k, m), s^{n}(j)\right)}{2^{n\left(R_{K}+R+R_{J}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid S}^{\otimes n}\left(z^{n} \mid s^{n}(j)\right)}{2^{n R_{J}} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid U}^{\otimes n}\left(z^{n} \mid u^{n}(k, m)\right)}{2^{n\left(R_{K}+R\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right] \\
\leq & \log \left(\frac{2^{-n(1-\epsilon) \mathbb{H}(Z \mid U, S)}}{2^{n\left(R_{K}+R+R_{J}\right)} 2^{-n(1+\epsilon) \mathbb{H}(Z)}}+\frac{2^{-n(1-\epsilon) \mathbb{H}(Z \mid S)}}{2^{n R_{J}} 2^{-n(1+\epsilon) \mathbb{H}(Z)}}+\frac{2^{-n(1-\epsilon) \mathbb{H}(Z \mid U)}}{2^{n\left(R_{K}+R\right)} 2^{-n(1+\epsilon) \mathbb{H}(Z)}}+1\right) \tag{AE.15}
\end{align*}
$$

and

$$
\begin{aligned}
\Psi_{2} \leq & \frac{1}{2^{n\left(R_{K}+R+R_{J}\right)}} \sum_{(k, m, j)} \sum_{\left(u^{n}, s^{n}, z^{n}\right) \notin \mathcal{T}_{\epsilon}^{(n)}} P_{U S Z}^{\otimes n}\left(u^{n}(k, m), s^{n}(j), z^{n}\right) \\
& \times \log \left[\frac{W_{Z \mid U S}^{\otimes n}\left(z^{n} \mid u^{n}(k, m), s^{n}(j)\right)}{2^{n\left(R_{K}+R+R_{J}\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid S}^{\otimes n}\left(z^{n} \mid s^{n}(j)\right)}{2^{n R_{J}} Q_{Z}^{\otimes n}\left(z^{n}\right)}+\frac{W_{Z \mid U}^{\otimes n}\left(z^{n} \mid u^{n}(k, m)\right)}{2^{n\left(R_{K}+R\right)} Q_{Z}^{\otimes n}\left(z^{n}\right)}+1\right]
\end{aligned}
$$

$$
\begin{equation*}
\leq 2|\mathcal{U}||\mathcal{S} \| \mathcal{Z}| e^{-n \epsilon^{2} \mu_{U, S, Z}} n \log \left(\frac{2}{\mu_{Z}}+1\right) \tag{AE.16}
\end{equation*}
$$

where

$$
\begin{align*}
\mu_{Z} & =\min _{\substack{z \in \mathcal{Z} \\
\text { s.t. } Q z>0}} Q(z)  \tag{AE.17}\\
\mu_{U, S, Z} & =\min _{\substack{(u, s, z) \in(\mathcal{U}, \mathcal{S}, \mathcal{Z}) \\
\text { s.t. } Q(u, s, z)>0}} Q(u, s, z) \tag{AE.18}
\end{align*}
$$

When $n \rightarrow \infty$ then $\Psi_{2} \rightarrow 0$ and $\Psi_{1} \rightarrow 0$ when $n$ grows if

$$
\begin{align*}
R_{J} & >\mathbb{I}_{P}(S ; Z),  \tag{AE.19a}\\
R_{K}+R & >\mathbb{I}_{P}(U ; Z),  \tag{AE.19b}\\
R_{K}+R+R_{J}> & \mathbb{I}_{P}(U, S ; Z) \tag{AE.19c}
\end{align*}
$$

Decoding and Error Probability Analysis: By following the standard error analysis one can show that probability of error vanishes when $n$ grows if,

$$
\begin{equation*}
R<\mathbb{I}_{P}(U ; Y) \tag{AE.20}
\end{equation*}
$$

The region in Theorem 28 is derived by combining AE.11, AE.19), and AE.20).

## APPENDIX AF

## PROOF OF THEOREM 29

To prove the upper bound for the case that the jammer knows in which blocks the transmitter is communicating with the receiver and has an unlimited source of local randomness and transmits an i.i.d. sequence when communication is not happening. Consider any sequence of codes with length $n$ such that $P_{e}^{(n)} \leq \epsilon_{n}$ and $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$ where $\lim _{n \rightarrow \infty} \epsilon_{n}=0$. Note that the converse is consistent with the model and does not require $\delta$ to vanish.

Epsilon Rate Region: First we define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ which extends the region defined in 4.83 as follows.

$$
\mathcal{A}_{\epsilon}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists P_{U V S X Y Z} \in \mathcal{D}_{\epsilon}:  \tag{AF.1a}\\
R \leq \mathbb{I}(U ; Y)+\epsilon \\
R+R_{K} \geq \mathbb{I}(V ; Z)-3 \epsilon \\
R_{J} \geq \mathbb{I}(S ; Z)-2 \epsilon
\end{array}\right\}
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
P_{U V S X Y Z}:  \tag{AF.1b}\\
P_{U V S X Y Z}=P_{S U V} \mathbb{1}_{\{X=X(U, S)\}} W_{Y Z \mid X S} \\
\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon \\
\max \{|\mathcal{U}|,|\mathcal{V}|\} \leq|\mathcal{X}|+3
\end{array}\right\},
$$

Next, we prove that if a rate $R$ is achievable, then $R \in \mathcal{A}_{\epsilon}$ for $\forall \epsilon>0$. For any $\epsilon_{n}>0$, we start by upper bounding $n R$ using standard techniques.

$$
\begin{aligned}
n R & =\mathbb{H}(M) \\
& =\mathbb{H}(M \mid K)
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(a)}{\leq} \mathbb{I}\left(M ; Y^{n} \mid K\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid K, Y^{i-1}\right)+n \epsilon_{n} \\
& \leq \sum_{i=1}^{n} \mathbb{I}\left(M, K, Y^{i-1} ; Y_{i}\right)+n \epsilon_{n} \\
& \stackrel{(b)}{\leq} \sum_{i=1}^{n} \mathbb{I}\left(M, K, S^{i-1} ; Y_{i}\right)+n \epsilon_{n} \\
& \stackrel{(c)}{=} \sum_{i=1}^{n} \mathbb{I}\left(U_{i} ; Y_{i}\right)+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \frac{1}{n} \mathbb{I}\left(U_{i} ; Y_{i}\right)+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i) \mathbb{I}\left(U_{i} ; Y_{i} \mid T=i\right)+n \epsilon_{n} \\
& =n \mathbb{I}\left(U_{T} ; Y_{T} \mid T\right)+n \epsilon_{n} \\
& \leq n \mathbb{I}\left(U_{T}, T ; Y_{T}\right)+n \epsilon_{n} \\
& \stackrel{(d)}{=} n \mathbb{I}(U ; Y)+n \epsilon_{n} \\
& (e) \\
& \leq n \mathbb{I}(U ; Y)+n \epsilon, \tag{AF.2}
\end{align*}
$$

where
(a) follows from Fano's inequality;
(b) follows because $\left(M, K, Y^{i-1}\right)-\left(M, K, S^{i-1}\right)-Y_{i}$, note that we also have $V_{i}-$ $\left(M, K, S^{i-1}\right)-Y_{i}$, where $V_{i} \triangleq\left(M, K, Z^{i-1}\right) ;$
(c) follows by defining $U_{i} \triangleq\left(M, K, S^{i-1}\right)$;
(d) follows by defining $U=\left(U_{T}, T\right)$ and $Y=Y_{T}$;
(e) follows by defining $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu \geq \frac{\delta}{n}\right\}$.

Next, we lower bound $n R$ as follows,

$$
\begin{align*}
n\left(R+R_{K}\right) & \geq \mathbb{H}(M, K) \\
& \geq \mathbb{I}\left(M, K ; Z^{n}\right) \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M, K ; Z_{i} \mid Z^{i-1}\right) \\
& \stackrel{(a)}{\geq} \sum_{i=1}^{n} \mathbb{I}\left(M, K, Z^{i-1} ; Z_{i}\right)-\delta \\
& \stackrel{(b)}{=} \sum_{i=1}^{n} \mathbb{I}\left(V_{i} ; Z_{i}\right)-\delta \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i) \mathbb{I}\left(V_{i} ; Z_{i} \mid T=i\right)-\delta \\
& =n \mathbb{I}\left(V_{T} ; Z_{T} \mid T\right)-\delta \\
& \stackrel{(c)}{\geq} n \mathbb{I}\left(V_{T}, T ; Z_{T}\right)-2 \delta \\
& \stackrel{(d)}{=} n \mathbb{I}(V ; Z)-2 \delta \tag{AF.3}
\end{align*}
$$

where
(a) follows from [80, Lemma 3];
(b) follows from the definition of $V_{i} \triangleq\left(M, K, Z^{i-1}\right)$, that has been defined in the process of the derivation of AF.2;
(c) follows from [80, Lemma 3];
(d) follows by defining $V=\left(V_{T}, T\right)$ and $Z=Z_{T}$.

For any $\nu>0$, choosing $n$ large enough ensures that

$$
\begin{align*}
R+R_{K} & \geq \mathbb{I}(V ; Z)-2 \nu \\
& \geq \mathbb{I}(V ; Z)-2 \epsilon, \tag{AF.4}
\end{align*}
$$

where the last equality follows from the definition $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$. Also, similar to AD.8 one can show that,

$$
\begin{equation*}
R_{J} \geq \mathbb{I}(S ; Z)-2 \epsilon \tag{AF.5}
\end{equation*}
$$

To prove Covertness (i.e., $\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon$ ), for $n$ large enough

$$
\begin{align*}
\mathbb{D}\left(P_{Z} \| Q_{0}\right) & =\mathbb{D}\left(P_{Z_{T}} \| Q_{0}\right)=\mathbb{D}\left(\frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}} \| Q_{0}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \leq \frac{1}{n} \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \frac{\delta}{n} \leq \nu \leq \epsilon . \tag{AF.6}
\end{align*}
$$

Combining AF.2, AF.4, AF.5, and AF.6) shows that $\forall \epsilon_{n}, \nu>0, R \leq \max \{x: x \in$ $\left.\mathcal{A}_{\epsilon}\right\}$. Therefore,

$$
\begin{equation*}
R \leq \max \left\{x: x \in \bigcap_{\epsilon>0} \mathcal{A}_{\epsilon}\right\} . \tag{AF.7}
\end{equation*}
$$

Continuity at Zero: The proof for continuity at zero of $\mathcal{A}_{\epsilon}$ is similar to that of Appendix $Y$ and is omitted for the sake of brevity.

## APPENDIX AG

## PROOF OF THEOREM 30

Our achievability scheme is based on a block-Markov encoding scheme in which $B-1$ independent messages will be transmitted over $B$ channel blocks, each of length $r$, therefore the overall codeword length is $n=r B$ symbols. The warden's observation $Z^{n}$ will be described in terms of observations in each block $Z^{n}=\left(Z_{1}^{r}, \ldots, Z_{B}^{r}\right)$. The distribution induced on the warden's observation, by the block-Markov encoding, is $P_{Z^{n}} \triangleq P_{Z_{1}^{r}, \ldots, Z_{B}^{r}}$ and the target distribution on the warden's observation is $Q_{0}^{\otimes n}=\prod_{j=1}^{B} Q_{0}^{\otimes r}$. Therefore,

$$
\begin{align*}
\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) & =\mathbb{D}\left(P_{Z_{1}^{r} \ldots Z_{B}^{r}} \| Q_{0}^{\otimes r B}\right) \\
& =\sum_{b=1}^{B} \mathbb{D}\left(P_{Z_{b}^{r} \mid Z_{b+1}^{B, r}} \| Q_{0}^{\otimes r} \mid P_{Z_{b+1}^{B, r}}\right) \\
& =\sum_{b=1}^{B}\left[\mathbb{D}\left(P_{Z_{b}^{r}} \| Q_{0}^{\otimes r}\right)+\mathbb{D}\left(P_{Z_{b}^{r} \mid Z_{b+1}^{B, r}} \| P_{Z_{b}^{r}} \mid P_{Z_{b+1}^{B, r}}\right)\right] \\
& =\sum_{b=1}^{B}\left[\mathbb{D}\left(P_{Z_{b}^{r}} \| Q_{0}^{\otimes r}\right)+\mathbb{I}\left(Z_{b}^{r} ; Z_{b+1}^{B, r}\right)\right] \tag{AG.1}
\end{align*}
$$

where $Z_{b+1}^{B, r}=\left\{Z_{b+1}^{r}, \ldots Z_{B}^{r}\right\}$. Consequently, $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0$, is equivalent to $\forall b \in \llbracket 1, B \rrbracket$;

$$
\begin{array}{r}
\mathbb{D}\left(P_{Z_{b}^{r}} \| Q_{0}^{\otimes r}\right) \underset{r \rightarrow \infty}{\longrightarrow} 0 \\
\mathbb{I}\left(Z_{b}^{r} ; Z_{b+1}^{B, r}\right) \underset{r \rightarrow \infty}{\longrightarrow} 0 . \tag{AG.2b}
\end{array}
$$

This suggests that our code design should induce $Q_{0}^{\otimes r}$ on the warden's observation in each block, while the dependencies across blocks created by block-Markov coding should be eliminated. The random code scheme generation is described as follows:

Fix $P_{U}, P_{X \mid U}, P_{S_{1} \mid U}, P_{S_{2}}$ and $\epsilon>0$ such that, $Q_{Z}=Q_{0}$.
Random Codebook Generation for Communication Mode: For each block $b \in \llbracket 1, B \rrbracket$ :

- Let $C_{0}^{(r)} \triangleq\left\{U^{r}\left(m_{0}^{(b)}\right)\right\}_{m_{0}^{(b)} \in \mathcal{M}_{0}}$, where $\mathcal{M}_{0}=\llbracket 1,2^{r R} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{U}^{\otimes r}$. We denote a realization of $C_{0}^{(r)}$ by $\mathcal{C}_{0}^{(r)} \triangleq\left\{u^{r}\left(m_{0}^{(b)}\right)\right\}_{m_{0}^{(b)} \in \mathcal{M}_{0}}$.
- For every $m_{0}^{(b)}$, let $C_{1}^{(r)} \triangleq\left\{X^{r}\left(m_{0}^{(b)}, m^{(b)}\right)\right\}_{m^{(b)} \in \mathcal{M}}$, where $\mathcal{M}=\llbracket 1,2^{r R} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{X \mid U}^{\otimes r}\left(\cdot \mid u_{i}\left(m_{0}^{(b)}\right)\right)$. We denote a realization of $C_{1}^{(r)}$ by $\mathcal{C}_{1}^{(r)} \triangleq\left\{x^{r}\left(m_{0}^{(b)}, m^{(b)}\right)\right\}_{\left(m^{(b)}\right) \in \mathcal{M}}$.
- For every $m_{0}^{(b)}$, let $C_{2}^{(r)} \triangleq\left\{S_{1}^{r}\left(m_{0}^{(b)}, k^{(b)}\right)\right\}_{k^{(b)} \in \mathcal{K}}$, where $\mathcal{K}=\llbracket 1,2^{r R_{K}} \rrbracket$, be a random codebook consisting of independent random sequences each generated according to $P_{S_{1} \mid U}^{\otimes r}\left(\cdot \mid u_{i}\left(m_{0}^{(b)}\right)\right)$. We denote a realization of $C_{2}^{(r)}$ by $\mathcal{C}_{2}^{(r)} \triangleq\left\{s_{1}^{r}\left(m_{0}^{(b)}, k^{(b)}\right)\right\}_{k^{(b)} \in \mathcal{K}}$. $C_{r}=\left\{C_{0}^{(r)}, C_{1}^{(r)}, C_{2}^{(r)}\right\}$ denotes a random codebook, $\mathcal{C}_{r}=\left\{\mathcal{C}_{0}^{(r)}, \mathcal{C}_{1}^{(r)}, \mathcal{C}_{2}^{(r)}\right\}$ denotes a fixed codebook, and the set of all possible values of $C_{r}$ is denoted by $\mathfrak{C}_{r}$.


## Random Codebook Generation for No-Communication Mode:

- Let $C_{3}^{(n)} \triangleq\left\{S_{2}^{n}(k)\right\}_{k \in \mathcal{K}}$ be a random codebook consisting of independent random sequences, each generated according to $P_{S_{2}}^{\otimes n}$. We denote a realization of $C_{3}^{(n)}$ by $\mathcal{C}_{3}^{(n)} \triangleq$ $\left\{s_{2}^{n}(k)\right\}_{k \in \mathcal{K}}$.

The set of all possible values of $C_{3}^{(n)}$ is denoted by $\mathfrak{C}_{3}^{(n)}$; and the set of all $C_{r}$ codebooks from all blocks and the codebook $C_{3}^{(n)}$ is denoted by $C_{n}$.

This codebook construction induces the PMFs $\lambda_{1} \in \mathcal{P}\left(\mathfrak{C}_{r}\right)$ and $\lambda_{2} \in \mathcal{P}\left(\mathfrak{C}_{3}^{(n)}\right)$ over the ensemble of codebooks. For every $\mathcal{C}_{r} \in \mathfrak{C}_{r}$ and $\mathcal{C}_{3}^{(n)} \in \mathfrak{C}_{3}^{(n)}$

$$
\begin{align*}
\lambda_{1}\left(\mathcal{C}_{r}\right)= & \prod_{m_{0}^{(b)} \in \mathcal{M}_{0}} P_{U}^{\otimes r}\left(u^{r}\left(m_{0}^{(b)}\right)\right) \prod_{\left(m_{0}^{\prime(b)}, m^{(b)}\right) \in \mathcal{M}_{0} \times \mathcal{M}} P_{X \mid U}^{\otimes r}\left(x^{r}\left(m_{0}^{\prime(b)}, m_{1}^{(b)}\right) \mid u^{r}\left(m_{0}^{\prime(b)}\right)\right) \\
& \times \prod_{\left(m_{0}^{\prime \prime(b)}, k^{\prime(b)}\right) \in \mathcal{M}_{0} \times \mathcal{K}} P_{S_{1} \mid U}^{\otimes r}\left(s_{1}^{r}\left(m_{0}^{\prime \prime(b)}, k^{\prime(b)}\right) \mid u^{r}\left(m_{0}^{\prime \prime(b)}\right)\right),  \tag{AG.3}\\
\lambda_{2}\left(\mathcal{C}_{3}^{(n)}\right)= & \prod_{k^{(b)} \in \mathcal{K}} P_{S_{2}}^{\otimes n}\left(s_{2}^{n}\left(k^{(b)}\right)\right) . \tag{AG.4}
\end{align*}
$$



Figure AG.1. Functional dependence graph for the block-Markov encoding scheme

Encoding for Communication Mode: We assume that the transmitter, the jammer, and the receiver have access to common randomness $M_{0}^{(1)}$ and $M^{(B)}$. As a result of cribbing, the jammer has access to $x_{b-1}^{r}$ at the end of the block $b-1$, therefore it finds an index $\hat{m}^{(b-1)}$ such that

$$
\begin{equation*}
\left(u^{r}\left(\hat{m}_{0}^{(b-1)}\right), x_{b-1}^{r}\left(\hat{m}_{0}^{(b-1)}, \hat{m}^{(b-1)}\right), x_{b-1}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)}\left(P_{U, X}\right) \tag{AG.5}
\end{equation*}
$$

where $\hat{m}^{(b-1)}$ is an estimate of $m^{(b-1)}$. After decoding $\hat{m}^{(b-1)}$, the jammer sets $\hat{m}_{0}^{(b)}=\hat{m}^{(b-1)}$ to be used in the next block.

In the first block, to send the message $m^{(1)}$ by access to $m_{0}^{(1)}$, the transmitter computes $x_{b}^{r}\left(m_{0}^{(1)}, m^{(1)}\right)$ and transmits it over the channel. Also, by access to $m_{0}^{(1)}$, the jammer computes $s_{1, b}^{r}\left(\hat{m}_{0}^{(1)}, k^{(1)}\right)$ according to $k^{(1)}$ and transmits it over the channel.

In block $b \in \llbracket 1, B \rrbracket$, to send the message $m^{(b)}$ by access to $m_{0}^{(b)}=m^{(b-1)}$, the transmitter computes $x_{b}^{r}\left(m_{0}^{(b)}, m^{(b)}\right)$ and transmits it over the channel. Also, the jammer computes $s_{1, b}^{r}\left(\hat{m}_{0}^{(b)}, k^{(b)}\right)$ and transmits it over the channel. Here, $k^{(b)}$ is the shared key between the jammer and the receiver and $\hat{m}_{0}^{(b)}=\hat{m}^{(b-1)}$ is the jammer's estimate of the message $m^{(b-1)}$ from the previous block.

The encoding procedure ensures that at the end of block $b$ the transmitter and the jammer know $M_{0}^{(b)}$ with high probability, therefore the transmitter and the jammer can coordinate
their channel inputs. Also, the dependencies across the blocks is created through $M^{(b)}$ (see Fig. AG.1. The dependencies can be hidden from the warden by transmitting $M^{(b)}$ securely over a conceptual wiretap channel.

For a fixed codebook $\mathcal{C}_{r}$ and for each block $b$, let $P$ denote the induced joint distribution by our code design when the transmitter uses $M_{0}^{(b)}$ and the jammer uses an estimate $\hat{M}_{0}^{(b)}$, which is derived from its estimate $\hat{M}^{(b-1)}$, at the end of the block $b-1$. Also, let $\bar{P}$ denote the induced joint distribution by our code design when both the transmitter and the jammer use $M_{0}^{(b)}$,

$$
\begin{align*}
& P_{M_{0}^{(b)} \hat{M}_{0}^{(b)} M^{(b)} K^{(b)} U_{b}^{r} X_{b}^{r} S_{1, b}^{r} Z_{b}^{r}}\left(m_{0}^{(b)}, \hat{m}_{0}^{(b)}, m^{(b)}, k^{(b)}, \tilde{u}_{b}^{r}, \tilde{x}_{b}^{r}, \tilde{s}_{1, b}^{r}, z_{b}^{r}\right)=2^{-r\left(3 R+R_{K}\right)} \\
& \quad \times \mathbb{1}_{\left\{\tilde{u}_{b}^{r}=u_{b}^{r}\left(m_{0}^{(b)}\right)\right\} \cap\left\{\tilde{u}_{b}^{r}=u_{b}^{r}\left(\hat{m}_{0}^{(b)}\right)\right\} \cap\left\{\tilde{x}_{b}^{r}=x_{b}^{r}\left(m_{0}^{(b)}, m^{(b)}\right)\right\} \cap\left\{\tilde{s}_{1, b}^{r}=s_{1, b}^{r}\left(\hat{m}_{0}^{(b)}, k^{(b)}\right)\right\}} W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid \tilde{u}_{b}^{r}, \tilde{x}_{b}^{r}, \tilde{s}_{1, b}^{r}\right) . \tag{AG.6a}
\end{align*}
$$



$$
\begin{equation*}
\times \mathbb{1}_{\left\{\tilde{u}_{b}^{r}=u_{b}^{r}\left(m_{0}^{(b)}\right)\right\} \cap\left\{\tilde{u}_{b}^{r}=u_{b}^{r}\left(\hat{m}_{0}^{(b)}\right)\right\} \cap\left\{\tilde{x}_{b}^{r}=x_{b}^{r}\left(m_{0}^{(b)}, m^{(b)}\right)\right\} \cap\left\{\tilde{s}_{1, b}^{r}=s_{1, b}^{r}\left(\hat{m}_{0}^{(b)}, k^{(b)}\right)\right\}} W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid \tilde{u}_{b}^{r}, \tilde{x}_{b}^{r}, \tilde{s}_{1, b}^{r}\right) . \tag{AG.6b}
\end{equation*}
$$

Considering the random codebook generation, we have

$$
\begin{equation*}
P\left(\mathcal{C}_{r}, m_{0}, m, k, \tilde{s}_{1}^{r}, \tilde{u}^{r}, z_{b}^{r}\right)=\lambda_{1}\left(\mathcal{C}_{r}\right) P^{\left(\mathcal{C}_{r}\right)}\left(m_{0}, m, k, \tilde{s}_{1}^{r}, \tilde{u}^{r}, z_{b}^{r}\right), \tag{AG.7}
\end{equation*}
$$

where $\lambda \in \mathcal{P}$ is defined in AG.3).
Encoding for No-Communication Mode: When the transmitter is not communicating with the receiver, and therefore it transmits the innocent sequence $x_{0}^{n}$, the jammer computes $s_{2}^{n}(k)$ according to the key $k$ and transmits it aver the channel. For this scenario for a fixed codebook $\mathcal{C}_{2}^{(n)}$, the induced joint distribution is as follows

$$
\begin{equation*}
\Upsilon_{K S_{2}^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, \tilde{s}_{2}^{n}, z^{n}\right)=\frac{1}{2^{n R_{K}}} \mathbb{1}_{\left\{\tilde{s}_{2}^{n}=s_{2}^{n}(k)\right\}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, \tilde{s}_{2}^{n}\right) . \tag{AG.8}
\end{equation*}
$$

Therefore, the distribution induced at the output of the warden for a random codebook is

$$
\begin{equation*}
\Upsilon_{Z^{n} \mid C_{n}}\left(z^{n}\right)=\frac{1}{2^{n R_{K}}} \sum_{j=1}^{2^{n R_{K}}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, S_{2}^{n}(k)\right) \tag{AG.9}
\end{equation*}
$$

Decoding: The legitimate receiver waits until the transmission of the block $B$ is complete and starts decoding each message in the sub-blocks going backwards $b \in[B, B-1, \ldots, 1]$. By access to the key and $m^{(B)}$ the decoder first finds $\hat{\tilde{m}}_{0}^{(B)}$ such that

$$
\begin{equation*}
\left(u^{r}\left(\hat{\tilde{m}}_{0}^{(B)}\right), x^{r}\left(\hat{\hat{m}}_{0}^{(B)}, m^{(B)}\right), s_{1}^{r}\left(\hat{\tilde{m}}_{0}^{(B)}, k^{(B)}\right), y_{B}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)}\left(P_{U X S_{1} Y}\right) . \tag{AG.10}
\end{equation*}
$$

In block $b \in \llbracket 1, B \rrbracket$, assuming that the decoder has successfully decoded $\hat{\hat{m}}_{0}^{(B)}, \hat{\hat{m}}_{0}^{(B-1)}, \ldots$, $\hat{\hat{m}}_{0}^{(b+1)}$ it sets $\hat{\hat{m}}_{0}^{(b+1)}=\hat{\hat{m}}^{(b)}$ and finds $\hat{\hat{m}}_{0}^{(b)}$ such that

$$
\begin{equation*}
\left(u^{r}\left(\hat{\hat{m}}_{0}^{(b)}\right), x^{r}\left(\hat{\hat{m}}_{0}^{(b)}, \hat{\hat{m}}^{(b)}\right), s_{1}^{r}\left(\hat{\tilde{m}}_{0}^{(B)}, k^{(b)}\right), y_{b}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)}\left(P_{U X S_{1} Y}\right) . \tag{AG.11}
\end{equation*}
$$

Using the error analysis arguments in [95, Lemma 4], the probability of error in each block decreases exponentially with $r$ and in turn vanishes across blocks if

$$
\begin{align*}
& R \leq \mathbb{H}_{P}(X \mid U)  \tag{AG.12a}\\
& R \leq \mathbb{I}_{P}\left(X, S_{1} ; Y\right) . \tag{AG.12b}
\end{align*}
$$

Covert Analysis: We aim to show that the coding scheme described above guarantees

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| \Upsilon_{Z^{n} \mid C_{n}}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{AG.13}
\end{equation*}
$$

To show that AG.13 holds by using Lemma 1 and the triangle inequality we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, \Upsilon_{Z^{n} \mid C_{n}}\right) \leq \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right)+\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) \tag{AG.14}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{0}(\cdot)=\sum_{s_{2} \in \mathcal{S}_{2}} P_{S_{2}}\left(s_{2}\right) W_{Z \mid X=x_{0}, S}\left(\cdot \mid x_{0}, s_{2}\right) \tag{AG.15}
\end{equation*}
$$

According to soft covering lemma [83, Theorem 4] or [77, Corollary VII.4] the second term on the RHS of AG.14 vanishes when $n$ grows if

$$
\begin{equation*}
R_{K}>\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right) \tag{AG.16}
\end{equation*}
$$

Note that if $R_{K}<\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right)$, according to Shannon's channel coding theorem, the warden might be able to decode $J$, which reduces the problem to the point to point channel for which the covert rate will be zero. To bound the first term on the RHS of AG.14 by using Pinsker's inequality in Lemma 1 we first show $\mathbb{E}_{C_{n}} \mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0$, where

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{u \in \mathcal{U}} \sum_{x \in \mathcal{X}} \sum_{s_{1} \in \mathcal{S}_{1}} P_{U}(u) P_{X \mid U}(x \mid u) P_{S_{1} \mid U}\left(s_{1} \mid u\right) W_{Z \mid X S}\left(\cdot \mid x, s_{1}\right) . \tag{AG.17}
\end{equation*}
$$

Then we choose $P_{U}, P_{X \mid U}, P_{S_{1} \mid U}$, and $P_{S_{2}}$ such that it satisfies $Q_{Z}=Q_{0}$. From the expansion in AG.1), for every block $b \in \llbracket 2, B \rrbracket$, by substituting $Q_{0}$ with $Q_{Z}$,

$$
\begin{align*}
\mathbb{I}\left(Z_{b}^{r} ; Z_{b+1}^{B, r}\right) & \leq \mathbb{I}\left(Z_{b}^{r} ; M^{(b)}, Z_{b+1}^{B, r}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(Z_{b}^{r} ; M^{(b)}\right) \tag{AG.18}
\end{align*}
$$

where (a) holds because $Z_{b}^{r}-M^{(b)}-Z_{b+1}^{B, r}$ forms a Markov chain, as seen in the functional dependence graph depicted in Fig. AG.1. Also,

$$
\begin{align*}
\mathbb{I}\left(Z_{b}^{r} ; M^{(b)}\right) & =\mathbb{D}\left(P_{Z_{b}^{r} M^{(b)}}^{\left(\mathcal{C}_{n}\right)} \| P_{Z_{b}^{r}}^{\left(\mathcal{C}_{n}\right)} P_{M^{(b)}}^{\left(\mathcal{C}_{n}\right)}\right) \\
& \leq \mathbb{D}\left(P_{Z_{b}^{r} M^{(b)}}^{\left(\mathcal{C}_{n}\right)} \| Q_{Z}^{\otimes r} Q_{M^{(b)}}\right), \tag{AG.19}
\end{align*}
$$

where $Q_{M^{(b)}}$ is the uniform distribution on $\llbracket 1,2^{r R} \rrbracket$ and $(b)$ follows from the positivity of relative entropy and

$$
\begin{equation*}
\mathbb{D}\left(P_{Z_{b}^{r} M^{(b)}} \| P_{Z_{b}^{r}} P_{M^{(b)}}\right)=\mathbb{D}\left(P_{Z_{b}^{r} M^{(b)}} \| Q_{Z}^{\otimes r} Q_{M^{(b)}}\right)-\mathbb{D}\left(P_{M^{(b)}} \| Q_{M^{(b)}}\right)-\mathbb{D}\left(P_{Z_{b}^{r}} \| Q_{Z}^{\otimes r}\right) \tag{AG.20}
\end{equation*}
$$

Therefore by combining AG.1), AG.19), and AG.20

$$
\begin{equation*}
\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right) \leq 2 \sum_{b=1}^{B} \mathbb{D}\left(P_{Z_{b}^{r} M^{(b)} \mid C_{r}} \| Q_{Z}^{\otimes r} Q_{M^{(b)}}\right) \tag{AG.21}
\end{equation*}
$$

We now proceed to bound the RHS of AG.21). For this purpose, we first show that our coding scheme guarantees that

$$
\begin{equation*}
\mathbb{E}_{C_{r}}\left[\mathbb{D}\left(\bar{P}_{Z_{b}^{r} M^{(b)} \mid C_{r}}| | Q_{Z}^{\otimes r} Q_{M^{(b)}}\right)\right] \underset{r \rightarrow \infty}{\longrightarrow} 0 \tag{AG.22}
\end{equation*}
$$

and then show that AG.22) implies

$$
\begin{equation*}
\mathbb{E}_{C_{r}}\left[\mathbb{D}\left(P_{Z_{b}^{r} M^{(b)} \mid C_{r}} \| Q_{Z}^{\otimes r} Q_{M^{(b)}}\right)\right] \underset{r \rightarrow \infty}{\longrightarrow} 0 \tag{AG.23}
\end{equation*}
$$

To bound AG.22 from AG.6b we have,

$$
\begin{equation*}
\bar{P}_{Z_{b}^{r} M^{(b)} \mid C_{r}}\left(z_{b}^{r}, m^{(b)}\right)=\sum_{\left(m_{0}^{(b)}, k^{(b)}\right)} 2^{-r\left(2 R+R_{K}\right)} W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid U_{b}^{r}\left(m_{0}^{(b)}\right), X_{b}^{r}\left(m_{0}^{(b)}, m^{(b)}\right), S_{1, b}^{r}\left(m_{0}^{(b)}, k^{(b)}\right)\right) . \tag{AG.24}
\end{equation*}
$$

We now have,

$$
\begin{aligned}
& \mathbb{E}_{C_{r}}\left[\mathbb{D}\left(\bar{P}_{Z_{b}^{r} M^{(b)} \mid C_{r}}| | Q_{Z}^{\otimes r} Q_{M^{(b)}}\right)\right]=\mathbb{E}_{C_{r}}\left[\sum_{\left(z_{b}^{r}, m^{(b)}\right)} \bar{P}\left(z_{b}^{r}, m^{(b)} \mid C_{r}\right) \log \left(\frac{\bar{P}\left(z_{b}^{r}, m^{(b)} \mid C_{r}\right)}{Q_{Z}^{\otimes r}\left(z_{b}^{r}\right) Q_{M^{(b)}}\left(m^{(b)}\right)}\right)\right] \\
& =\mathbb{E}_{C_{r}}\left[\sum_{\left(z_{b}^{r}, m^{(b)}\right)} \sum_{(i, j)} 2^{-r\left(2 R+R_{K}\right)} W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid U_{b}^{r}(i), X_{b}^{r}\left(i, m^{(b)}\right), S_{1, b}^{r}(i, j)\right)\right. \\
& \left.\quad \times \log \left(\frac{\sum_{(\tilde{i}, \tilde{j})} 2^{-r\left(2 R+R_{K}\right)} W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid U_{b}^{r}(\tilde{i}), X_{b}^{r}\left(\tilde{i}, m^{(b)}\right), S_{1, b}^{r}(\tilde{i}, \tilde{j})\right)}{2^{-r R} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}\right)\right] \\
& \leq \sum_{\left(z_{b}^{r}, m^{(b)}\right)} \sum_{(i, j)} \frac{1}{\sum^{r\left(2 R+R_{K}\right)}} \sum_{u_{b}^{r}(i)} \sum_{x_{b}^{r}\left(i, m^{(b)}\right)} \sum_{s_{1, b}^{r}(i, j)} \bar{P}_{U^{r} X^{r} S_{1}^{r} Z_{b}^{r}}^{\otimes r}\left(u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j), z_{b}^{r}\right) \\
& \quad \times \log \mathbb{E}_{\backslash(i, j)}\left[\frac{\sum_{\tilde{i}, \tilde{j})} W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid U_{b}^{r}(\tilde{i}), X_{b}^{r}\left(\tilde{i}, m^{(b)}\right), S_{1, b}^{r}(\tilde{i}, \tilde{j})\right)}{2^{r\left(R+R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}\right]
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(b)}{=} \sum_{\left(z_{b}^{r}, m^{(b)}\right)} \sum_{(i, j)} \frac{1}{2^{r\left(2 R+R_{K}\right)}} \sum_{u_{b}^{r}(i)} \sum_{x_{b}^{r}\left(i, m^{(b)}\right)} \sum_{s_{1, b}^{r}(i, j)} \bar{P}_{U^{r} X^{r} S_{1}^{r} Z_{b}^{r}}^{\otimes r}\left(u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j), z_{b}^{r}\right) \\
& \times \log \left(\frac{W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j)\right)}{2^{r\left(R+R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}\right. \\
& +\mathbb{E}_{\backslash j}\left[\frac{\sum_{\tilde{j} \neq j} W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), S_{1, b}^{r}(i, \tilde{j})\right)}{2^{r\left(R+R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}\right] \\
& \left.+\mathbb{E}_{\backslash(i, j)}\left[\frac{\sum_{\tilde{i} \neq i} \sum_{\tilde{j}} W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid U_{b}^{r}(\tilde{i}), X_{b}^{r}\left(\tilde{i}, m^{(b)}\right), S_{1, b}^{r}(\tilde{i}, \tilde{j})\right)}{2^{r\left(R+R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}\right]\right) \\
& =\sum_{\left(z_{b}^{r}, m^{(b)}\right)} \sum_{(i, j)} \frac{1}{2^{r\left(2 R+R_{K}\right)}} \sum_{u_{b}^{r}(i)} \sum_{x_{b}^{r}\left(i, m^{(b)}\right)} \sum_{s_{1, b}^{r}(i, j)} \bar{P}_{U^{r} X^{r} S_{1}^{r} Z_{b}^{r}}^{\otimes r}\left(u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j), z_{b}^{r}\right) \\
& \times \log \left(\frac{W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j)\right)}{2^{r\left(R+R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}+\sum_{\tilde{j} \neq j} \frac{W_{Z \mid U X}^{\otimes r}\left(z_{b}^{r} \mid u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right)\right)}{2^{r\left(R+R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}+1\right) \\
& \leq \sum_{\left(z_{b}^{r}, m^{(b)}\right)} \sum_{(i, j)} \frac{1}{2^{r\left(2 R+R_{K}\right)}} \sum_{u_{b}^{r}(i)} \sum_{x_{b}^{r}\left(i, m^{(b)}\right)} \sum_{s_{1, b}^{r}(i, j)} \bar{P}_{U^{r} X^{r} S_{1}^{r} Z_{b}^{r}}^{\otimes r}\left(u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j), z_{b}^{r}\right) \\
& \times \log \left(\frac{W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j)\right)}{2^{r\left(R+R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}+\frac{W_{Z \mid U X}^{\otimes r}\left(z_{b}^{r} \mid u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right)\right)}{2^{r R} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}+1\right) \\
& \triangleq \Psi_{1}+\Psi_{2}, \tag{AG.25}
\end{align*}
$$

where $(a)$ follows from Jensen's inequality, $(b)$ is because $\mathbb{1}_{\{\cdot\}} \leq 1$, and the last term in the RHS of $(b)$ is smaller than 1 . We defined $\Psi_{1}$ and $\Psi_{2}$ as

$$
\begin{align*}
& \Psi_{1}=\sum_{\left(i, m^{(b)}, j\right)} \frac{1}{2^{r\left(2 R+R_{K}\right)}} \sum_{\left(u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j), z_{b}^{r}\right) \in \mathcal{T}_{\epsilon}^{(r)}} \bar{P}_{U^{r} X^{r} S_{1}^{r} Z_{b}^{r}}^{\otimes r}\left(u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j), z_{b}^{r}\right) \\
& \quad \times \log \left(\frac{W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j)\right)}{2^{r\left(R+R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}+\frac{W_{Z \mid U X}^{\otimes r}\left(z_{b}^{r} \mid u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right)\right)}{2^{r R} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}+1\right) \\
& \leq \log \left(\frac{2^{-r(1-\epsilon)\left(\mathbb{H}\left(Z \mid X, S_{1}\right)\right)}}{2^{r\left(R+R_{K}\right)} 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+\frac{2^{-r(1-\epsilon) \mathbb{H}(Z \mid U, X)}}{2^{r R} 2^{-r(1+\epsilon) \mathbb{H}(Z)}}+1\right) \tag{AG.26}
\end{align*}
$$

$$
\begin{align*}
& \Psi_{2}= \sum_{\left(i, m^{(b)}, j\right)} \frac{1}{2^{r\left(2 R+R_{K}\right)}} \sum_{\left(u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j), z_{b}^{r}\right) \notin \mathcal{T}_{\epsilon}^{(r)}} \bar{P}_{U^{r} X^{r} S_{1}^{r} Z_{b}^{r}}^{\otimes r}\left(u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j), z_{b}^{r}\right) \\
& \times \log \left(\frac{W_{Z \mid U X S}^{\otimes r}\left(z_{b}^{r} \mid u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right), s_{1, b}^{r}(i, j)\right)}{2^{r\left(R+R_{K}\right)} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}+\frac{W_{Z \mid U X}^{\otimes r}\left(z_{b}^{r} \mid u_{b}^{r}(i), x_{b}^{r}\left(i, m^{(b)}\right)\right)}{2^{r R} Q_{Z}^{\otimes r}\left(z_{b}^{r}\right)}+1\right) \\
& \leq 2|U|\left|S_{1}\right||X||Z| e^{-r \epsilon \mu_{U, S_{1}, X, Z} r \log \left(\frac{4}{\mu_{Z}}+1\right),} \tag{AG.27}
\end{align*}
$$

$\Psi_{2}$ goes to zero when $r \rightarrow \infty$ and $\Psi_{1}$ goes to zero when $r \rightarrow \infty$ if,

$$
\begin{align*}
R+R_{K} & >\mathbb{I}_{P}\left(X, S_{1} ; Z\right)  \tag{AG.28a}\\
R & >\mathbb{I}_{P}(U, X ; Z) \tag{AG.28b}
\end{align*}
$$

Finally, we show that AG.22 implies AG.23). Using the properties of total variation distance results to

$$
\begin{align*}
\mathbb{V} & \left(P_{Z_{b}^{r} M^{(b)}}, \bar{P}_{Z_{b}^{r} M^{(b)}}\right) \\
& \leq \mathbb{V}\left(P_{Z_{b}^{r} M_{0}^{(b)} M^{(b)} \hat{M}_{0}^{(b)} K^{(b)}}, \bar{P}_{Z_{b}^{r} M_{0}^{(b)} M^{(b)} M_{0}^{(b)} K^{(b)}}\right) \\
& =2 \mathbb{P}\left(M_{0}^{(b)} \neq \hat{M}_{0}^{(b)}\right) . \tag{AG.29}
\end{align*}
$$

Since $P_{M^{(b)}}=\bar{P}_{M^{(b)}}=Q_{M^{(b)}}$,

$$
\begin{align*}
& \mathbb{V}\left(P_{Z_{b}^{r} M^{(b)}}, Q_{Z}^{\otimes r} Q_{M^{(b)}}\right) \\
& \quad \leq \mathbb{V}\left(P_{Z_{b}^{r} M^{(b)}}, \bar{P}_{Z_{b}^{r} M^{(b)}}\right)+\mathbb{V}\left(\bar{P}_{Z_{b}^{r} M^{(b)}}, Q_{Z}^{\otimes r} Q_{M^{(b)}}\right) . \tag{AG.30}
\end{align*}
$$

Since the probability of error vanishes as $r$ grows and using AG.29 the first term on the RHS of AG.30 vanishes as $r$ grows. Also, Pinsker's inequality ensures that the second term on the RHS of AG.30) vanishes as $r$ grows if we have AG.28). Using AG.30 together with Lemma ? ensures that AG.23 holds. The region in Theorem 30 is derived by applying Fourier-Motzkin to AG.12, AG.16, and AG.28).

## APPENDIX AH

## PROOF OF THEOREM 31

To prove the upper bound for the case that the transmitter's codeword is available strictlycausally at the jammer and the jammer has unlimited source of local randomness and transmits an i.i.d. sequence when communication is not happening, consider any sequence of codes with length $n$ such that $P_{e}^{(n)} \leq \epsilon_{n}$ and $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$ where $\lim _{n \rightarrow \infty} \epsilon_{n}=0$. Note that the converse is consistent with the model and does not require $\delta$ to vanish.

Epsilon Rate Region: We first define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ that expands the region defined in 4.95 as follows.

$$
\mathcal{A}_{\epsilon}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists P_{U S X Y Z} \in \mathcal{D}_{\epsilon}:  \tag{AH.1a}\\
R \leq \min \{\mathbb{H}(X \mid U), \mathbb{I}(X, S ; Y)\}+\epsilon \\
R_{K} \geq \mathbb{I}(X, S ; Z)-\min \{\mathbb{H}(X \mid U), \mathbb{I}(X, S ; Y)\}-3 \epsilon
\end{array}\right\}
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
P_{U S X Y Z}:  \tag{AH.1b}\\
P_{U S X Y Z}=P_{U} P_{X \mid U} P_{S \mid U} W_{Y Z \mid X S} \\
\min \{\mathbb{H}(X \mid U), \mathbb{I}(X, S ; Y)\} \geq \mathbb{I}(U, X ; Z)-3 \epsilon \\
\mathbb{D}\left(P_{Z}| | Q_{0}\right) \leq \epsilon \\
|\mathcal{U}| \leq \min \{|\mathcal{X}||\mathcal{S}|+1,|\mathcal{Y}|+2\}
\end{array}\right\} .
$$

We next show that for any $\epsilon>0$ and for any achievable rate pair $\left(R, R_{K}\right)$ we have $\left(R, R_{K}\right) \in$ $\mathcal{A}_{\epsilon}$. For any $\epsilon_{n}>0$, using standard techniques, we start by upper bounding $n R$.

$$
\begin{aligned}
n R & =\mathbb{H}(M) \\
& =\mathbb{H}(M \mid K)
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{(a)}{\leq} \mathbb{I}\left(M ; Y^{n} \mid K\right)+n \epsilon_{n} \\
& \leq \mathbb{I}\left(M, K, X^{n}, S^{n} ; Y^{n}\right)+n \epsilon_{n} \\
& \stackrel{(b)}{=} \mathbb{I}\left(X^{n}, S^{n} ; Y^{n}\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid Y^{i-1}\right)-\mathbb{H}\left(Y_{i} \mid X^{n}, S^{n}, Y^{i-1}\right)\right]+n \epsilon_{n} \\
& \leq \sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i}\right)-\mathbb{H}\left(Y_{i} \mid X^{n}, S^{n}, Y^{i-1}\right)\right]+n \epsilon_{n} \\
& \stackrel{(c)}{=} \sum_{i=1}^{n} \mathbb{I}\left(X_{i}, S_{i} ; Y_{i}\right)+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \frac{1}{n} \mathbb{I}\left(X_{i}, S_{i} ; Y_{i}\right)+n \epsilon_{n} \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i) \mathbb{I}\left(X_{T}, S_{T} ; Y_{T} \mid T=i\right)+n \epsilon_{n} \\
& =n \mathbb{I}\left(X_{T}, S_{T} ; Y_{T} \mid T\right)+n \epsilon_{n} \\
& \leq n \mathbb{I}\left(X_{T}, S_{T}, T ; Y_{T}\right)+n \epsilon_{n} \\
& \stackrel{(d)}{=} n \mathbb{I}(X, S ; Y)+n \epsilon_{n} \\
& \stackrel{(e)}{=} n \mathbb{I}(X, S ; Y)+n \epsilon,
\end{aligned}
$$

where
(a) follows from Fano's inequality;
(b) holds because of the Markov chain $(M, K)-\left(X^{n}, S^{n}\right)-Y^{n}$;
(c) follows because the channel is memoryless;
(d) follows by defining $X=\left(X_{T}, T\right), S=S_{T}$, and $Y=Y_{T}$;
(e) follows by defining $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu \geq \frac{\delta}{n}\right\}$.

We also have,

$$
\begin{align*}
& n R=\mathbb{H}(M) \\
& \stackrel{(a)}{\leq} \mathbb{I}\left(M ; Y^{n}\right)+n \epsilon_{n} \\
& \leq \mathbb{I}\left(M, X^{n} ; Y^{n}\right)+n \epsilon_{n} \\
& \stackrel{(b)}{\leq} \mathbb{I}\left(X^{n} ; Y^{n}\right)+n \epsilon_{n} \\
& \leq \mathbb{H}\left(X^{n}\right)+n \epsilon_{n} \\
&=\sum_{i=1}^{n} \mathbb{H}\left(X_{i} \mid X^{i-1}\right)+n \epsilon_{n} \\
& \stackrel{(c)}{=} \sum_{i=1}^{n} \mathbb{H}\left(X_{i} \mid U_{i}\right)+n \epsilon_{n} \\
&=n \sum_{i=1}^{n} \frac{1}{n} \mathbb{H}\left(X_{i} \mid U_{i}\right)+n \epsilon_{n} \\
&=n \sum_{i=1}^{n} \mathbb{P}(T=i) \mathbb{H}\left(X_{T} \mid U_{T}, T=i\right)+n \epsilon_{n} \\
&=n \mathbb{H}\left(X_{T} \mid U_{T}, T\right)+n \epsilon_{n} \\
&(d) \\
& \leq \mathbb{H}(X \mid U)+n \epsilon_{n} \\
& \quad(e)  \tag{AH.2}\\
& n \mathbb{H}(X \mid U)+n \epsilon
\end{align*}
$$

where
(a) follows from Fano's inequality;
(b) holds because of the Markov chain $M-X^{n}-Y^{n}$;
(c) follows by defining $U_{i} \triangleq X^{i-1}$;
(d) follows by defining $X=\left(X_{T}, T\right)$ and $U=\left(U_{T}, T\right)$;
(e) follows by defining $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu \geq \frac{\delta}{n}\right\}$.

We now have,

$$
\begin{aligned}
n R & =\mathbb{H}(M) \\
& \geq \mathbb{I}\left(M ; Z^{n}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(M, X^{n} ; Z^{n}\right) \\
& \geq \mathbb{I}\left(X^{n} ; Z^{n}\right) \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i} \mid Z^{i-1}\right)-\mathbb{H}\left(Z_{i} \mid Z^{i-1}, X^{n}\right)\right] \\
& \stackrel{(b)}{\geq} \sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i}\right)-\mathbb{H}\left(Z_{i} \mid Z^{i-1}, X^{n}\right)\right]-\delta \\
& \geq \sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i}\right)-\mathbb{H}\left(Z_{i} \mid X_{i}, X^{i-1}\right)\right]-\delta \\
& \stackrel{(c)}{=} \sum_{i=1}^{n} \mathbb{I}\left(U_{i}, X_{i} ; Z_{i}\right)-\delta \\
& =n \sum_{i=1}^{n} \frac{1}{n}\left[\mathbb{I}\left(U_{i}, X_{i} ; Z_{i}\right)\right]-\delta \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i) \mathbb{I}\left(U_{T}, X_{T} ; Z_{T} \mid T=i\right)-\delta \\
& =n \mathbb{I}\left(U_{T}, X_{T} ; Z_{T} \mid T\right)-\delta \\
& \stackrel{(d)}{\geq} n \mathbb{I}\left(U_{T}, X_{T}, T ; Z_{T}\right)-2 \delta \\
& \stackrel{(e)}{=} n \mathbb{I}(U, X ; Z)-2 \delta
\end{aligned}
$$

where
(a) follows since $X^{n}$ is a deterministic function of $M$;
(b) and (d) follows from [80, Lemma 3];
(c) follows by defining $U_{i} \triangleq X^{i-1}$;
(e) follows by defining $X=\left(X_{T}, T\right), U=\left(U_{T}, T\right)$, and $Z=Z_{T}$.

For any $\nu>0$, choosing $n$ large enough ensures that

$$
\begin{align*}
R & \geq \mathbb{I}(U, X ; Z)-2 \nu \\
& \geq \mathbb{I}(U, X ; Z)-2 \epsilon, \tag{АН.3}
\end{align*}
$$

where the last inequality follows from definition $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$. We now have,

$$
\begin{aligned}
n\left(R+R_{K}\right) & =\mathbb{H}(M, K) \\
& \geq \mathbb{I}\left(M, K ; Z^{n}\right) \\
& \stackrel{(a)}{=} \mathbb{I}\left(M, K, X^{n}, S^{n} ; Z^{n}\right) \\
& \geq \mathbb{I}\left(X^{n}, S^{n} ; Z^{n}\right) \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i} \mid Z^{i-1}\right)-\mathbb{H}\left(Z_{i} \mid Z^{i-1}, X^{n}, S^{n}\right)\right] \\
& \stackrel{(b)}{\geq} \sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i}\right)-\mathbb{H}\left(Z_{i} \mid Z^{i-1}, X^{n}, S^{n}\right)\right]-\delta \\
& \geq \sum_{i=1}^{n}\left[\mathbb{H}\left(Z_{i}\right)-\mathbb{H}\left(Z_{i} \mid X_{i}, S_{i}\right)\right]-\delta \\
& =\sum_{i=1}^{n} \mathbb{I}\left(X_{i}, S_{i} ; Z_{i}\right)-\delta \\
& =n \sum_{i=1}^{n} \frac{1}{n}\left[\mathbb{I}\left(X_{i}, S_{i} ; Z_{i}\right)\right]-\delta \\
& =n \sum_{i=1}^{n} \mathbb{P}(T=i) \mathbb{I}\left(X_{T}, S_{T} ; Z_{T} \mid T=i\right)-\delta \\
& =n \mathbb{I}\left(X_{T}, S_{T} ; Z_{T} \mid T\right)-\delta \\
& \stackrel{(c)}{\geq} n \mathbb{I}\left(X_{T}, S_{T}, T ; Z_{T}\right)-2 \delta \\
& \stackrel{(d)}{=} n \mathbb{I}(X, S ; Z)-2 \delta \\
&
\end{aligned}
$$

where
(a) follows since $X^{n}$ is a deterministic function of $M$ and $S^{n}$ is a deterministic function of ( $K, X^{n-1}$ );
(b) and (c) follow from [80, Lemma 3];
(d) follows by defining $X=\left(X_{T}, T\right), S=S_{T}$, and $Z=Z_{T}$.

For any $\nu>0$, choosing $n$ large enough ensures that

$$
\begin{align*}
R+R_{K} & \geq \mathbb{I}(X, S ; Z)-2 \nu \\
& \geq \mathbb{I}(X, S ; Z)-2 \epsilon, \tag{AH.4}
\end{align*}
$$

where the last inequality follows from definition $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu\right\}$.
To show that $\mathbb{D}\left(P_{Z} \| Q_{0}\right) \leq \epsilon$, note that for $n$ large enough

$$
\begin{align*}
\mathbb{D}\left(P_{Z} \| Q_{0}\right) & =\mathbb{D}\left(P_{Z_{T}} \| Q_{0}\right)=\mathbb{D}\left(\frac{1}{n} \sum_{i=1}^{n} P_{Z_{i}} \| Q_{0}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{D}\left(P_{Z_{i}} \| Q_{0}\right) \leq \frac{1}{n} \mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \frac{\delta}{n} \leq \nu \leq \epsilon \tag{AH.5}
\end{align*}
$$

Continuity at zero: The proof for continuity at zero is similar to that of Appendix $N$.

## APPENDIX AI

## PROOF OF THEOREM 32

Fix $P_{X}, P_{S_{1} \mid X}, P_{S_{2}}$ and $\epsilon>0$ such that, $Q_{Z}=Q_{0}$.
Random Codebook Generation for Communication Mode:

- Let $C_{1}^{(n)} \triangleq\left\{X^{n}(m)\right\}_{m \in \mathcal{M}}$ be a random codebook consisting of independent random sequences, each generated according to $P_{X}^{\otimes n}$. We denote a realization of $C_{1}^{(n)}$ by $\mathcal{C}_{1}^{(n)} \triangleq$ $\left\{x^{n}(m)\right\}_{m \in \mathcal{M}}$.
- For every $m \in \mathcal{M}$, let $C_{2}^{(n)} \triangleq\left\{S_{1}^{n}\left(X^{n}(m), k\right)\right\}_{(m, k) \in \mathcal{M} \times \mathcal{K}}$ be a random codebook consisting of independent random sequences, each generated according to $P_{S_{1} \mid X}^{\otimes n}$. We denote a realization of $C_{2}^{(n)}$ by $\mathcal{C}_{2}^{(n)} \triangleq\left\{s_{1}^{n}\left(x^{n}(m), k\right)\right\}_{(m, k) \in \mathcal{M} \times \mathcal{K}}$.

Random Codebook Generation for No-Communication Mode:

- Let $C_{3}^{(n)} \triangleq\left\{S_{2}^{n}(k)\right\}_{k \in \mathcal{K}}$ be a random codebook consisting of independent random sequences, each generated according to $P_{S_{2}}^{\otimes n}$. We denote a realization of $C_{3}^{(n)}$ by $\mathcal{C}_{3}^{(n)} \triangleq$ $\left\{s_{2}^{n}(k)\right\}_{k \in \mathcal{K}}$.

Also, $C_{n}=\left\{C_{1}^{(n)}, C_{2}^{(n)}, C_{3}^{(n)}\right\}$ denotes a random codebook and $\mathcal{C}_{n}=\left\{\mathcal{C}_{1}^{(n)}, \mathcal{C}_{2}^{(n)}, \mathcal{C}_{3}^{(n)}\right\}$ denotes a fixed codebook. The set of all possible values of $C_{n}$ is denoted by $\mathfrak{C}_{n}$.

The codebook construction described above induces the PMF $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ over the codebook ensemble. For each $\mathcal{C}_{n} \in \mathfrak{C}_{n}$

$$
\begin{equation*}
\lambda\left(\mathcal{C}_{n}\right)=\prod_{m \in \mathcal{M}} P_{X}^{\otimes n}\left(x^{n}(m)\right) \prod_{\left(x^{n}(m), k\right) \in \mathcal{X}^{n} \times \mathcal{K}} P_{S_{1} \mid X}^{\otimes n}\left(s_{1}^{n}\left(x^{n}(m), k\right) \mid x^{n}(m)\right) \prod_{k^{\prime} \in \mathcal{K}} P_{S_{2}}^{\otimes n}\left(s_{2}^{n}\left(k^{\prime}\right)\right) . \tag{AI.1}
\end{equation*}
$$

Encoding for Communication Mode: To send the message $m$, the transmitter chooses the codeword $x^{n}(m)$. Also, given the codeword $x^{n}(m)$ and the key $k$, the jammer computes $s_{1}^{n}\left(x^{n}(m), k\right)$ and transmits it over the channel. As a result of cribbing, the jammer has access
to $x^{n}$ in advance, therefore before transmission, it finds an index $m$ such that $\left(x^{n}(\hat{m}), x^{n}\right) \in$ $\mathcal{T}_{\epsilon}^{(n)}\left(P_{X}\right)$ where $\hat{m}$ is an estimate of $m$. According to the law of large numbers and the packing lemma, as $n \rightarrow \infty$ the jammer with a vanishing probability of error can find $m$ uniquely if

$$
\begin{equation*}
R \leq \mathbb{H}(X) \tag{AI.2}
\end{equation*}
$$

For a fixed codebook $\mathcal{C}_{n} \in \mathfrak{C}_{n}$, the induced joint distribution is,

$$
\begin{equation*}
P^{\left(\mathcal{C}_{n}\right)}\left(m, k, \tilde{x}^{n}, \tilde{s}_{1}^{n}, z^{n}\right) \triangleq 2^{-n\left(R+R_{K}\right)} \mathbb{1}_{\left\{\tilde{x}^{n}=x^{n}(m)\right\} \cap\left\{\tilde{s}_{1}^{n}=s_{1}^{n}\left(\tilde{x}^{n}, k\right)\right\}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid \tilde{x}^{n}, \tilde{s}_{1}^{n}\right) . \tag{AI.3}
\end{equation*}
$$

Therefore, the distribution induced on the warden's observation by our code design is

$$
\begin{equation*}
P_{Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(z^{n}\right)=\frac{1}{2^{n\left(R+R_{K}\right)}} \sum_{m=1}^{2^{n R}} \sum_{k=1}^{2^{n R_{K}}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x^{n}(m), s_{1}^{n}\left(x^{n}(m), k\right)\right) \tag{AI.4}
\end{equation*}
$$

Encoding for No-Communication Mode: When the transmitter is not communicating with the receiver, and therefore it transmits $x_{0}^{n}$, the jammer computes a sequence $s_{2}^{n}(k)$ according to the key $k$, and transmits it over the channel. For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution for this case is,

$$
\Upsilon_{K S_{2}^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(m, k, \tilde{x}^{n}, \tilde{s}^{n}, z^{n}\right)=\frac{1}{2^{n\left(R+R_{K}\right)}} \mathbb{1}_{\left\{\tilde{s}_{2}^{n}=s_{2}^{n}(k)\right\}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, \tilde{s}_{2}^{n}\right) .
$$

Therefore, the distribution induced on the warden's observation is

$$
\begin{equation*}
\Upsilon_{Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(z^{n}\right)=\frac{1}{2^{n R_{K}}} \sum_{k=1}^{2^{n R_{K}}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, s_{2}^{n}(k)\right) . \tag{AI.5}
\end{equation*}
$$

Decoding and Error Probability Analysis: Upon receiving $y^{n}$ by access to $k$ the decoder finds a unique $m$ such that

$$
\begin{equation*}
\left(x^{n}(m), s_{1}^{n}\left(x^{n}(m), k\right), y^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}\left(P_{X, S_{1}, Y}\right) \tag{AI.6}
\end{equation*}
$$

According to the law of large numbers and the packing lemma, the probability of error goes to zero as $n \rightarrow \infty$ if [85],

$$
\begin{equation*}
R<\mathbb{I}_{P}\left(X, S_{1} ; Y\right) \tag{AI.7}
\end{equation*}
$$

Covert Analysis: We aim to show that the coding scheme described above guarantees

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| \Upsilon_{Z^{n} \mid C_{n}}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{AI.8}
\end{equation*}
$$

To prove AI.8 by using Lemma 1 and the triangle inequality we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, \Upsilon_{Z^{n} \mid C_{n}}\right) \leq \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right)+\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) \tag{AI.9}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{0}(\cdot)=\sum_{s_{2} \in \mathcal{S}_{2}} P_{S_{2}}\left(s_{2}\right) W_{Z \mid X=x_{0}, S}\left(\cdot \mid x_{0}, s_{2}\right) \tag{AI.10}
\end{equation*}
$$

To bound the first term on the RHS of AI.9 by using Pinsker's inequality we first show

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{AI.11}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{x \in \mathcal{X}} \sum_{s_{1} \in \mathcal{S}_{1}} P_{X}(x) P_{S_{1} \mid X}\left(s_{1} \mid x\right) W_{Z \mid X S}\left(\cdot \mid x, s_{1}\right) . \tag{AI.12}
\end{equation*}
$$

Then we choose $P_{X}, P_{S_{1} \mid X}$, and $P_{S_{2}}$ such that $Q_{Z}=Q_{0}$. From [65, Theorem 3], AI.11) is satisfied if

$$
\begin{align*}
R & >\mathbb{I}_{P}(X ; Z),  \tag{AI.13a}\\
R_{K} & >\mathbb{I}_{P}\left(X, S_{1} ; Z\right)-\mathbb{H}(X),  \tag{AI.13b}\\
R+R_{K}> & \mathbb{I}_{P}\left(X, S_{1} ; Z\right) . \tag{AI.13c}
\end{align*}
$$

Also, according to the soft covering lemma [83, Theorem 4] or [77, Corollary VII.4], the second term on the RHS of AI.9 vanishes when $n$ grows if

$$
\begin{equation*}
R_{K}>\mathbb{I}\left(S_{2} ; Z\right) \tag{AI.14}
\end{equation*}
$$

Combining AI.2), AI.7), AI.13), and AI.14) completes the achievability proof of Theorem 32.

## APPENDIX AJ

## PROOF OF THEOREM 33

To prove the upper bound for the case that the transmitter's codeword is available noncausally at the jammer and the jammer has unlimited source of local randomness and transmits an i.i.d. sequence when communication is not happening, consider any sequence of codes with length $n$ such that $P_{e}^{(n)} \leq \epsilon_{n}$ and $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$ where $\lim _{n \rightarrow \infty} \epsilon_{n}=0$. Note this assumption is consistent with the problem setup and does not require $\delta$ to vanish.

Epsilon Rate Region: First we define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ which extends the region defined in 4.97) as follows.

$$
\mathcal{A}_{\epsilon}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists\left(P_{S X Y Z}, \Upsilon_{S Z}\right) \in \mathcal{D}_{\epsilon}:  \tag{AJ.1a}\\
R \leq \min \left\{\mathbb{I}_{P}(X, S ; Y), \mathbb{H}_{P}(X)\right\}+\epsilon \\
R_{K} \geq \mathbb{I}_{P}(X, S ; Y)-\mathbb{H}_{P}(X)-3 \epsilon \\
R+R_{K} \geq \mathbb{I}_{\Upsilon}(S ; Z)-2 \epsilon
\end{array}\right\}
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
\left(P_{S X Y Z}, \Upsilon_{S Z}\right):  \tag{AJ.1b}\\
P_{S X Y Z}=P_{X} P_{S \mid X} \mathbb{1}_{\{X=X(U, S)\}} W_{Y Z \mid X S} \\
\Upsilon_{S Z}=P_{S \mid X=x_{0}} W_{Z \mid X=x_{0}, S} \\
\min \{\mathbb{I}(X, S ; Y), \mathbb{H}(X)\} \geq \mathbb{I}(X ; Z)-3 \epsilon \\
\mathbb{D}\left(P_{Z} \| \Upsilon_{Z}\right) \leq \epsilon
\end{array}\right\} .
$$

We next show that if a rate $R$ is achievable, then $R \in \mathcal{A}_{\epsilon}$ for any $\epsilon>0$. For any $\epsilon_{n}>0$, we start by upper bounding $n R$ using standard techniques.

$$
n R=\mathbb{H}(M)
$$

$$
\begin{align*}
& =\mathbb{H}(M \mid K) \\
& =\mathbb{I}\left(M ; Y^{n} \mid K\right)+\mathbb{H}\left(M \mid Y^{n}, K\right) \\
& \stackrel{(a)}{\leq} \mathbb{I}\left(M ; Y^{n} \mid K\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid K, Y^{i-1}\right)+n \epsilon_{n} \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid K, Y^{i-1}\right)-\mathbb{H}\left(Y_{i} \mid K, M, Y^{i-1}\right)\right]+n \epsilon_{n} \\
& \leq \sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i}\right)-\mathbb{H}\left(Y_{i} \mid K, M, Y^{i-1}\right)\right]+n \epsilon_{n} \\
& \stackrel{(b)}{=} \sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i}\right)-\mathbb{H}\left(Y_{i} \mid K, M, Y^{i-1}, X^{n}, S^{n}\right)\right]+n \epsilon_{n} \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i}\right)-\mathbb{H}\left(Y_{i} \mid X_{i}, S_{i}\right)\right]+n \epsilon_{n} \\
& =\sum_{i=1}^{n} \mathbb{I}\left(X_{i}, S_{i} ; Y_{i}\right)+n \epsilon_{n} \\
& \stackrel{(c)}{\leq} n \mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Y})+n \epsilon_{n} \\
& (d) \\
& \leq n \mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Y})+n \epsilon \tag{AJ.2}
\end{align*}
$$

where
(a) follows from Fano's inequality;
(b) follows because $X^{n}$ is a function of $M$ and $S^{n}$ is a function of $\left(K, X^{n}\right)$;
(c) follows from the concavity of mutual information, with the resulting random variables $\tilde{X}, \tilde{S}$, and $\tilde{Y}$ having the following distributions

$$
\begin{gather*}
P_{\tilde{X}, \tilde{S}, \tilde{Y}}(x) \triangleq \frac{1}{n} \sum_{i=1}^{n} P_{X_{i}, S_{i}, Y_{i}}(x)  \tag{AJ.3a}\\
P_{\tilde{X}, \tilde{S}, \tilde{Y}}(x, s, y) \triangleq P_{\tilde{X}, \tilde{S}}(x, s) W_{Y \mid X, S}(y \mid x, s) ; \tag{AJ.3b}
\end{gather*}
$$

(c) follows from the definition of $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu \geq \frac{\delta}{n}\right\}$.

We also have,

$$
\begin{align*}
& n R=\mathbb{H}(M) \\
& \stackrel{(a)}{\leq} \mathbb{I}\left(M ; Y^{n}\right)+n \epsilon_{n} \\
& \leq \mathbb{I}\left(M, X^{n} ; Y^{n}\right)+n \epsilon_{n} \\
& \stackrel{(b)}{=} \mathbb{I}\left(X^{n} ; Y^{n}\right)+n \epsilon_{n} \\
& \leq \mathbb{H}\left(X^{n}\right)+n \epsilon_{n} \\
&=\sum_{i=1}^{n} \mathbb{H}\left(X_{i} \mid X^{i-1}\right)+n \epsilon_{n} \\
& \leq \sum_{i=1}^{n} \mathbb{H}\left(X_{i}\right)+n \epsilon_{n} \\
&(c) \\
& \leq n \mathbb{H}(\tilde{X})+n \epsilon_{n}  \tag{AJ.4}\\
&(d) \\
& \leq \mathbb{H}(\tilde{X})+n \epsilon,
\end{align*}
$$

where
(a) follows from Fano's inequality;
(b) holds because of the Markov chain $M-X^{n}-Y^{n}$;
(c) follows from the concavity of the entropy function, with the resulting random variable $\tilde{X}$ having the distribution defined in AJ.3);
(d) follows by defining $\epsilon \triangleq \max \left\{\epsilon_{n}, \nu \geq \frac{\delta}{n}\right\}$.

Also, by following the same steps as [65, Theorem 5] one can prove the following upper bounds,

$$
\begin{equation*}
R>\mathbb{I}(\tilde{X} ; \tilde{Z}) \tag{AJ.5a}
\end{equation*}
$$

$$
\begin{align*}
R_{K} & >\mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Z})-\mathbb{H}(\tilde{X}),  \tag{AJ.5b}\\
R+R_{K} & >\mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Z}) \tag{AJ.5c}
\end{align*}
$$

Combining the conditions (AJ.2), AJ.4), and AJ.5) results to the region in (AJ.1). Continuity at zero: The proof for continuity at zero is similar to that of Appendix N.

## APPENDIX AK

## PROOF OF THEOREM 34

The achievability of the discrete memoryless channel with a cooperative jammer described in Section 4.6 when the jammer has causal access to the transmitter's codeword is similar to that of with strictly causal case in Section 4.6.1. except that here instead of generating codewords for $S_{1}$ we use Shannon strategy [64]. We denote the set of all strategies (functions) by $\mathscr{T} \triangleq \mathcal{S}_{1}^{\mathcal{X}}$ which map $\mathcal{X}$ to $\mathcal{S}_{1}$; and for $t \in \mathcal{T}$ we denote the image of $x \in \mathcal{X}$ by $t(x) \in \mathcal{S}_{1}$. The channel induced by the Shannon strategy is denoted by $\left(\mathcal{X} \times \mathscr{T}, W_{Y Z \mid X S}^{+}, \mathcal{Y} \times \mathcal{Z}\right)$ where $W_{Y Z \mid X S_{1}}^{+} \triangleq W_{Y Z \mid X, S_{1}=T(X)}$. From Theorem 30, rate pairs $\left(R, R_{K}\right)$ that satisfy the following conditions are achievable when the jammer has strictly causal access to the transmitter's signals,

$$
\begin{align*}
R & <\mathbb{H}_{P}(X \mid U),  \tag{AK.1a}\\
R & <\mathbb{I}_{P}(X, T ; Y),  \tag{AK.1b}\\
R+R_{K} & >\mathbb{I}_{P}(X, T ; Z),  \tag{AK.1c}\\
R & >\mathbb{I}_{P}(U, X ; Z),  \tag{AK.1d}\\
R+R_{K} & >\mathbb{I}_{\Upsilon}(T ; Z), \tag{AK.1e}
\end{align*}
$$

for any joint probability distributions $P_{U X S Y Z}=P_{U} P_{X \mid U} P_{S_{1} \mid U} W_{Y Z \mid X S_{1}}^{+}$and $\Upsilon_{S_{2} Y Z}=$ $P_{S_{2}} W_{Y Z \mid X=x_{0}, S_{2}}$ such that $P_{Z}=\Upsilon_{Z}$. Therefore, the rate pair $\left(R, R_{K}\right)$ in AK.1 are also achievable when the jammer has causal access to the transmitter's signal. Restricting the joint distributions to be $P_{U X S_{1} Y Z}=P_{U} P_{X} P_{S_{1}} W_{Y Z \mid X S}^{+}$and $\Upsilon_{S_{2} Y Z}=P_{S_{2}} W_{Y Z \mid X=x_{0}, S_{2}}$ results to,

$$
\begin{align*}
\mathbb{H}_{P}(X \mid U) & =\mathbb{H}_{P}(X)  \tag{AK.2a}\\
\mathbb{I}_{P}(U, X ; Z) & =\mathbb{I}_{P}(X ; Z)  \tag{AK.2b}\\
\mathbb{I}_{P}(X, T ; Z) & =\mathbb{I}_{P}\left(X, S_{1}, T ; Z\right)=\mathbb{I}_{P}\left(X, S_{1} ; Z\right) \tag{AK.2c}
\end{align*}
$$

where $P_{X S_{1} Y Z}\left(x, s_{1}, y, z\right)=P_{X}(x) \sum_{t: t(x)=s_{1}} P_{T}(t) W_{Y Z \mid X S_{1}}\left(y, z \mid x, s_{1}\right)$ and $\Upsilon_{S_{2} Y Z}\left(s_{2}, y, z\right)=$ $P_{S_{2}}\left(s_{2}\right) W_{Y Z \mid X=x_{0}, S_{2}}\left(y, z \mid x_{0}, s_{2}\right)$. This is possible since for an arbitrary joint distribution $P_{X S_{1}}^{*}$, always there exist a product distribution $P_{X, T}=P_{X} P_{T}$ such that $P_{X S_{1}}^{*}\left(x, s_{1}\right)=$ $P_{X}(x) \sum_{t: t(x)=s_{1}} P_{T}(t)$. This is done by choosing [64, Eq. (44)],

$$
\begin{align*}
P_{X}(x) & =\sum_{s_{1}} P_{X S_{1}}^{*}\left(x, s_{1}\right)  \tag{AK.3a}\\
P_{T}(t) & =\prod_{x} \frac{P_{X S_{1}}^{*}\left(x, s_{1}=t(x)\right)}{P_{X}(x)} \tag{AK.3b}
\end{align*}
$$

Therefore, from the arguments above all the rate pairs $\left(R, R_{K}\right)$ satisfying the following conditions are achievable when the jammer has causal access to the transmitter's signal,

$$
\begin{align*}
& R<\mathbb{H}_{P}(X),  \tag{AK.4a}\\
& R<\mathbb{I}_{P}\left(X, S_{1} ; Y\right),  \tag{AK.4b}\\
& R+R_{K}>\mathbb{I}_{P}\left(X, S_{1} ; Z\right),  \tag{AK.4c}\\
& R>\mathbb{I}_{P}(X ; Z),  \tag{AK.4d}\\
& R_{K}>\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right), \tag{AK.4e}
\end{align*}
$$

for any joint probability distributions $P_{X S_{1} Y Z}=P_{X S_{1}} W_{Y Z \mid X S}^{+}$and $\Upsilon_{S_{2} Y Z}=P_{S_{2}} W_{Y Z \mid X=x_{0}, S_{2}}$ such that $P_{Z}=\Upsilon_{Z}$.

## APPENDIX AL

## PROOF OF THEOREM 35

First we prove the achievability of Theorem 35. Fix $P_{X}, P_{S_{1} \mid X}, P_{S_{2}}$ and $\epsilon>0$ such that, $Q_{Z}=Q_{0}$.

## Random Codebook Generation for Communication Mode:

- Let $C_{1}^{(n)} \triangleq\left\{X^{n}(m)\right\}_{m \in \mathcal{M}}$ be a random codebook consisting of independent random sequences, each generated according to $P_{X}^{\otimes n}$. We denote a realization of $C_{1}^{(n)}$ by $\mathcal{C}_{1}^{(n)} \triangleq$ $\left\{x^{n}(m)\right\}_{m \in \mathcal{M}}$.
- For every $m \in \mathcal{M}$, let $C_{2}^{(n)} \triangleq\left\{S_{1}^{n}(m, k)\right\}_{(m, k) \in \mathcal{M} \times \mathcal{K}}$ be a random codebook consisting of independent random sequences, each generated according to $P_{S_{1} \mid X}^{\otimes n}\left(s_{1}^{n} \mid x^{n}(m)\right)$. We denote a realization of $C_{2}^{(n)}$ by $\mathcal{C}_{2}^{(n)} \triangleq\left\{s_{1}^{n}(m, k)\right\}_{(m, k) \in \mathcal{M} \times \mathcal{K}}$.


## Random Codebook Generation for No-Communication Mode:

- Let $C_{3}^{(n)} \triangleq\left\{S_{2}^{n}(k)\right\}_{k \in \mathcal{K}}$ be a random codebook consisting of independent random sequences, each generated according to $P_{S_{2}}^{\otimes n}$. We denote a realization of $C_{3}^{(n)}$ by $\mathcal{C}_{3}^{(n)} \triangleq$ $\left\{s_{2}^{n}(k)\right\}_{k \in \mathcal{K}}$.

Also, $C_{n}=\left\{C_{1}^{(n)}, C_{2}^{(n)}, C_{3}^{(n)}\right\}$ denotes a random codebook and $\mathcal{C}_{n}=\left\{\mathcal{C}_{1}^{(n)}, \mathcal{C}_{2}^{(n)}, \mathcal{C}_{3}^{(n)}\right\}$ denotes a fixed codebook. The set of all possible values of $C_{n}$ is denoted by $\mathfrak{C}_{n}$.

The codebook construction described above induces the PMF $\lambda \in \mathcal{P}\left(\mathfrak{C}_{n}\right)$ over the codebook ensemble. For each $\mathcal{C}_{n} \in \mathfrak{C}_{n}$

$$
\begin{equation*}
\lambda\left(\mathcal{C}_{n}\right)=\prod_{m^{\prime} \in \mathcal{M}} P_{X}^{\otimes n}\left(x^{n}\left(m^{\prime}\right)\right) \prod_{\left(m^{\prime \prime}, k^{\prime}\right) \in \mathcal{M} \times \mathcal{K}} P_{S \mid X}^{\otimes n}\left(s_{1}^{n} \mid x^{n}\left(m^{\prime \prime}\right)\right) \prod_{k^{\prime \prime} \in \mathcal{K}} P_{S_{2}}^{\otimes n}\left(s_{2}^{n}\left(k^{\prime \prime}\right)\right) \tag{AL.1}
\end{equation*}
$$

Encoding for Communication Mode: To send the message $m$, the transmitter computes the codeword $x^{n}(m)$ and transmits it over the channel. Also, given the message $m$ and the key $k$, the jammer computes $s_{1}^{n}(m, k)$ and transmits it over the channel.

For a fixed codebook $\mathcal{C}_{n} \in \mathfrak{C}_{n}$, the induced joint distribution is,

$$
\begin{equation*}
P^{\left(\mathcal{C}_{n}\right)}\left(m, k, \tilde{x}^{n}, \tilde{s}_{1}^{n}, z^{n}\right) \triangleq 2^{-n\left(R+R_{K}\right)} \times \mathbb{1}_{\left\{\tilde{x}^{n}=x^{n}(m)\right\} \cap\left\{\tilde{s}_{1}^{n}=s_{1}^{n}(m, k)\right\}} \times W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid \tilde{x}^{n}, \tilde{s}_{1}^{n}\right) . \tag{AL.2}
\end{equation*}
$$

Therefore, the distribution induced on the warden's observation by our code design is

$$
\begin{equation*}
P_{Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(z^{n}\right)=\frac{1}{2^{n\left(R+R_{K}\right)}} \sum_{m=1}^{2^{n R}} \sum_{k=1}^{2^{n R_{K}}} W_{Z \mid X S}^{\otimes n}\left(z^{n} \mid x^{n}(m), s^{n}(m, k)\right) . \tag{AL.3}
\end{equation*}
$$

Encoding for No-Communication Mode: When the transmitter is not communicating with the receiver, and therefore it transmits $x_{0}^{n}$ the jammer computes $s_{2}^{n}(k)$, according to the key $k$, and transmits it over the channel. For a fixed codebook $\mathcal{C}_{n}$, the induced joint distribution for this case is,

$$
\Upsilon_{K S_{2}^{n} Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(k, s_{2}^{n}, z^{n}\right)=\frac{1}{2^{n R_{K}}} \mathbb{1}_{\left\{\tilde{s}_{2}^{n}=s_{2}^{n}(k)\right\}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, s_{2}^{n}\right) .
$$

Therefore, the distribution induced on the warden's observation is

$$
\begin{equation*}
\Upsilon_{Z^{n}}^{\left(\mathcal{C}_{n}\right)}\left(z^{n}\right)=\frac{1}{2^{n R_{K}}} \sum_{k=1}^{2^{n R_{K}}} W_{Z \mid X=x_{0}, S}^{\otimes n}\left(z^{n} \mid x_{0}^{n}, s_{2}^{n}(k)\right) . \tag{AL.4}
\end{equation*}
$$

Decoding and Error Probability Analysis: Upon receiving $y^{n}$ by access to $k$ the decoder finds a unique $m$ such that

$$
\begin{equation*}
\left(x^{n}(m), s_{1}^{n}(m, k), y^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}\left(P_{X S_{1} Y}\right) \tag{AL.5}
\end{equation*}
$$

According to the law of large numbers and the packing lemma, the probability of error goes to zero as $n \rightarrow \infty$ if [85],

$$
\begin{equation*}
R<\mathbb{I}_{P}\left(X, S_{1} ; Y\right) \tag{AL.6}
\end{equation*}
$$

Covert Analysis: We aim to show that the coding scheme described above guarantees

$$
\begin{equation*}
\left.\mathbb{E}_{C_{n}} \mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| \Upsilon_{Z^{n} \mid C_{n}}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0 . \tag{AL.7}
\end{equation*}
$$

To prove AL.7) by using Lemma 1 and the triangle inequality we have

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, \Upsilon_{Z^{n} \mid C_{n}}\right) \leq \mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right)+\mathbb{E}_{C_{n}} \mathbb{V}\left(\Upsilon_{Z^{n} \mid C_{n}}, Q_{0}^{\otimes n}\right) \tag{AL.8}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{0}(\cdot)=\sum_{s_{2} \in \mathcal{S}_{2}} P_{S_{2}}\left(s_{2}\right) W_{Z \mid X=x_{0}, S}\left(\cdot \mid x_{0}, s_{2}\right) \tag{AL.9}
\end{equation*}
$$

According to the soft covering lemma [83, Theorem 4] or [77, Corollary VII.4], the second term on the RHS of AL.8) vanishes when $n$ grows if

$$
\begin{equation*}
R_{K}>\mathbb{I}_{\Upsilon}\left(S_{2} ; Z\right) \tag{AL.10}
\end{equation*}
$$

To bound the first term on the RHS of AL.8 we first show

$$
\begin{equation*}
\mathbb{E}_{C_{n}} \mathbb{V}\left(P_{Z^{n} \mid C_{n}}, Q_{Z}^{\otimes n}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0, \tag{AL.11}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{Z}(\cdot)=\sum_{x \in \mathcal{X}} \sum_{s_{1} \in \mathcal{S}_{1}} P_{X}(x) P_{S_{1} \mid X}\left(s_{1} \mid x\right) W_{Z \mid X S}\left(\cdot \mid x, s_{1}\right) . \tag{AL.12}
\end{equation*}
$$

Then we choose $P_{X}, P_{S_{1} \mid X}$, and $P_{S_{2}}$ such that $Q_{Z}=Q_{0}$. From [65, Theorem 6], $\mathbb{E}_{C_{n}}\left[\mathbb{D}\left(P_{Z^{n} \mid C_{n}} \| Q_{Z}^{\otimes n}\right)\right] \underset{n \rightarrow \infty}{\longrightarrow} 0$ and therefore AL.11) is satisfied if

$$
\begin{gather*}
R>\mathbb{I}_{P}(X ; Z)  \tag{AL.13a}\\
R+R_{K}>\mathbb{I}_{P}\left(X, S_{1} ; Z\right) . \tag{AL.13b}
\end{gather*}
$$

Combining AL.6), AL.10, and AL.13) completes the achievability proof of Theorem 35.

## APPENDIX AM

## PROOF OF THEOREM 36

To prove the upper bound for the case that the jammer knows the transmitter's message and the jammer has unlimited source of local randomness and transmits an i.i.d. sequence when communication is not happening, consider any sequence of codes with length $n$ such that $P_{e}^{(n)} \leq \epsilon_{n}$ and $\mathbb{D}\left(P_{Z^{n}} \| Q_{0}^{\otimes n}\right) \leq \delta$ where $\lim _{n \rightarrow \infty} \epsilon_{n}=0$. Note this assumption is consistent with the problem setup and does not require $\delta$ to vanish.

Epsilon Rate Region: First we define a region $\mathcal{A}_{\epsilon}$ for $\epsilon>0$ which extends the region defined in 4.103) as follows.

$$
\mathcal{A}_{\epsilon}=\left\{\begin{array}{l}
\left(R, R_{K}\right) \geq 0: \exists\left(P_{S X Y Z}, \Upsilon_{S Y Z}\right) \in \mathcal{D}_{\epsilon}:  \tag{AM.1a}\\
R \leq \mathbb{I}_{P}(X, S ; Y)+\epsilon \\
R_{K}>\max \left\{\mathbb{I}_{P}(X, S ; Z)-\mathbb{I}_{P}(X, S ; Y), \mathbb{I}_{P}(X, S ; Z)-\mathbb{H}_{P}(X)\right\}-3 \epsilon \\
R+R_{K} \geq \mathbb{I}_{\Upsilon}(S ; Z)-2 \epsilon
\end{array}\right\}
$$

where

$$
\mathcal{D}_{\epsilon}=\left\{\begin{array}{l}
\left(P_{S X Y Z}, \Upsilon_{S Y Z}\right):  \tag{AM.1b}\\
P_{S X Y Z}=P_{X} P_{S \mid X} W_{Y, Z \mid X, S} \\
\Upsilon_{S Y Z}=P_{S} W_{Y Z \mid X=x_{0}, S} \\
\mathbb{I}_{P}(X, S ; Y) \geq \mathbb{I}_{P}(X ; Z)-3 \epsilon \\
\mathbb{D}\left(P_{Z} \| \Upsilon_{Z}\right) \leq \epsilon
\end{array}\right\}
$$

Next, we prove that if a rate $R$ is achievable, then $R \in \mathcal{A}_{\epsilon}$ for $\forall \epsilon>0$. For any $\epsilon_{n}>0$, we start by upper bounding $n R$ using standard techniques. By using standard techniques,

$$
n R=\mathbb{H}(M)
$$

$$
\begin{align*}
& =\mathbb{H}(M \mid K) \\
& =\mathbb{I}\left(M ; Y^{n} \mid K\right)+\mathbb{H}\left(M \mid Y^{n}, K\right) \\
& \stackrel{(a)}{\leq} \mathbb{I}\left(M ; Y^{n} \mid K\right)+n \epsilon \\
& =\sum_{i=1}^{n} \mathbb{I}\left(M ; Y_{i} \mid K, Y^{i-1}\right)+n \epsilon \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i} \mid K, Y^{i-1}\right)-\mathbb{H}\left(Y_{i} \mid K, M, Y^{i-1}\right)\right]+n \epsilon \\
& \leq \sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i}\right)-\mathbb{H}\left(Y_{i} \mid K, M, Y^{i-1}\right)\right]+n \epsilon \\
& \stackrel{(b)}{=} \sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i}\right)-\mathbb{H}\left(Y_{i} \mid K, M, Y^{i-1}, X^{n}, S^{n}\right)\right]+n \epsilon \\
& =\sum_{i=1}^{n}\left[\mathbb{H}\left(Y_{i}\right)-\mathbb{H}\left(Y_{i} \mid X_{i}, S_{i}\right)\right]+n \epsilon \\
& =\sum_{i=1}^{n} \mathbb{I}\left(X_{i}, S_{i} ; Y_{i}\right)+n \epsilon  \tag{AM.2}\\
& \stackrel{(c)}{\leq} n \mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Y})+n \epsilon \tag{AM.3}
\end{align*}
$$

where
(a) follows from Fano's inequality;
(b) follows because $X^{n}$ is a function of $M$ and $S^{n}$ is a function of $\left(K, X^{n}\right)$;
(c) follows from the concavity of mutual information, with the resulting random variables $\tilde{X}, \tilde{S}$, and $\tilde{Y}$ having the following distributions

$$
\begin{align*}
& P_{\tilde{X}, \tilde{S}, \tilde{Y}}(x) \triangleq \frac{1}{n} \sum_{i=1}^{n} P_{X_{i}, S_{i}, Y_{i}}(x)  \tag{AM.4a}\\
& P_{\tilde{X}, \tilde{S}, \tilde{Y}}(x, s, y) \triangleq P_{\tilde{X}, \tilde{S}}(x, s) W_{Y \mid X, S}(y \mid x, s) . \tag{AM.4b}
\end{align*}
$$

Also, by following the same steps as [65, Theorem 6] one can prove the following upper bounds,

$$
\begin{align*}
R & >\mathbb{I}(\tilde{X} ; \tilde{Z}),  \tag{AM.5a}\\
R_{K} & >\mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Z})-\mathbb{H}(\tilde{X}),  \tag{AM.5b}\\
R+R_{K} & >\mathbb{I}(\tilde{X}, \tilde{S} ; \tilde{Z}) . \tag{AM.5c}
\end{align*}
$$

Combining the conditions AM.3) and AM.5) results to the region in AM.1.
Continuity at zero: The proof for continuity at zero is similar to that of Appendix $N$.
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