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Abstract8

We apply the spectral-Lagrangian method of Gamba and Tharkabhushanam
for solving the homogeneous Boltzmann equation to compute the low prob-
ability tails of the velocity distribution function, f , of a particle species. This
method is based on a truncation, Qtr(f, f), of the Boltzmann collision oper-
ator, Q(f, f), whose Fourier transform is given by a weighted convolution.
The truncated collision operator models the situation in which two colliding
particles ignore each other if their relative speed exceeds a threshold, gtr.
We demonstrate that the choice of truncation parameter plays a critical role
in the accuracy of the numerical computation of Q. Significantly, if gtr is
too large, then accurate numerical computation of the weighted convolution
integral is not feasible, since the decay rate and degree of oscillation of the
convolution weighting function both increase as gtr increases. We derive an
upper bound on the pointwise error between Q and Qtr, assuming that both
operators are computed exactly. This bound provides some additional the-
oretical justification for the spectral-Lagrangian method, and can be used
to guide the choice of gtr in numerical computations. We then demonstrate
how to choose gtr and the numerical discretization parameters so that the
computation of the truncated collision operator is a good approximation to
Q in the low probability tails. Finally, for several different initial conditions,
we demonstrate the feasibility of accurately computing the time evolution
of the velocity pdf down to probability density levels ranging from 10−5 to
10−9.
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1. Introduction12

The motivation for this work is to develop improved computational tools13

for the simulation of low-probability, high-energy processes in non-equilibrium,14

low-temperature plasmas. Our interest is in kinetic models for the evolution15

of the velocity probability density function (pdf) of each particle species in16

a plasma. Such models are based on the Boltzmann equation which governs17

both the transport of, and collisions between, particles. In plasma systems,18

gas-phase chemistry and surface kinetics are largely driven by collision pro-19

cesses between high-energy electrons in the plasma and molecules in the gas20

phase [1]. Reaction rates in the gas phase are determined by the overlap21

between the electron velocity pdf and the electron-impact cross sections of22

the various species. Accurate calculation of the low-probability tails of the23

electron velocity pdf is therefore critical. If the plasma is in thermal equi-24

librium, the electron velocity pdf can often be assumed to be Maxwellian.25

However, experimental results demonstrate that the Maxwellian assumption26

is often invalid [2, 3, 4, 5, 6], especially for pulsed plasmas where the velocity27

pdf may depend strongly on both spatial position and on time [7].28

The Direct Simulation Monte Carlo method (DSMC) is often used to nu-29

merically model collision processes in inhomogeneous (position-dependent)30

systems, and in systems that are not in thermal equilibrium. This method31

was initially developed by Bird [8] and Nanbu [9]. Wagner proved that so-32

lutions obtained using the DSMC method converge to the solution of the33

Boltzmann equation [10]. More recently, Rjasanow, Gamba, and Wagner34

modified the DSMC method to compute the low-probability tails of steady35

state solutions [11, 12]. Although they have proved effective in many situ-36

ations, the statistical uncertainties in these methods can be challenging to37

resolve for systems that are not in thermal equilibrium [13].38

Rather than attempting to model a realistic plasma system, in this pa-39

per we focus on the narrower goal of computing the velocity pdf, f , of a40

particle species (such as the electrons) down into the low-probability tails41

under the assumption that f = f(t,v) satisfies an initial-value problem for42

the homogeneous Boltzmann equation,43

∂f

∂t
= Q(f, f). (1)
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Here, the Boltzmann collision operator, Q, is a bilinear integral operator44

that is defined in terms of a kernel that models a binary collision process.45

Although it omits much of the physics, this computation is nevertheless chal-46

lenging because for each time, t, and each point in a 3-dimensional space of47

velocities, v, the evaluation of Q(f, f)(t,v) involves the computation of a48

5-dimensional integral over a space of velocities and angular directions, re-49

sulting in a computational cost of order O(N8).50

Over the last two decades there have been several major advances that51

have enabled more efficient computation of the Boltzmann collision operator.52

An important class of deterministic methods are the spectral methods which53

include the Fourier-Galerkin methods of Pareschi and his collaborators [14,54

15, 16], the spectral-Lagrangian methods of Gamba and her group [17, 18,55

13, 19, 20, 21], and the more recent Petrov-Galerkin method of Gamba and56

Rjasanow [22].57

With the Fourier-Galerkin method of Pareschi and Russo [16], the ve-58

locity pdf is assumed to be compactly supported and is approximated by a59

finite Fourier series. The Boltzmann collision operator then takes the form60

of a weighted discrete convolution operator where the weights are given in61

terms of the collision kernel. The resulting numerical scheme has a com-62

putational cost of O(N6), where N is the number of discretization points in63

each velocity dimension, which represents a substantial improvement over the64

O(N8) cost of direct numerical integration of the collision operator. More-65

over, the method is spectrally accurate and conserves mass. However, due66

to the use of a Fourier series representation, positivity of the solution is not67

guaranteed, and non-physical high energy collisions are incorporated into the68

model due to the periodization and truncation of the velocity pdf and the69

collision operator. Building on this approach, Gamba et al. [18] developed a70

O(MN4 logN) algorithm with M � N2, valid for arbitrary collision kernels,71

in which a pure convolution structure is achieved by numerical quadrature72

of the integral defining the convolution weighting function. Other advances73

along these lines include a method of Fonn et al. [23] that operates on a74

sparse set of Fourier modes, and a method of Cai et al. [24] that preserves75

positivity at Fourier collocation points and satisfies the H-theorem.76

Compared to the Fourier-Galerkin methods, the spectral-Lagrangian method77

of Gamba and Tharkabhushanam [13] has the advantage that it provides a78

general framework for arbitrary collision kernels with either elastic or inelastic79

binary interactions, does not require periodization of f , and enforces conser-80

vation of moments through solution of an auxiliary constrained optimization81
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problem. The method is based on a formula for the Fourier transform of the82

collision operator in the form of a weighted convolution,83

Q̂(f, f)(ζ) = (2π)−3/2

∫
R3

f̂(ζ − ξ)f̂(ξ)Ĝ(ξ, ζ) dξ, (2)

where Ĝ is a convolution weighting function that can be precomputed. The84

computational cost of the method is therefore the cost of numerically com-85

puting the integrals (2) for all ζ ∈ R3, which is O(N6). Analogous to [18],86

Gamba et al. [25] obtained an approximate formula for Ĝ which enables (2)87

to be expressed as a pure convolution that can be sped up using the fast88

Fourier transform to yield a O(MN4 logN) algorithm with M � N2.89

Alonso, Gamba, and Tharkabhushanam [26] analyzed the accuracy and90

consistency of the spectral-Lagrangian method. They restricted f andQ(f, f)91

to a finite rectangular domain, ΩL ⊂ R3, of side-length, L, in velocity space92

and then orthogonally projected onto an N -dimensional Fourier series basis93

yielding the initial value problem,94

∂h

∂t
= ΠNQ(h, h), in (0, T ]× ΩL, (3)

with h(0,v) = ΠNf(0,v). (Here ΠN is the projection operator.) To enforce95

conservation of mass, momentum, and energy (for elastic collisions), they96

used the method of Lagrange multipliers to replace the the right-hand side97

of (3) by the L2(ΩL)-closest function to ΠNQ(h, h) with zero mass, momen-98

tum, and energy. They then proved that for a large class of initial data,99

one can choose the size of the truncated domain, ΩL, the number of Fourier100

modes, N , and the final simulation time, T , so that the solution, h, agrees101

with the equilibrium Maxwellian distribution to within a desired tolerance102

in a suitable Sobolev norm.103

The convolution weighting function, Ĝ(ξ, ζ), in (2) is given as the Fourier104

transform with respect to g of a kernel, G(ξ, g). To avoid the introduction105

of a divergent improper integral, the integral defining this Fourier transform106

must be taken over a finite ball, |g| ≤ gtr, rather than over all of R3. There-107

fore, the spectral-Lagrangian method is based on an approximation, Qtr, of108

Q, which we refer to as the truncated collision operator. In their proof of an109

existence and uniqueness theorem for solutions of (1), Cercignani et al. [27]110

show that Qtr converges weakly to Q as gtr →∞. Physically, Qtr models the111

situation in which two colliding particles ignore each other if their relative112
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speed exceeds the threshold, gtr [27]. Pareschi and Russo [16], showed that113

if the velocity pdf has compact support in a ball of radius R then Q = Qtr
114

provided that gtr ≥ 2R. They used this observation to avoid aliasing in their115

method to compute Q using a Fourier series approximation of f .1 In a simi-116

lar vein, Gamba and Tharkabhushanam showed that if the velocity pdf has117

compact support in the box, ΩL, then Q = Qtr provided that gtr ≥ 2
√

3L.118

However, in their analysis of the method, Alonso et al. [26] assume that the119

function, Qtr(f, f), is computed exactly from f , that is, they do not analyze120

the error in the numerical computation of the integral (2) for the Fourier121

transform of the truncated collision operator.122

The first goal of this paper is to demonstrate that with the method of123

Gamba and Tharkabhushanam, the choice of the truncation parameter, gtr,124

plays a critical role in the accuracy of the numerical computation of Q.125

Clearly, if gtr is too small then Qtr will not be a good approximation to126

Q. However, if gtr is too large then accurate numerical computation of the127

convolution integral (2) is not possible since the convolution weighting func-128

tion, Ĝ, is a slowly decaying oscillatory function of ξ whose degree of oscilla-129

tion increases as gtr increases. Indeed, with Gamba and Tharkabhushanam’s130

theoretical choice of gtr = 2
√

3L, we show that the numerically computed131

collision operator is a poor approximation. In unpublished work, Haack [28]132

instead uses gtr = L. However he provides no explanation for the smaller133

choice of gtr.134

Our second goal is to derive an upper bound on the pointwise error be-135

tween Q and Qtr, assuming that both operators are computed exactly. This136

error estimate can be viewed as a generalization to velocity pdfs without137

compact support of the formula for gtr obtained by Gamba and Tharkab-138

hushanam. In particular our estimate yields the following simple strategy for139

choosing the parameter, gtr, in numerical computations of the low-probability140

tails. Specifically, to guarantee that Qtr is an accurate approximation to Q141

at v, we should choose gtr to be slightly larger than |v|, irrespective of the142

probability level at v. In particular, our error bound provides a theoretical143

justification for Haack’s choice of gtr = L. We obtained this error bound144

without regard to any truncation or discretization of the domain of the ve-145

1We note that the Fourier series method of Pareschi and Russo has a different character
to the spectral-Lagrangian method of Gamba and Tharkabhushanam, which does not have
to avoid the possibility of aliasing effects.
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locity pdf or the collision operator. In particular, our bound has nothing to146

do with the need to avoid aliasing in the Fourier series approximations of f147

in methods such as that of Pareschi and Russo. Indeed, we emphasize that148

the method of Gamba and Tharkabhushanam that we are analyzing here is149

based on a formula for Q in terms of a continuous Fourier transform and so150

does not require any periodization of the domain of f [13].151

Our third goal is to perform a series of simulation studies that demon-152

strate how to choose gtr and the numerical discretization parameters so that153

the numerical computation of the truncated collision operator is a good ap-154

proximation to Q in the low probability tails. In particular, we demonstrate155

that when we use the simple strategy described above to select gtr to guar-156

antee that Qtr is close to Q at v, then it is often feasible to numerically157

compute the generalized convolution integral for Qtr with sufficient accuracy158

at v. Finally, for several different initial conditions, we use the selected values159

of gtr to show that the time evolution of the velocity pdf can be computed160

accurately down to probability density levels ranging from 10−5 to 10−9.161

In Section 2, we review the spectral-Lagrangian method of Gamba and162

Tharkabhushanam, and in Section 3 we present the results of preliminary163

numerical simulations that demonstrate that the choice gtr plays a critical164

role in the accuracy of the numerical computation of Q. In Section 4, we165

derive the bound on the relative error between Qtr and Q. In Section 5, we166

discuss some implementation details, and in Section 6 we present the results167

of our numerical simulations. Finally, in Section 7 we make some conclusions.168

2. The spectral-Lagrangian method for the Boltzmann equation169

In this section, we review the spectral-Lagrangian method for the homoge-170

neous Boltzmann equation developed by Gamba and Tharkabhushanam [13].171

This method reduces the computational cost of the collision operator from172

O(N8) to O(N6), where N is the number of discretization points in each173

velocity dimension.174

The homogeneous Boltzmann equation for the velocity probability density175

function (pdf), f = f(t,v), of particles of species due to elastic collisions with176

particles of the same species is given by177

∂f

∂t
= Q(f, f), (4)
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where the Boltzmann collision operator, Q := Q(f, f), is given by178

Q(v) =

∫
R3

∫
S2

[f(v′)f(w′)− f(v)f(v + g)]B

(
g,
g ·Θ
g

)
dΘdg. (5)

Here g = w − v is the relative pre-collisional velocity and g = |g| is the rel-179

ative speed. Assuming that the particles have unit mass, the post-collisional180

velocities, v′ and w′, are given in terms of the pre-collisional velocities, v181

and w, by182

v′ = v + 1
2

(g − gΘ ) , w′ = w − 1
2

(g − gΘ ) , (6)

for some direction vector, Θ, on the unit sphere, S2. We assume that the183

collisions are modeled using an interparticle potential of the form, φ(r) =184

r−(s−1), for some 1 < s ≤ ∞. In this case, the collision kernel, B, is of the185

form B(g, χ) = gλB̃(cosχ), where λ = (s − 5)/(s − 1), and the scattering186

angle, χ, is given by cosχ = (g · Θ)/g. For the main results in this paper,187

we further assume that 0 ≤ λ ≤ 1, and that the collisions are isotropic, so188

that B̃ is constant. The cases λ = 0 and λ = 1 are those of Maxwell and189

hard-sphere collisions, respectively.190

Rather than computing Q itself, Gamba and Tharkabhushanam consider191

a truncation, Qtr, of the collision operator defined by192

Qtr(v) =

∫
|g|≤gtr

∫
S2

[f(v′)f(w′)− f(v)f(v + g)]B

(
g,
g ·Θ
g

)
dΘdg, (7)

for some choice of truncation parameter, gtr. To explain why it is necessary to193

truncate the g-integral in (7), we briefly review the derivation of the method.194

We define the Fourier transform of a function, F , on velocity space to be195

F̂ (ζ) := (2π)−3/2

∫
R3

F (v)e−iζ·vdv. (8)

Using the weak form of the collision operator, Gamba and Tharkabhushanam196

first show that197

Q̂tr(ζ) = (2π)−3/2

∫
|g|≤gtr

G(g, ζ)

∫
R3

f(v)f(v − g) e−iζ·v dvdg, (9)
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where198

G(g, ζ) = e
i
2
ζ·g
∫
S2

B

(
g,
g ·Θ
g

)
e−

i
2
g ζ·ΘdΘ −

∫
S2

B

(
g,
g ·Θ
g

)
dΘ. (10)

In the special case of isotropic, inter-particle collisions, the kernel, G, is given199

by200

G(g, ζ) = 4πB̃gλ
[
e

i
2
ζ·g sinc (gζ/2)− 1

]
, (11)

where ζ = |ζ|.201

Although G is not an integrable function of g on R3, it does define a202

tempered distribution [29]. Therefore, when gtr = ∞, the integral (9) for Q̂203

converges since the velocity pdfs decay exponentially. However, the final step204

in the derivation of the method involves taking the Fourier transform of G205

with respect to g, which is a divergent improper integral over R3 when gtr =206

∞. This is why it is necessary to truncate the g-integral in (7). Specifically,207

we define the convolution weighting function by208

Ĝtr(ξ, ζ) =

∫
|g|≤gtr

G(g, ζ)e−i ξ·g dg. (12)

Then, by the convolution theorem, the Fourier transform of the truncated209

collision operator is given by a generalized convolution integral of the form210

Q̂tr(ζ) = (2π)−3/2

∫
R3

f̂(ζ − ξ)f̂(ξ)Ĝtr(ξ, ζ) dξ. (13)

Since the convolution weighting function is independent of the velocity pdfs,211

Ĝtr can be precomputed. Therefore the computational cost of computing the212

collision operator using (13) is O(N6).213

Haack et al. [28] showed that in the special case of isotropic Maxwell214

collisions, for which B = (4π)−1, we have215

Ĝtr(ξ, ζ) = Ĝ1(ζ/2, |ξ − ζ/2|)− Ĝ2(ξ), (14)

with

Ĝ1(X, Y ) =
2π

pqXY
[q sin(gtr p)− p sin(gtr q)] , (15)

Ĝ2(Z) =
4π

Z3
[sin(gtrZ)− gtr Z cos(gtrZ)] , (16)

where p = X − Y and q = X + Y .216
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3. Preliminary numerical study217

In this section, we demonstrate that the choice of the truncation pa-218

rameter, gtr, in (7) plays a critical role in the accuracy of the numerical219

computation of Q. Clearly, if gtr is too small then Qtr will not be a good220

approximation to Q. On the other hand, if gtr is too large then accurate nu-221

merical computation of the convolution integral (13) is not possible since the222

convolution weighting function, Ĝtr, in (14) is a slowly decaying oscillatory223

function of ξ whose degree of oscillation increases as gtr increases.224

Gamba and Tharkabhushanam show that if the velocity pdfs are com-225

pactly supported, then there is a value gtr <∞ so that Q = Qtr. Specifically,226

they show that if the velocity pdfs are zero outside a box [−L,L]3 ⊂ R3, then227

f(v)f(w−g) = 0 whenever v ∈ [−L,L]3 and |g| > gmax, where gmax = 2
√

3L.228

Therefore, if we choose gtr = gmax, then Q = Qtr, by (9). In an unpublished229

article, Haack [28] instead uses gtr = L. However he provides no explanation230

for the smaller choice of gtr. As we now show, the choice of gtr plays a critical231

role in the accuracy of the numerical computation. To do so, we compute232

the collision operator for the spherically symmetric, analytical solution of (4)233

derived by Bobylev, Krook and Wu [30, 31], which is given by234

fBKW(v, t) =
e−v

2/(2KT )

2(2πKT )3/2

(
5K − 3

K
+

1−K
K2

v2

T

)
, (17)

where v = |v| and K = 1 − e−t/6. The parameter, T , is the temperature,235

which we set to T = 1. We compute the collision operator at the initial time236

of t0 = 5.5, which is chosen to ensure that fBKW > 0. Following Haack [28],237

we choose the half-width of the computational domain to be L = 2R, where238

R is a measure of the effective support for the velocity pdf. Based on a239

suggestion of Bobylev and Rjasnow [32], Haack chooses R = 2
√

2T , where240

T is the temperature of the distribution, which results in L ≈ 5.66. This241

choice is justified by the observation that the velocity pdf typically decreases242

as does exp(−v2/2T ) for large v.243

In Fig. 1 (left) we plot slices of the collision operator on a linear scale with244

gtr = L and gtr = 2
√

3L. For these results we used N = 48 discretization245

points in each velocity direction. The result with gtr = L agrees well with246

the analytical formula for Q obtained using (4) and (17). However, the247

result with gtr = 2
√

3L is far from being correct, which suggests that in248

their numerical simulations Gamba and Tharkabhushanam actually used a249
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Figure 1: Slices in the vx-direction of the collision operator at (vy, vz) = (0, 0) for the
BKW pdf (17) with T = 1 at t = 5.5. Left: Linear scale plots of Q for the values of
gtr obtained using the formulae given in [13] and [28] with N = 48 discretization points
in each velocity direction. Right: Log scale plots of |Q| for the value of gtr given in [28]
for different values of N and ∆ξ. In both panels, the black solid curves show the results
obtained using the analytical formula (17).

significantly smaller value of gtr, although they do not state which value they250

chose.251

The reason for the lack of agreement with gtr = 2
√

3L is that the integral252

(13) for Q̂tr is numerically computed using values of f̂ and Ĝtr on a grid with253

spacing254

∆ξ =
π

L
=

2
√

3π

gtr

. (18)

This grid spacing is determined by the standard discretization of the Fourier255

transform. With this grid spacing there can be significant error in the nu-256

merical computation of the integral, since as we see from (15) and (16), the257

kernel, Ĝtr, oscillates on a length scale of approximately 2π/gtr. Increasing258

the number of discretization points, N , in each velocity dimension does not259

change ∆ξ. On the other hand, the agreement is much better with gtr = L,260

since the frequency of oscillation of Ĝtr is approximately half that of the sam-261

pling frequency, ∆ξ = π/gtr, in accord with the Nyquist-Shannon sampling262

theorem.263

Because we are interested in computing the low-probabilty tails of the264

velocity pdf, it is important to determine how the choice of gtr affects the265

relative error in the numerically computed values of collision operator at large266

speeds, v = |v|. To start investigating this question, in Fig. 1 (right) we plot267

10



slices of the absolute value of the collision operator on a logarithmic scale. We268

note that the cusps evident in the log-scale plots occur where Q changes sign.269

The three numerical results were obtained using gtr = 5.66 but with different270

choices for N and for the grid spacing ∆ξ = π/L used in the numerical271

computation of the integral (13). The red line with crosses and the green272

line with diamonds shows the results with N = 56 and N = 112, respectively.273

In both cases we choose L = gtr = 5.66, which results in ∆ξ = 0.56. We see274

from these results that doubling N increases the accuracy of the computation275

by about an order of magnitude. The reason is that Ĝtr decays slowly as276

|ξ| → ∞ and increasing N increases the size of the domain of integration in277

frequency space. The blue curve with circles shows the result with N = 112278

and L = 2gtr = 11.32, so that ∆ξ = 0.28. Comparing the red and blue279

curves, we see that halving ∆ξ increases the accuracy of the computation by280

about two orders of magnitude. The reason is the smaller grid spacing better281

captures the oscillations of Ĝtr.282

One of our main goals in this paper is to fix L and investigate how small283

we can choose both gtr and N so as to accurately compute the velocity pdf284

down to a desired probability level. If we letQNC denote the collision operator285

obtained by numerically computating of Qtr, then the total error,286

Etot :=
∣∣Q−QNC

∣∣ , (19)

is bounded by287

Etot ≤
∣∣Q−Qtr

∣∣ +
∣∣Qtr −QNC

∣∣ . (20)

The first term on the right hand side of (20) is the error inherent in the288

truncation of the collision operator, and the second term is the error in the289

numerical computation of the truncated operator. Since in practice, we have290

limited computational resources the choice of gtr involves a trade off between291

these two sources of error.292

4. An error estimate for the truncated collision operator293

In this section, we first review a theorem of Cercignani et al. [27] on the294

convergence of Qtr to Q as gtr → ∞. However, since this theorem does not295

include an error bound, it is of limited utility for numerical computation.296

Then, we derive an upper bound on the pointwise error between Q and Qtr,297

assuming that both operators are computed exactly. This bound provides298

some additional theoretical justification for the spectral-Lagrangian method.299
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In Section 6, we will use this upper bound to guide the choice of gtr in300

numerical computations.301

Cercignani et al. [27] use the truncated collision operator in a proof of an
existence and uniqueness theorem for solutions of the homogeneous Boltz-
mann equation. In their proof they consider the initial value problem,

∂fM

∂t
= QM(fM , fM),

fM(0, ·) = f0,

(21)

where QM = Qtr with gtr = M < ∞. They show that (21) has a unique302

nonnegative solution fM ∈ C1([0, T ], L1(R3)) for all T > 0, provided that303

f0 ∈ L1(R3) is nonnegative. In addition, they show that the total mass,304

momentum, and energy are conserved by (21). Applying the Dunford-Pettis305

theorem to the set {fM} in C1([0, T ], L1(R3)), they extract a weakly con-306

vergent subsequence fn ⇀ f , with f ∈ C1([0, T ], L1(R3)) nonnegative, and307

prove that QMn(fn, fn) ⇀ Q(f, f). Here, by weak convergence we mean con-308

vergence of the sequence obtained after integration against a test function in309

L∞(R3).310

To assess the trade off discussed at the end of Section 3, we now present311

an upper bound for the error inherent in the truncation of Q, i.e., for the312

first term on the right hand side of (20). Specifically, we let313

Etr(v) :=
∣∣Q(v)−Qtr(v)

∣∣ , (22)

where Q = Q(f, f) and Qtr = Qtr(f, f). Since these two collision operators314

are defined in terms of the same velocity pdf, f , this result has a different315

character than that of Cercignani.316

To obtain this result, rather than assuming that the support of f is com-317

pact, we instead assume that f is bounded above by a Maxwellian pdf. For318

Maxwell-type collisions between particles of the same type, Bobylev and319

Gamba [33] proved that, if the initial condition satisfies f0(v) ≤ c0 e
−k0v2 ,320

then there are constants c ≥ c0 and k ≤ k0 so that f(v, t) ≤ c e−kv
2

for all321

t > 0. Moreover, they provide formulae for c and k in terms of c0, k0, and the322

initial pdf f0. Gamba et al. [34] proved similar results for other interparticle323

collision kernels. Consequently, the assumptions we make in the following324

theorem and in its corollary are reasonable.325

Theorem 1. Suppose that f(v) ≤ c e−kv
2
, where v = |v|, and that the326

collision kernel is of the form B(g, χ) = gλ B̃, where B̃ is a positive constant327
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and 0 ≤ λ ≤ 1. Then, the error (22) in the truncation of the collision328

operator is bounded by329

Etr(v) ≤ EUB
tr (gtr, v) := c exp(−kv2) Erel(gtr, v), (23)

where330

Erel(gtr, v) := 16π2B̃ c

∫ ∞
g=gtr

e−k(v−g)2
[

1− e−4kvg

4kvg

]
gλ+2 dg. (24)

Since Q is the rate of change of f , we expect Q(v) to be on the order331

of c exp(−kv2) or less. Therefore, we can regard the error, Erel, in (24) as332

a measure of the relative error between Q and Qtr. Note that since Q has333

zeros, we have defined this error to be relative to a Maxwellian pdf rather334

than to Q. The upper bound, Erel, in (24) can be used to guide the choice of335

gtr in numerical simulations by ensuring that Erel(gtr, v) < 10−m for a desired336

value of m, over a given range of values for v.337

Proof. Using the assumptions in the statement of the theorem,338

|Q(v)−Qtr(v)| ≤ B̃max {E1, E2} , (25)

where339

E1 =

∫
|g|≥gtr

∫
S2

f
(
v + 1

2
(g − gΘ )

)
f
(
v + 1

2
(g + gΘ )

)
gλ dΘ dg, (26)

and340

E2 =

∫
|g|≥gtr

∫
S2

f(v)f(v + g) gλ dΘ dg. (27)

The inequality (25) holds since E1 and E2 are both positive. Using the upper
bound we have assumed for f , we find that

E2 ≤ 4πc2e−2kv2
∫

|g|≥gtr

e−k(2v·g+g2) gλ dg (28)

= 8π2c2e−2kv2
∫ ∞
gtr

e−kg
2

gλ+2

∫ π

0

e−2 kvg cosφ sinφ dφ dg

= 16π2 c2 e−kv
2

∫ ∞
gtr

e−k(v−g)2
[

1− e−4kvg

4kvg

]
gλ+2 dg. (29)
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Similarly,

E1 ≤ c2

∫
|g|≥gtr

∫
S2

e−k|v+ 1
2

(g−gΘ)|2 e−k|v+ 1
2

(g+gΘ)|2 gλdΘ dg (30)

≤ 4πc2 e−2kv2
∫

|g|≥gtr

e−k(2v·g+g2)gλ dg. (31)

As in (28) and (29), we find that341

E1 ≤ 16π2 c2 e−kv
2

∫ ∞
gtr

e−k(v−g)2
[

1− e−4kvg

4kvg

]
gλ+2 dg. (32)

The required estimate now follows from (25), (32), and the fact that the right342

hand side of (29) is bounded above by the right hand side of (32).343

Corollary 1. Suppose that the assumptions of Theorem 1 hold and that344

λ = 0. Then, provided k and gtr are both large enough, we have the asymptotic345

formulae346

Erel(gtr, v) ≈


c(π
k
)3/2 if gtr < v,

1
2
[c(π

k
)3/2 + 1

kgtr
] if gtr = v,

πc
2k2

e−k(gtr−v)2

gtr−v
gtr
v

if gtr > v.

(33)

In particular, if gtr & v � 0, then347

Erel(gtr, v) ≈ πc

2k2

e−k(gtr−v)2

gtr − v
, (34)

which is a rapidly decaying function of gtr − v.348

Equation (34) yields the following simple strategy for choosing the param-349

eter, gtr, in numerical computations of the low-probability tails. Specifically,350

to guarantee Qtr is an accurate approximation to Q at v, we should choose351

gtr to be slightly larger than v. As we will see in Section 6, exactly how much352

larger depends on the values of c and k and the desired degree of accuracy.353

Proof. Under the assumptions of (1),354

E(gtr, v) = 4πc

∞∫
gtr

e−k(v−g)2 1− e−4kvg

4kvg
g2 dg. (35)
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In the cases that gtr ≤ v, we apply Laplace’s method [35] as follows. First,355

recall that if a function φ : [a, b]→ R has a single critical point at an interior356

point, t0 ∈ (a, b), which is the absolute minimum of φ, then for any sufficiently357

smooth function, f ,358 ∫ b

a

e−kφ(t) f(t) dt ≈

√
2π

kφ′′(t0)
e−kφ(t0) f(t0), as k →∞. (36)

When gtr < v, the result follows by setting t0 = v, and using the estimate359

f(v) = cπ
k

(1 − e−4kv2) ≈ cπ
k

, provided gtr is large enough. When gtr = v,360

the critical point, t0 = gtr, of φ is an endpoint of the interval of integration.361

Then by [35, (5.1.17)], we find that362

E(gtr, gtr) ≈
πc

kgtr

[√
π

4k
gtr(1− e−4kg2tr) + 1

2k

(
1− (1 + 4kg2

tr)e
−4kg2tr

)]
.

(37)
The result now follows provided gtr is large enough.363

Finally, in the case gtr > v, the change of variables t = (g−v)2−(gtr−v)2
364

transforms (35) to365

E(gtr, v) = 2πc e−k(gtr−v)2
∫ ∞

0

e−ktF (
√
t+ (gtr − v)2 ; k, v) dt, (38)

where366

F (u ; k, v) =
1− e−4kv(v+u)

4kvu

(v + u)2

u
. (39)

The result now follows from Watson’s Lemma [35], which states that in the367

limit as k → ∞, we have that
∫∞

0
e−ktH(t) dt ≈ H(0)/k. Although (33) is368

only guaranteed to hold in the limit k → ∞, in Section 6 we will show it369

that is quite accurate even for k = O(1).370

5. Numerical Method371

We implement Gamba’s method as in [13, 28]. The computational grids372

in velocity and Fourier space are defined in terms of a maximum speed,373

L, and the number of grid points, N , in each dimension. Unless other-374

wise noted, we use L = 10. We represent the velocity pdf on a domain375

[−L,L]3 ∈ R3 using a regular grid, vk = −L + k∆v, in each velocity di-376

mension, where ∆v = 2L/N . The corresponding domain in Fourier space is377
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[−ζmax, ζmax]3, where ζmax = Nπ/2L, with grid points, ζm = −ζmax + m∆ζ,378

where ∆ζ = π/L. We calculate the integral (13) using the trapezoid rule,379

which—like the discrete Fourier transform—is spectrally accurate for func-380

tions that decay rapidly at the boundary of the computation domain [36].381

In addition, for the numerical results in Sections 6.1–6.4 below we enforce382

conservation of the density, momentum, and energy using the Lagrangian383

projection method of [13], which amounts to projecting the collision operator384

onto a linear subspace in L2(R3). However, we found that the results in these385

subsections are visually indistinguishable from those we obtained without the386

application of the Lagrangian projection method. Because of the large cost387

of computing the collision operator, we use a multistep method to solve the388

system of differential equations corresponding to (4), which allows us to take389

larger time steps resulting in a fewer total number of function evaluations.390

Specifically, we used the fourth order Adams-Bashforth method [37]391

fi+4 = fi+3 +
∆t

24

[
55Qi+3 − 59Qi+2 + 37Qi+1 − 9Qi

]
, (40)

where fi(v) = f(ti,v) and Qi = Qtr(fi, fi). To initialize this multistep392

method we used the fourth order Runge Kutta method to compute the solu-393

tions at the first four time steps.394

6. Numerical Results395

In this section we present the results of the numerical simulations we396

performed to test the limits of the spectral-Lagrangian method. We show397

results for the following choices of initial condition: a Maxwellian, the spher-398

ically symmetric, analytical solution of Bobylev, Krook and Wu [30, 31], a399

cylindrically symmetric modification of the BKW initial condition, and two400

mixtures of Maxwellians. We study the convergence of the numerically com-401

puted truncated collision operator, QNC, to the collision operator, Q, validate402

the bound we obtained for the relative error between Qtr and Q, and compute403

the evolution of the velocity pdf to the equilibrium Maxwellian distribution.404

In these simulations our focus is on the accuracy with which the velocity pdfs405

can be computed in the low probability tails. Finally, we employ a simple406

model of a plasma to study the evolution of the velocity pdf of the electrons407

under the influence of an electron gun source, electron-electron collisions, and408

loss into a boundary sheath layer.409
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The simulations were performed on a 2.0 GHz Intel Xeon processor with410

2 CPU’s and 14 cores per CPU. The total simulation time (number of cores411

× time per core) for a single computation of the collision operator ranged412

from 24 seconds for N = 24 to 4.5 hours for N = 72, and scaled according413

to the theoretical O(N6) cost.414

6.1. The Maxwellian solution415

If the initial velocity pdf is a Maxwellian, f(v) = (2πT )−3/2 exp(−v2/2T ),416

then the collision operator is identically zero, Q ≡ 0. In Table 1, with T = 1,417

we plot the L∞-error in the numerically computed truncation operator, QNC ,418

for several pairs of values of N and gtr. When gtr = 4 and 8, the error419

decreases to the level of the round-off error for the Fourier transform as N420

increases from 24 to 72. However, when gtr = 12, the error does not converge421

to zero since the convolution weighting function, Ĝtr, oscillates on a length422

scale that is close to ∆ξ = ∆ζ. The results are significantly worse when gtr423

is increased to 16 and 20. These results show that, if N is large enough to424

capture the slow decay of Ĝtr (N ≥ 48), then we can obtain a large gain in425

the accuracy of the generalized convolution integral (13) for Q̂tr by choosing426

gtr < L, thereby reducing the oscillation of Ĝtr relative to the grid spacing427

in Fourier space. For more general initial conditions, because f̂ is typically428

smoother than Ĝtr, we expect a similar rate of convergence of Qtr to QNC,429

i.e., for the second term in (20). In the next subsections, for several choices430

of initial condition, we use the error bound in Theorem 1 to determine values431

of gtr for which we can guarantee that the error in the second term in (20) is432

below a given threshold out to a given value of v.433

gtr = 4 gtr = 8 gtr = 12 gtr = 16 gtr = 20

N = 24 2× 10−5 3× 10−5 4× 10−5 2× 10−4 2× 10−1

N = 36 2× 10−9 4× 10−9 4× 10−9 2× 10−4 2× 10−1

N = 48 8× 10−15 1× 10−14 5× 10−10 2× 10−4 2× 10−1

N = 72 5× 10−17 5× 10−17 5× 10−10 2× 10−4 2× 10−1

Table 1: L∞-error in QNC for the Maxwellian velocity pdf for different values of N and
gtr.
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6.2. The BKW solution434

In this subsection, we compare the results obtained using the numerical435

method to the analytical solution, fBKW, of Bobylev, Krook and Wu [30, 31]436

given in (17) with T = 1.437

We begin by using Theorem 1 to select an appropriate value of the trun-438

cation parameter, gtr, for the velocity pdf, fBKW, at the initial time of t = 5.5.439

We consider two methods for selecting the Maxwellian upper bound required440

to apply the theorem. For Method I we choose the width parameter, k, in441

Theorem 1 to agree with the width of the Maxwellian pdf to which the initial442

condition converges as t→∞. This method gives k = 3/2E, where E is the443

(initial) energy. We then choose the parameter c to ensure that the resulting444

Maxwellian pdf is an upper bound for the velocity pdfs at the initial time.445

For the BKW pdf, Method I gives k = 0.5 and c = 0.1. For Method II, we446

use the tightest upper Maxwellian bound we could find for the initial velocity447

pdf, which resulted in k = 0.8 and c = 1.448

In Fig. 2 (left), we plot the initial BKW pdf and the two Maxwellian449

bounds, and in Fig. 2 (middle) we show a contour plot of the bound, Erel, for450

the relative error in the truncation of the collision operator given by (24), as451

a function of v and gtr. For this contour plot we have used the Maxwellian452

upper bound given by Method I. The results obtained with Method II are453

quite similar: For each v the contours are shifted up or down by about 0.5454

in gtr. The contour plot shows that if we choose gtr = 6 then Erel < 10−1
455

for v ≤ 4, which corresponds to probabilities down to a level of 2 × 10−5
456

for the limiting Maxwellian pdf. Similarly, if gtr = 8 then Erel < 10−1 for457

v ≤ 6, corresponding to probabilities down to 10−9. In this manner, the458

results in Fig. 2 can be used to select a value of gtr that is small but that459

nevertheless guarantees a desired accuracy for the approximation Qtr ≈ Q.460

The advantage of choosing smaller values for gtr is that we can then choose461

smaller values for L and N , thereby reducing the computational cost, which462

is O(N6).463

In Fig. 2 (right) we plot slices of Erel(v, gtr) for three values of v. The464

colored solid curves with symbols show the results obtained with Theorem 1,465

while the black dashed curves show the corresponding results obtained using466

(1). Even with k = 0.5, the asymptotic formulae (33) agree extremely well467

with (24), except when gtr is slightly larger than v. These plots confirm that468

once gtr > v, Qtr(v) → Q(v) exponentially fast as gtr → ∞. However, the469

pointwise nature of the convergence is obvious in the plots.470
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Figure 2: Left: Log-scale plot of the initial BKW velocity pdf given by (17) at the initial
time, t = 5.5, (dashed black curve), together with the Maxwellian upper bounds obtained
using Method I (solid blue curve) and Method II (solid red curve). Middle: Contour plot of
the upper bound, Erel, for the relative error in the truncation of the collision operator given
by (24), as a function of speed, v, and truncation parameter, gtr. This result was obtained
using the Maxwellian upper bound obtained using Method I. Right: Slices of Erel(v, gtr)
for three values of v. The colored solid curves with symbols show the results obtained with
(24) and the black dashed curves show the corresponding asymptotic formulae in (33).

In Fig. 3 we assess the accuracy of the numerical computation of Qtr
471

by plotting the maximum of the total error, Etot in (19), as a function of472

speed v, for several different choice of gtr and N . Here, the maximum is473

taken over all v with |v| = v. In the top left panel, we show the results474

with gtr = 6. Using solid colored curves with symbols we plot max(Etot) for475

N = 24 (blue curve with circles), N = 36 (black curve with crosses), N = 48476

(red curve with pluses), and N = 72 (magenta curve with diamonds). We477

also plot the collision operator, Q, obtained analytically from (4) and (17)478

(dashed black curve) and the upper bound, EUB
tr in (23), for the truncation479

error (solid black curve). Because these two curves intersect at v = 4, we480

can only be guaranteed that |Qtr − Q| < |Q| for v ≤ 4. For each N , the481

numerically computed collision operator, QNC, is an accurate approximation482

to Q in the interval where the solid curve with symbols lies below the black483

dashed curve. The reason this interval extends past v = 4 for N ≥ 48 is that484

the upper bound EUB
tr for |Qtr − Q| is not optimal. In the top right panel,485

we show the corresponding results with gtr = 8. Because the solid black and486

dashed black curves intersect at v = 5, we are guaranteed that if we choose487

N to be sufficiently large, then the solution will be accurate out to at least488

v = 5. Clearly, the choice N = 48 is not large enough. However, if we choose489

N = 72, corresponding to a 12-fold increase in the computational time, then490

the solution is accurate out to v = 6. In the bottom left panel for which491

gtr = 12, the solid black curve is not visible since EUB
tr < 10−15. However,492
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Figure 3: Maximum of the total error, Etot in (19), as a function of speed v, for several
different choices of gtr and N . These results are for the BKW solution. Here, the maximum
is taken over all v with |v| = v. The solid colored curves with symbols show plots of
max(Etot) for the values of N shown in the legend. The black dashed curve shows the
collision operator, Q, obtained from (4) and (17), and the solid black curve shows the
upper bound, EUB

tr in (23), for the truncation error.

there is no change in the Etot-curves compared to the case that gtr = 8, since493

the total error is dominated by the error in the numerical computation of494

Qtr. Finally, in the bottom right panel with gtr = 14, we see that there is no495

advantage to increasing N from 48 to 72 since that does not decrease ∆ξ and496

the convolution weighting function, Ĝtr, now oscillates too rapidly. This last497

result is in accord with the large jump in the errors from gtr = 12 to gtr = 16498

that we observed for the Maxwellian pdf in Table 1.499

In the top row of Fig. 4, we plot |Q| as a function of vx at (vy, vz) = (0, 0).500

We show the numerical results obtained with gtr = 8 (left) and gtr = 14501

(right) for the values of N shown in the legend. We also show the analytical502
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Figure 4: Collision operator at t = 5.5 (top row) and velocity pdf at t = 9 (bottom row)
for the BKW solution. The numerical results were obtained with gtr = 8 (left column) and
gtr = 14 (right column) for the values of N shown in the legends. The analytical solutions
are shown with the black solid curves.

result obtained from (4) and (17) with a black solid curve. The cusps corre-503

spond to the values of vx for which Q = 0. On a linear scale (not shown), we504

obtain excellent agreement for all values of N . With N = 48, we obtain ex-505

cellent agreement down to the level of less than 10−8, and with N = 72 down506

to 10−14. The results with gtr = 6, 10, and 12 (not shown) are only slightly507

worse than with gtr = 8. However, just as in Fig. 3, with gtr = 14 we cannot508

reduce the error level below 10−9. In the bottom row, we plot the velocity509

pdf at t = 9, using the same format as in the top row. For these results we510

solved (4) using Euler’s method with a time step of ∆t = 0.05. However,511

we did not perform the computation with N = 72 as the computational cost512

was prohibitive.513
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Figure 5: Left and Middle: Log-scale plot of the cylindrically symmetric initial velocity pdf
(41) (dashed black curve) and the Maxwellian upper bound (solid red curve) as functions of
vx when (vy, vz) = (0, 0) (left) and vz when (vx, vy) = (0, 0) (middle). Right: Contour plot
of the upper bound, Erel, for the relative error in the truncation of the collision operator
given by (24), as a function of speed, v, and truncation parameter, gtr.

6.3. A cylindrically symmetric initial condition514

In this subsection, we apply the spectral method to solve the homoge-515

neous Boltzmann equation (4) in the case that the initial condition is the516

cylindrically symmetric velocity pdf,517

fcyl(0,v) = A
[

5K−3
K

+ 1−K
K2 (c2v2

x + c2v2
y + v2

z)
]

exp
[
−(c2v2

x + c2v2
y + v2

z)/2K
]
,

(41)
obtained by dilating the BKW initial condition (17) by a factor, 1/c, in the518

vx and vy-dimensions. As in Section 6.2, we choose K = 1 − e−5.5/6. We519

choose the dilation constant to be c = 2 and we choose the constant, A, so520

that the pdf integrates to 1.521

In Fig. 5, we plot the initial pdf, fcyl, and the Maxwellian upper bound522

obtained using Method I, which gives k = 0.9 and c = 1.5 × 105. We plot523

these pdfs as a function of both vx when (vy, vz) = (0, 0) (left) and vz when524

(vx, vy) = (0, 0) (middle). In the right panel, we show a contour plot of the525

bound, Erel, for the relative error in the truncation of the collision operator526

given by (24), as a function of v and gtr. We observe that the contours are527

translated up by about 2 compared to the ones in Fig. 2. The contour plot528

shows that if we choose gtr = 10 then Erel < 10−1 for v ≤ 6.529

In the top row of Fig. 6, we plot the numerical collision operator as530

a function of vx (left) and vz (right). These results were obtained using531

N = 72 for the values of gtr shown in the legend. The results for gtr = 4 and532

16 are less accurate than those for gtr = 8 and 12. The results for gtr = 4 is533

consistent with the contour plot in Fig. 5, which shows that the truncation534

error is too large when gtr = 4. Because of the more rapid decay of the535
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Figure 6: Top row: Collision operator at t = 5.5 as a function of vx (left) and vz (right)
for the cylindrically symmetric initial velocity pdf (41) with c = 2 and N = 72, for the
values of gtr shown in the legends. Bottom row: The corresponding velocity pdfs at the
times shown in the legends, computed using gtr = 12.

cylindrically symmetric initial condition in the vx-direction, the error in the536

numerical computation of Qtr is the dominant source of error with gtr = 8537

and 12. In the bottom row of Fig. 6, we plot the evolution of the velocity538

pdf over the time interval [0, 8]. These results were obtained with gtr = 12,539

using the Adams-Bashforth method (40) with ∆t = 0.125. We verified that540

the number density, momentum, and energy are preserved up to round-off541

error. The pdf at t = 8 agrees well with the equilibrium Maxwellian pdf542

(not shown) over the range of probability values in the plots. The plots show543

the rates at which the velocity pdf converges to the equilibrium pdf in the544

different velocity dimensions.545
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6.4. Mixture of Maxwellians initial conditions546

For the next two examples, we suppose that the initial velocity pdf is a547

mixture of Maxwellian pdfs of the form548

fmix(v) = ωf(v − v1, T1) + (1− ω)f(v − v2, T2), (42)

where f(v, T ) = (2πT )−3/2 exp(−v2/2T ).549

For our first example, we chose ω = 0.5, v1 = (2, 0, 0), v2 = −v1, and550

T1 = T2 = 0.25. In Fig. 7, we plot the initial pdf, fmix, and the Maxwellian551

upper bound obtained using Method I, which gives k = 0.32 and c = 1.1.552

We plot these pdfs as a function of both vx when (vy, vz) = (0, 0) (left) and553

vy when (vx, vz) = (0, 0) (middle). In the right panel, we show a contour554

plot of the bound, Erel, for the relative error in the truncation of the collision555

operator given by (24), as a function of v and gtr. Guided by this contour556

plot, for the computation of the velocity pdf we chose gtr = 10 to ensure that557

Erel < 10−1 for v ≤ 6.558

In Fig. 8, we show the evolution of the velocity pdf on a linear scale (left559

column) and logarithmic scale (right column), plotted as a function of vx560

(top row) and vz (bottom row). These results were obtained with N = 84561

and ∆t = 0.2. We verified our results by comparison to analytic formulae for562

the moments of the velocity pdf [12]. The relative errors in the pressure and563

scalar fourth-order moment were less than 2 × 10−4 and the absolute error564

in the heat flux was less than 4 × 10−6. From t = 0 to t = 3, we observe565

a rapid increase in the very low initial probability of high speed particles in566

the vz-direction. Over the same time period, there is a substantial decay in567

the peaks of the initial pdf at v = v1 and v = v2. At t = 15 the agreement568

with the limiting Maxwellian pdf is excellent down to a probability level of569

10−10, i.e., v < 8. However, on a logarithmic scale, when v > 6 we observe570

what appear to be numerical artifacts in the velocity pdf at t = 3.571

For our second example, we chose ω = 0.9999, v1 = (0, 0, 0), v2 =572

(7.38, 0, 0), T1 = 4 and T2 = 0.0625. With these parameters, the initial573

pdf is a perturbation of a Maxwellian pdf which has a small bump centered574

at v = v2 whose amplitude is 0.05 of that of the dominant Maxwellian, and575

which is located where the dominant Maxwellian has a probability density of576

10−5. Since the probability mass of the bump is negligible, we used the dom-577

inant Maxwellian rather than the upper bound of Method I to estimate the578

relative error in the truncation of the collision operator. The resulting con-579

tour plot (not pictured) shows that we should choose gtr = 10 to ensure that580
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Figure 7: Left and Middle: Log-scale plot of the mixture of Maxwellians initial veloc-
ity pdf (42) (dashed black curve) and the Maxwellian upper bound (solid red curve) as
functions of vx when (vy, vz) = (0, 0) (left) and vy when (vx, vz) = (0, 0) (right). The pa-
rameters in (42) were chosen to be ω = 0.5, v1 = (2, 0, 0), v2 = −v1, and T1 = T2 = 0.25.
Right: Contour plot of the upper bound, Erel, for the relative error in the truncation of
the collision operator given by (24).

Erel < 10−1 for v ≤ 8. As in the previous simulation, we also chose N = 84581

and ∆t = 0.2. The relative error in the pressure was less than 4× 10−4 while582

that of the scalar fourth-order moment was less than 6× 10−2. The absolute583

error in the heat flux was less than 5×10−2. In Fig. 9, we plot the velocity pdf584

at the times shown in the legends as a function of vx for (vy, vz) = (0, 0) on a585

linear scale (left) and logarithmic scale (right). This simulation result shows586

the rate at which this localized, low-amplitude perturbation of a Maxwellian587

pdf relaxes back to the limiting Maxwellian. Because of how we chose gtr,588

the gradual growth of the pdf where v > 8.5 is likely due to errors in the589

numerical computation of the collision operator. At all times, the slices of590

the pdf at (vx, vz) = (0, 0) and (vx, vy) = (0, 0) (not shown) are visually591

indistinguishable from the dominant Maxwellian.592

6.5. Results for a simple plasma model593

For our final example, we consider a spatially homogeneous model for594

the velocity pdf of the electrons in a simplified plasma system that includes595

an electron gun source, electron-electron collisions, and loss of high velocity596

electrons into a wall. We model this system using the equation597

∂f

∂t
(t,v) = Q(f, f)(t,v) + cSS(v) − cLL(v)f(t,v), (43)

where the electron gun source is modeled by S(v) = exp(‖v−vS‖2/2σ2
S) with598

vS = (2, 0, 0) and σS = 0.25, and the loss is given by L(v) = −1
π

arctan[(vx−599

25



0 1 2 3 4

vx

0

0.05

0.1

0.15

0.2

0.25

f

t = 0

t = 3

t = 6

t = 15

Maxwellian

0 2 4 6 8

vx

10
-10

10
-5

10
0

f

t = 0

t = 3

t = 6

t = 15

Maxwellian

0 1 2 3 4

vz

0

0.01

0.02

0.03

f

t = 0

t = 3

t = 6

t = 15

Maxwellian

0 2 4 6 8

vz

10
-10

10
-5

10
0

f

t = 0

t = 3

t = 6

t = 15

Maxwellian

Figure 8: Velocity pdf on a linear scale (left column) and logarithmic scale (right column),
plotted as a function of vx (top row) and vz (bottom row) at the times shown in the
legends for the initial condition in Fig. 7. The limiting Maxwellian pdf is shown with the
thin solid black curve.

vL)/σL] + 1
2

with vL = −2 and σL = 10−6. This loss function models absorp-600

tion of particles moving at high speed towards a wall parallel to the yz-plane.601

To approximately balance gain and loss, we chose the coefficients in (43) to be602

cS = 0.1 and cL = 10. For these simulations we chose gtr = 10, N = 80, and603

∆t = 0.02. The small value of ∆t was chosen to ensure that the numerical604

solution did not become negative due to the presence of the loss term. The605

initial velocity pdf was chosen to be a Maxwellian with temperature T = 1.606

In Fig. 10, we plot the time evolution of the velocity pdf as a function of607

vx. As time increases from t = 0 to t = 36, the number density, energy, and608

the x-component of the momentum all increase due to the source, and the609

tail of the pdf in the negative vx-direction deviates significantly from that of610

a Maxwellian distribution due to the loss term. In addition, the pdf is highly611
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function of vx at the times shown in the legends. The parameters in (42) were chosen to
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Figure 10: Velocity pdf for the simple plasma system modeled by (43) at the times shown
in the legends. The pdf is plotted as a function of vx at (vy, vz) = (0, 0) on a linear scale
(left) and a logarithmic scale (right).

asymmetric in the vx-dimension due to the combined effects of the source612

and loss terms.613

7. Conclusions614

We have demonstrated the feasibility of using the spectral-Lagrangian615

method of Gamba and Tharkabhushanam to compute the velocity pdf of a616

particle species well into the low-probability tails. Calculation of the high-617

energy tails out to at least three standard deviations could enable improve-618
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ments to be made in the modeling of chemical reactions and ionization events619

in low-temperature, industrial plasmas. Although other researchers [23, 22]620

have reported low L2-errors in numerical computation of the effect that par-621

ticle collisions have on the distribution of particle velocities, the results pre-622

sented here are the first we know of that explicitly study the accuracy of the623

deterministic computation of the low-probability tails.624

To obtain these results, we examined the critical role that the truncation625

parameter, gtr, plays in the accuracy of the numerical computation of the626

collision operator. Although there is a theoretical guarantee that the trun-627

cated collision operator, Qtr, converges to Q as gtr →∞, this result is based628

on the assumption that the weighted convolution integral defining Qtr can be629

computed exactly without numerical error. However, we demonstrated that630

if gtr is too large then accurate numerical computation of the weighted con-631

volution integral is not feasible since the decay rate and degree of oscillation632

of the convolution weighting function both increase as gtr increases. As a633

consequence, in practice we are forced to examine the trade off between the634

error inherent in the truncation of the collision operator and the error in the635

numerical computation of the truncated operator. To do so, we derived an636

upper bound on the pointwise error between Qtr and Q, assuming that both637

operators are computed exactly. Unlike in the previous formula for gtr given638

by Gamba and Tharkabhushanam [13], to obtain this bound we only needed639

to assume that the velocity pdf is bounded above by a Maxwellian pdf, rather640

than being compactly supported. We then showed how to use this bound to641

guide the choice of gtr in numerical computations of the low-probability tails642

of the velocity pdf. Finally, although our numerical results were obtained in643

the spatially homogeneous case, the error estimate we derived could also be644

used to guide the choice of gtr for the computation of spatially inhomoge-645

neous velocity pdfs, since the collision operator is independently computed646

at each spatial position, and, if necessary, the truncation parameter, gtr, can647

be chosen to be spatially dependent.648
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